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The formation of the rippled phase in biological membranes and

its relation with anomalous swelling are still lacking a molecular

explanation. Starting from all-atom simulations we use a map-

ping to create a mesoscopic model of the lipid dimyristoylpho-

sphatidylcholine (DMPC) in water. We use this model to study

the phase behaviour of lipid bilayers. Depending on the lipid

structure and head group, our simulations reproduce the experi-

mental phase diagrams. The anomalous swelling is caused by

conformational changes of the lipid tails but is not directly

related to the rippled phase. A key factor for the rippled phase

is a frustration between the surface area of the heads and the

lateral density of the tails.

Phospholipids can self-assemble in water to form bilayer
structures, which are seen as model systems of biological
membranes.1 At high temperatures lipids form a flat fluid
membrane (La phase) and at low temperatures a flat gel phase
in which the lipid tails are ordered and tilted (Lb0 phase). For
certain phospholipids between the La and Lb0 phase phases a
stable supramolecular periodic structure was observed2–4

which is characterized by a long-wavelength rippling of the
bilayer (Pb0 phase) and a (anomalous) swelling of the mem-
brane. This rippled phase has attracted the attention of many
groups,2–7 but still lacks a molecular understanding.1,8 Using
state of the art molecular dynamics simulations, it is possible to
obtain detailed structural information of a single phase, for
example, the gel phase,9 but these are too time consuming to
determine a complete phase diagram. In this work, we use an
alternative approach in which realistic all-atom simulations are
used to determine the effective intramolecular interaction
parameters of a mesoscopic model. At this mesoscopic level
simulations are four to five orders of magnitude more effi-
cient,10,11 allowing us to compute complete phase diagrams.

In a dissipative particle dynamics (DPD) simulation a
particle represents the centre of mass of a cluster of atoms.
The total force on a particle consists of dissipative, random,
and conservative forces.12,13 For the conservative force we use
a soft-repulsive interaction

FC
ij ¼

aijð1� rij=rcÞr̂ij ðrijorcÞ
0 ðrij � rcÞ

�

where rij is the distance between particles i and j, aij is the
parameter characterising the interaction between two particles,
and rc is the cut-off radius. In our mesoscopic model, we
distinguish three types of particles, w, h, and t to mimic the
water and the head- and tail-atoms of a lipid, respectively.

A coarse graining procedure to map the interactions of
realistic molecules on DPD interaction parameters has been
developed by Groot and Warren.14 In this procedure the value
of the repulsion parameter is taken such that the DPD water-
like particles reproduce the compressibility of water. The
interactions of the hydrophilic and hydrophobic particles

(aww ¼ att ¼ 25, aht ¼ awt ¼ 80, and ahw ¼ 15) are based on
the Flory–Huggins solubility parameters. We vary the head–
head (ahh) interaction parameter to study the effect of changing
the interactions between the head groups of a lipid, mimicking
changes in the chemical nature of the head group or adding salt
to the system.
We divided the phospholipid dimyristoylphosphatidylcho-

line (DMPC) into equal volumes of 90 Å3, using the phospho-
lipid component volumes determined by Armen et al.15 The
mapping of the lipid results in a model consisting of three
hydrophilic head beads and two tails, each consisting of five
hydrophobic tail beads. Two consecutive beads are connected
by harmonic springs with spring constant kr ¼ 100 and
equilibrium distance r0 ¼ 0.7. When we only use a harmonic
spring to connect the lipid beads, we do not reproduce the
chain length dependence of the area per lipid in a membrane in
the La phase correctly. For a correct description of this
dependence it is important to introduce a more realistic
description of the intramolecular interactions, for which we
have used a coarse-graining procedure. In this procedure we
performed molecular dynamics simulations of a single phos-
pholipid in water using a realistic all-atom representation,
using the CharmM force field for DMPC and the TIP3P model
for water. From these single lipid simulations we computed the
distributions of the centers of mass associated with the coarse
grained DPD beads. The parameters for the bond-bending
interactions in the DPD model, U(y) ¼ 1/2ky(y � y0)

2, were
obtained by matching the corresponding distributions of the
DPD particles. We added a bond-bending potential between
three consecutive beads in the tails with bending constant ky ¼
6 and equilibrium angle y ¼ 1801. An additional bond-bending
potential is applied between the vectors connecting the tails to
the head group, with kb ¼ 3 and y0 ¼ 901. With these
parameters our simulations predict an area per surfactant of
69 Å2 of the membrane in the La or fluid phase, independent of
the chain length, which is in good agreement with the experi-
mental values which are in the range 58–72 Å2. More details
can be found in ref. 16.
A biological membrane is not subject to external constraints

and therefore adopts a configuration which is tensionless. In a
simulation in which the total area and number of lipid mole-
cules are fixed, the resulting membrane has a non-zero inter-
facial tension. Lipowski and coworkers17 emphasize the
importance of simulating at exactly the area for which the
interfacial tension is zero and determine this area iteratively.
We use a different approach in which we simulate an ensemble
in which we can impose the interfacial tension. After a ran-
domly selected number of DPD steps we perform a Monte
Carlo move in which we change the area of our bilayer in such
a way that the total volume of the system remains constant.18

To obtain the tensionless state of the bilayer g is set to zero.
The importance of this method is that it allows us to observe
directly phase transitions in which the area per lipid changes.
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We have used a system of 800 lipids with 8000–15,000 water
particles to ensure a fully hydrated bilayer with overall density
r ¼ 3. A typical simulation required 100,000 cycles, which
consists of, on average, 150 DPD time steps and one Monte
Carlo attempt to change the area. The first 20,000 cycles are
equilibration. The equations of motion are integrated with a
modified velocity Verlet algorithm with Dt ¼ 0.03. We use
reduced units with rc as the unit of length, the mass of a particle
m as the unit of mass, and aww as unit of energy. From this
coarse-graining procedure, the interaction parameters are de-
fined in units of kBT. To use reduced units, we define kBT0 ¼ 1
where T0 is room temperature. The aww parameter has been
fitted to give the correct compressibility of water at room
temperature and at the assumed density. In principle, we could
use the same procedure to match the compressibility of water
at different temperatures. This gives, however, a temperature
dependent a parameter which would make the interpretation of
our results more complex. Therefore we have chosen to keep
the parameters fixed and only change the temperature. In the
following we will use the notation T* to indicate the reduced
temperature.

Fig. 1 shows the computed phase diagrams for lipids with
different tail lengths as a function of temperature and the head-
group interaction. At high temperatures the La phase is stable;
the tails are disordered and have no preferred tilt angle. At low
temperatures we find the Lc phase in which the tails are ordered
and tilted. Also the heads show some order in this phase. The
stability of this phase is determined by the tails, which pack
optimally in a tilted configuration. Depending on the head-
group interactions the configuration of the heads, however, can
be far from optimal. At higher temperatures the head group
interactions determine whether the system will form the Lb (flat
gel) phase or the Lb0 (tilted gel) phase. For sufficiently large
values of ahh the most favorable configuration for the heads is
to be surrounded by water molecules (strong hydration), while
for low values of ahh head–head contacts are favorable and
water is expelled from the head region. For low values of ahh
the flat gel phase (Lb) is stable; the area per lipid is relatively
small, the tails are ordered but no tilt is present. For sufficiently

high ahh the increase of the water hydration results in the Lb0

phase in which the tails partially lose their order but keep their
tilt. The occurrence of this phase, however, depends on the tail
length; for the long tails it is stable over a large temperature
and range, while for the short tails this phase disappears.
Interestingly, transition from Lc or Lb0 to La occurs via a
narrow region. If we simulate exactly at the middle of this
region where each phase occupies 50% of the space, the system
forms the structure shown in Fig. 2, which indicates the onset
of the rippled phase Pb0. Similar structures are found at 40%–
60% of the two phases, but we have not been able to locate the
exact boundaries of this phase. Experimentally, the rippled
phase concerns length scales that are much longer than we can
access with our simulations. Therefore we cannot address
questions related to the organization of these microdomains
in space and how this organization is related to the thermal
history of the sample. However, the similarities with the
experimental phase diagram do suggest that the phase separa-
tion in microdomains indicates the onset of the rippled phase,
while the boundary of the coexistence regions might be related
to the experimentally observed pretransition.
If we increase the tail length, the period of the ripple

increases. In some simulations the ripple was formed diagon-
ally in the yz-plane of the simulation box. Since we apply
periodic boundary conditions in all three directions, one might
wonder if this is a rippled phase or just the formation of two
domains. Increasing the system size to 1800 lipids shows that in
this case the striped structure is again formed parallel to the y-
axis of the system, indicating that the rippled phase is the stable
phase. Once optimized the period of the ripple, there is a linear
relation between the system size and the number of ripples. In
the region between the Lb and La phases we do not find any
indication of a rippled phase. If we take the typical head–head
interaction used by Groot, ahh ¼ 35, we obtain the transition
temperatures shown in Fig. 1(d), which nicely resembles the
experimental phase diagrams.19,20 We repeated the simulations
with the parameter set published by Groot and Rabone10

giving qualitatively similar phase diagrams but shifted to
higher temperatures.
Our simulations show that a key factor in the formation of

the rippled phase is the head group interaction. By decreasing
this parameter the Lb phase, in which the tails are not tilted,
becomes stable and as a consequence the rippled phase is not
formed with increasing temperature. Experimentally this sce-
nario has been observed by decreasing the size of the lipid head
group.8

The rippled phase has also attracted the attention because of
the anomalous or critical swelling that was observed. This
swelling was considered a key factor in understanding the
rippled phase. However, it is still controversial what causes
this swelling.1,21 Theories can be found that explain this

Fig. 1 Phase behavior as a function of the temperature and head-
group interactions for (a) h3(t4)2, (b) h3(t5)2, and (c) h3(t7)2. The
transition temperatures as a function of tail length for the typical head
–head interactions (ahh ¼ 35) are shown in (d). As order parameters to
characterize the phases we used order of the tails, tilt angle, and
hydrophobic thickness. Jumps in these order parameters were used to
locate the phase boundaries. The thin line in the Pb0 coexistence region
corresponds to the condition of 50%–50% of both phases. In a narrow
region around this line we find the rippled structure shown in Fig. 2.

Fig. 2 Rippled phase for h3(t4)2 lipids (ahh ¼ 45, T* ¼ 0.3). At exactly
equal amounts of material in the Lc and La phases. Left: thickness of
the membrane as a function of the position in the plane where the color
coding gives the hydrophobic thickness of the membrane (yellow Lc

and purple La phase). Right: side view in which the water particles are
blue, the head groups grey, and the tails red. The darker color red is
used for the end segments.
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swelling in terms of Helfrich’s undulations forces,22,23 increase
in conformational order of the hydrocarbon chains,24,25 in-
crease in the water thickness,1 or increase in head-group layer
thickness. Moreover, the recent experimental data of Mason
et al.8 show that anomalous swelling even occurs in systems
that do not form a rippled phase.

Fig. 3 shows that in our simulations decreasing the tempera-
ture results in an increase of the bilayer thickness, because of
an increase in the order of the tails. Depending on the head
group interactions these swelling curves show a very different
behavior, similar to what has been observed experimentally.8

For low values of the head–head interaction, ahh o 15, we
cross the La - Lb transition and the thickness increases
significantly and goes through a maximum at the transition
Lb - Lc. In the Lc phase the tails are tilted and therefore the
membrane has a lower hydrophobic thickness. At these low
temperatures the hydrophilic part of the lipid stretches which
(partially) compensates this decrease. Since the driving force
for the formation of the Lb phase is the gain in energy if water
is expelled from the head region, we observe that if we increase
ahh the maximum of the hydrophobic thickness decreases and
at the triple point the maximum has disappeared. The tem-
perature range for which the Lb phase is stable decreases and as
a consequence we see a very sharp increase of the thickness
which resembles the approach of a critical point. For those
values of ahh for which the Pb0 phase is observed, we observe a
relatively strong increase of the thickness associated with the
La - Pb0 transition. Our simulations show that in all cases the
(anomalous) swelling is simply the consequence of changes of
the conformation of the hydrocarbon tails and is not directly
related to the formation of the rippled phase.

The general picture of the rippled phase is that the shape is
an asymmetric sawtooth, with a difference in thickness between
the long and the short arm.2–4 However, the nature of the
rippled phase is not yet clear since it is difficult to determine the
structure of the two parts of the ripple experimentally.26 For
example, Sun et al.3 assume that the X-ray diffraction patterns
are best fitted with a model in which asymmetry of the height
profile is the dominant feature, while Sengupta et al.27 con-
cluded that the difference in thickness of the two arms is the
determining factor. Our simulations show that the two arms
are two coexisting phases and therefore support the conclusion
of Rappolt et al.28

A surprising aspect of the ripple phase is that, unlike
ordinary coexistence, the system does not minimize the total
interfacial area formed by the two phases. Our simulations
show that the head–head interaction is a key factor in the
formation of the ripple phase; if ahh o 25 we do not observe
the rippled phase. For ahh > 25, the system can lower its

energy if more head groups are exposed to water. In the
coexistence region the head-group water contact area is locally
increased (see Fig. 4), hence by increasing the number of
interfaces the system can lower its energy. The total number
of interfaces, however, will be limited by the repulsive forces
between the ripples. The origin of this force is the elastic
energy, which tends to minimize the curvature of the interface
between the thick and thin parts.29 This aspect will depend on
the tail length; the longer the tails the larger the difference in
thickness that has to be crossed. This explains why we observe
that the period of the ripple increases with tail length. Within
the thick part of the ripple, the average orientation of the tilt is
parallel to the direction of the ripple, which is important factor
that stabilizes a linear interface.
It is interesting to compare these results with the continuum

Landau theory,6 in which a rippled phase occurs due to the
coupling of molecular tilt to the membrane curvature if the
longitudinal elastic constant is negative. Our results show that
microscopic origin of this negative constant is a surface area of
the heads which is not compatible with the lateral density of the
tails. Within the coexistence region we only observe the rippled
structure in a narrow band around the line where we have
approximately 50–50% material of both phases. This corre-
sponds to the conditions in which, with the curvature con-
strain, the space filling problem leads to a striped (rippled)
solution.
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