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Computer simulations of a polymer immersed in a solvent are presented. The influence of the quality of the solvent on the static and dynamic properties of a polymer has been studied. The quality of the solvent is modelled by varying the depth ($\epsilon_{mp}$) of the Lennard-Jones potential, which describes the interactions of the polymer segments with the monomers.

Starting from an isolated chain ($\epsilon_{mp} = 0$), the introduction of a small polymer solvent interaction gives rise to a large decrease of the radius of gyration. At very low values of $\epsilon_{mp}$ the interactions between the polymer segments and monomers is mainly repulsive. Such an unattractive solvent causes the polymer chain to collapse. A further increase of $\epsilon_{mp}$ causes the radius of gyration to increase again. A simple thermodynamic model, the 'polymer in a sack model', is introduced to describe this behaviour of the radius of gyration quantitatively. In this model we introduce some assumptions for handling the chain statistic of the polymer. With these assumptions the calculations reduce to a classical phase equilibrium problem. It is also demonstrated that the quality of the solvent can be used as a coupling parameter in Kirkwood's coupling parameter formalism. With this formalism we were able to calculate differences in free energy.

1. Introduction

In many technical applications systems are encountered in which large molecules are immersed in a solvent of small molecules. Therefore it is of practical importance to have a detailed understanding of the influence of the solvent on the properties of these large molecules. Computer simulations of simple model systems may provide some insight into the behaviour of these systems.

Over the past few years several authors [1–13] have studied the influence of the solvent on the properties of a polymer. The extent to which the static properties of a polymer (i.e. radius of gyration or end-to-end distance) are influenced by the solvent is still a matter of controversy. Khalatur et al. [10] observed that the behaviour of a polymer immersed in a solvent containing monomers is mainly determined by intra-chain rather than solvent effects. In contrast to these observations Smit et al. [11] found a significant influence of the density of the solvent on the static properties of a star polymer.
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All these studies related to a polymer in a solvent containing its own segments. It is well known that the shape of a polymer is influenced by the chemical nature of the solvent. In a recent study Smit et al. [13] reported a molecular dynamics simulation in which they studied the influence of the chemical nature of the solvent on the radius of gyration of the polymer. The chemical nature or quality of the solvent was modelled by varying the $\varepsilon_{mp}$ of the Lennard-Jones potential, which describes the interaction of the polymer segments with the solvent. They observed that compared to an isolated chain ($\varepsilon_{mp} = 0$), the introduction of a very small interaction between the polymer segments and the monomers of the solvent gives rise to a decrease of the radius of gyration of 25 per cent. As the interaction is further increased the radius of gyration starts to increase again.

In order to gain a better understanding of this unexpected behaviour of the radius of gyration of the polymer, we have developed a simple model, ‘polymer in a sack model’, which will be presented here. This model is based on a modification of the van der Waals equation of state. Despite the simplicity of this model a semi-quantitative description of the data of Smit et al. [13] was obtained. In order to test this model we have performed some additional simulations.

For estimating the phase behaviour of these systems it is important to calculate the free energy. Quantities related to the free energy are difficult to obtain directly from computer simulations [14]. In this paper we will demonstrate that the quality of the solvent can be used as a coupling parameter in Kirkwood’s coupling parameter formalism. With this formalism it is possible to calculate free energy differences.

We have divided this paper in three parts. In the first part we describe the computer simulations, in the second we present the results of these simulations, and in the third we present the ‘polymer in a sack model’ model which describes the behaviour of the radius of gyration.

2. Model and computational details

In the simulations presented in this paper we have studied a linear polymer having eight segments in a solvent containing 492 particles. This model is the same as we have used in a previous study [13], and the main features are outlined in this section.

The interaction potential consists of two parts: a shifted Lennard-Jones potential which operates between all 500 particles and a harmonic potential which links the eight particles into a linear polymer [13].

The shifted Lennard-Jones potential is given by

\[ U_{1d}(r_{ij}) = \begin{cases} 4\varepsilon_{ij}[(\sigma/r_{ij})^{12} - (\sigma/r_{ij})^6] - U_L(r^c), & r_{ij} \leq r^c, \\ 0, & r_{ij} > r^c, \end{cases} \]

with $r^c = 2.5\sigma$. In some simulations we have used $r^c = 2^{1/6}\sigma$.

In most simulations it is assumed that the polymer is immersed in a solvent of its own segments. This implies that

\[
\begin{align*}
\varepsilon_{mm} &= \varepsilon_{pp} = \varepsilon^0, \\
\varepsilon_{mp} &= (\varepsilon_{mm} \varepsilon_{pp})^{1/2} = \varepsilon^0, \\
\sigma_{mp} &= \sigma_{mm} = \sigma_{pp} = \sigma.
\end{align*}
\]
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Figure 1. The radius of gyration (S) as a function of the quality of the solvent λ with \( r^o = 2.5\sigma \). The dots are obtained from computer simulations and the line is calculated with the polymer in a sack model.

The subscript mm indicates monomer–monomer interactions, pp denotes polymer segment–polymer segment interactions and mp denotes monomer–polymer segment interactions.

In order to study the influence of the quality of the solvent on the properties of the polymer we have introduced a parameter λ in the expression for the interaction parameter of the polymer segment-monomer:

\[
\varepsilon_{\text{mp}} = \lambda (\varepsilon_{\text{mm}} \varepsilon_{\text{pp}})^{1/2} = \lambda \varepsilon^0.
\]

When \( \lambda < 1 \), the depth of the Lennard-Jones potential is less than the reference (\( \varepsilon^0 \)), so the quality of the solvent is poorer than this reference. When \( \lambda > 1 \) the quality of the solvent is better than the reference.

Although we have tried to incorporate some of the characteristics of real polymer systems, this model of a polymer and the concept of quality of the solvent as a model for the chemical structure are, of course, far from an accurate description of real polymer systems.

In the simulations, periodic boundary conditions are imposed in all three directions. The equations of motion are solved with Verlet’s integration scheme [15] with a time step \( \Delta t^* = 0.007t/\sigma(m/e)^{1/2} \). All the simulations have been performed at a reduced temperature \( T^* = 2.0kT/\varepsilon \) and a reduced density \( \rho^* = 0.6\rho_\text{a}^3 \). Estimates of the standard deviation are obtained by dividing the samples into five groups and calculating the group averages.

3. Results of the computer simulations

3.1. Shape of the polymer

The shape of a polymer is often characterized by the end-to-end distance (R), the radius of gyration (S), and the three principal orthogonal components of the inertia tensor; \( 0 \leq \langle l_1^2 \rangle \leq \langle l_2^2 \rangle \leq \langle l_3^2 \rangle \) [11, 13].

The values of the radius of gyration and end-to-end distance for several values of \( \lambda \) are presented in figures 1, 2 and table 1. The results given in figure 1 and table 1(a)
Figure 2. The radius of gyration ($S$) as a function of the quality of the solvent $\lambda$ with $r^\circ = 2^{1/6}\sigma$. The dots are obtained from computer simulations and the line is calculated with the polymer in a sack model.

Concern simulations in which the Lennard-Jones potential has been truncated at $r^\circ = 2^{5/6}\sigma$, so both the repulsive part and the attractive part are taken into account. The results given in figure 2 and table 1 (b) concern simulations in which only the repulsive part of the Lennard-Jones potential is taken into account by truncating the potential at $r^\circ = 2^{1/6}\sigma$.

The eigenvalues of the inertia tensor for the simulations with $r^\circ = 2^{5/6}\sigma$ are presented in table 2. These results show that the polymer stretches at high and very low values of $\lambda$.

Table 1. Influence of the quality of the solvent on the radius of gyration of a polymer. The reduced temperature for each simulation was $T^* = 2.0$ and the reduced density was $\rho^* = 0.6$. In (a) the potential was truncated at $r^\circ = 2^{5/6}\sigma$ and in (b) at $r^\circ = 2^{1/6}\sigma$.

<table>
<thead>
<tr>
<th>No.</th>
<th>$\lambda$</th>
<th>$\left&lt; S^2 \right&gt;$</th>
<th>$\left&lt; R^2 \right&gt;$</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>0.00</td>
<td>2.13 ± 0.02</td>
<td>14.03 ± 0.42</td>
</tr>
<tr>
<td>2</td>
<td>0.0002</td>
<td>1.75 ± 0.05</td>
<td>10.16 ± 0.57</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>1.67 ± 0.06</td>
<td>9.13 ± 0.74</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>1.59 ± 0.07</td>
<td>8.58 ± 0.74</td>
</tr>
<tr>
<td>5</td>
<td>0.60</td>
<td>1.66 ± 0.09</td>
<td>9.47 ± 0.94</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
<td>1.91 ± 0.06</td>
<td>11.62 ± 0.68</td>
</tr>
<tr>
<td>7</td>
<td>1.40</td>
<td>2.15 ± 0.05</td>
<td>13.24 ± 0.82</td>
</tr>
<tr>
<td>(b)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.0002</td>
<td>2.13 ± 0.06</td>
<td>13.75 ± 0.72</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>2.13 ± 0.09</td>
<td>13.43 ± 1.27</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>1.99 ± 0.04</td>
<td>12.25 ± 0.42</td>
</tr>
<tr>
<td>5</td>
<td>0.60</td>
<td>1.99 ± 0.09</td>
<td>12.45 ± 1.04</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
<td>1.87 ± 0.11</td>
<td>10.72 ± 1.09</td>
</tr>
<tr>
<td>7</td>
<td>1.40</td>
<td>1.91 ± 0.08</td>
<td>11.39 ± 0.08</td>
</tr>
</tbody>
</table>
Table 2. Eigenvalues of the inertia tensor as a function of the quality of the solvent (the potential was truncated at $R^* = 2.5\sigma$).

<table>
<thead>
<tr>
<th>No.</th>
<th>$\lambda$</th>
<th>$\langle I_1 \rangle$</th>
<th>$\langle I_2 \rangle$</th>
<th>$\langle I_3 \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0</td>
<td>0.042 ± 0.002</td>
<td>0.131 ± 0.010</td>
<td>0.826 ± 0.010</td>
</tr>
<tr>
<td>2</td>
<td>0.0002</td>
<td>0.058 ± 0.004</td>
<td>0.176 ± 0.006</td>
<td>0.766 ± 0.026</td>
</tr>
<tr>
<td>3</td>
<td>0.02</td>
<td>0.059 ± 0.002</td>
<td>0.181 ± 0.005</td>
<td>0.759 ± 0.038</td>
</tr>
<tr>
<td>4</td>
<td>0.20</td>
<td>0.064 ± 0.008</td>
<td>0.190 ± 0.020</td>
<td>0.746 ± 0.097</td>
</tr>
<tr>
<td>5</td>
<td>0.60</td>
<td>0.062 ± 0.004</td>
<td>0.181 ± 0.016</td>
<td>0.755 ± 0.069</td>
</tr>
<tr>
<td>6</td>
<td>1.00</td>
<td>0.047 ± 0.002</td>
<td>0.157 ± 0.011</td>
<td>0.796 ± 0.036</td>
</tr>
<tr>
<td>7</td>
<td>1.40</td>
<td>0.043 ± 0.005</td>
<td>0.144 ± 0.006</td>
<td>0.813 ± 0.032</td>
</tr>
</tbody>
</table>

Table 3. Centre-of-mass diffusion coefficient as a function of the quality of the solvent ($\lambda$) ($D^{af}$ diffusion coefficient for the simulations with $r^* = 2.5\sigma$ and $D^r$ for $r^* = 2^{1/6}\sigma$).

<table>
<thead>
<tr>
<th>No.</th>
<th>$\lambda$</th>
<th>$D^{af}$</th>
<th>$D^r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0 $10^{-9}$</td>
<td>0.479</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2.0 $10^{-6}$</td>
<td>0.216</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.0002</td>
<td>0.133</td>
<td>0.095</td>
</tr>
<tr>
<td>4</td>
<td>0.02</td>
<td>0.053</td>
<td>0.051</td>
</tr>
<tr>
<td>5</td>
<td>0.20</td>
<td>0.039</td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.60</td>
<td>0.036</td>
<td>0.044</td>
</tr>
<tr>
<td>7</td>
<td>1.00</td>
<td>0.039</td>
<td>0.033</td>
</tr>
<tr>
<td>8</td>
<td>1.40</td>
<td>0.037</td>
<td>0.034</td>
</tr>
</tbody>
</table>

Figure 3. The Lennard-Jones potential for several values of the coupling parameter $\lambda$. 
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3.2. Centre-of-mass diffusion coefficients

The centre-of-mass diffusion coefficients were obtained from the centre-of-mass displacement and from the centre-of-mass velocity autocorrelation function. We found that both methods gave consistent results, which are given in Table 3.

The results demonstrate that the diffusion coefficient is significantly influenced by the quality of the solvent. In Figure 3 we have plotted the Lennard-Jones potential for several values of $\lambda$. Detailed inspection of this figure shows that the effective diameter of the monomers and polymer segments increases as $\lambda$ is increased. Therefore, the movement of the polymer will be hindered by the monomers as $\lambda$ increases. This causes the decrease of the diffusion coefficient. Comparison of the results as given in Table 3 demonstrates that inclusion of the attractive part of the potential has only a minor influence on the diffusion coefficient.

3.3. Radial distribution functions and Helmholtz free energy

In Figures 4 and 5 we have plotted the monomer–monomer ($g_{mm}(r)$) and monomer–polymer segment ($g_{mp}(r)$) radial distribution functions for several values of $\lambda$.

We did not observe any influence of $\lambda$ on $g_{mm}(r)$. However, the behaviour of $g_{mp}(r)$ as a function of $\lambda$ is interesting. From the intermolecular potential (cf. Figure 3) we see that for low values of lambda the attractive part of the potential has become very small and the monomers and polymer segments can approach each other more closely. At high values of $\lambda$ the distance of approach does not change very much, but the attractive part of the potential becomes more important.

This behaviour of the potential as a function of lambda is reflected in the behaviour of $g_{mp}(r)$. At low values of $\lambda$ the first peak is shifted considerably towards the left with respect to $g_{mm}(r)$. At high values of lambda the first peak occurs almost for the same value of $r$ but increases in height. Note that due to the hinderance of a polymer segment by its neighbours, the first peak of the $g_{mp}(r)$ is always lower than the first peak of $g_{mm}(r)$ for the values of $\lambda$ we have considered. It is interesting to note that for very low values of $\lambda$ the effective size of a polymer segment as seen by a

![Figure 4](image)

Figure 4. The monomer–monomer radial distribution function. Note that no influence of $\lambda$ on this function could be observed.
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Figure 5. The monomer–polymer segment radial distribution function for various values of \( \lambda \): (A) \( \lambda = 2 \times 10^{-4} \), (B) \( \lambda = 2 \times 10^{-1} \), (C) \( \lambda = 1 \cdot 0 \), and (D) \( \lambda = 1 \cdot 4 \).

The monomer of the solvent, has become so small that a monomer can pass between two neighbouring polymer segments. Therefore, the spherical hindrance by the neighbours of the polymers is becoming less important. This is reflected in increased height of the first peak for these low values of \( \lambda \).

For small values of \( \lambda \) the \( g_{mp}(r) \) can be approximated by

\[
g_{mp}(r) \approx \exp \left( -\lambda U^0(r)/kT \right)
\]

and for \( \lambda = 0 \) there are no interactions between the polymer segments and the monomers. The polymer segments behave completely independently and the radial distribution function becomes:

\[
g_{mp}(r) = 1.
\]

It is interesting to note that by studying the effect of the quality of the solvent the free energy of this system can be obtained. In our system the total potential energy can be written as

\[
U = U_{mm} + U_{mp} + U_{pp} + U_{harm}
\]

where \( U_{mm} \) is the contribution of the monomer–monomer interactions, \( U_{mp} \) of the monomer–polymer segment interactions, \( U_{pp} \) of the polymer segment–polymer segment interactions and \( U_{harm} \) the contribution of the harmonic potential.

In the expression for \( U_{mp} \) we have introduced the parameter \( \lambda \) as a measure of the quality of the solvent. This parameter can be regarded as a coupling parameter, and when \( \lambda \) is increased from 0 to \( \lambda' \) the change of the Helmholtz free energy can be obtained using Kirkwood’s coupling parameter formalism [14]

\[
A_{\lambda}(\lambda') - A_{\lambda}(0) = \int_0^{\lambda'} d\lambda' \langle \partial U_{mp}/\partial \lambda \rangle,
\]

with

\[
\langle \partial U_{mp}/\partial \lambda \rangle = 4\pi \rho N_m \int_0^{R_{es}} dr r^2 g_{mp}(r, \lambda) U^0(r),
\]
where

\[ U^0(r) = 4e^0[(\sigma/r)^{12} - (\sigma/r)^6] \]  

(8)

and \( g_{mp}(r, \lambda) \), the radial distribution function of the monomers and polymer segments, is dependent on \( \lambda \). \( N_m \) is the number of monomers.

Substitution of equation (4) into the expression for \( \langle \partial U_{mp}/\partial \lambda \rangle \) (7) creates a divergence. Note that for small values of \( r \) only the repulsive part of the potential \((1/r^{12})\) contributes to the integral in equation (7) and that the average energy of a particle interacting with a fixed source of energy \( 1/r^{12} \) is of the order of \( \lambda^{-3/4} \) [16]. Therefore the integral over \( \lambda \) does exist, although the divergence of \( \langle \partial U_{mp}/\partial \lambda \rangle \) can cause numerical difficulties, as pointed out by Swope et al. [17] and Shing et al. [18].

In figure 6 we have plotted \( \ln \langle \langle \partial U_{mp}/\partial \lambda \rangle \rangle \) as a function of \( \ln \lambda \). For very low values of \( \lambda \) the values of \( \ln \langle \langle \partial U_{mp}/\partial \lambda \rangle \rangle \) lie approximately on a straight line

\[ \ln \langle \langle \partial U_{mp}/\partial \lambda \rangle \rangle = A \ln (\lambda) + B. \]  

(9)

with \( A = 0.73 \) and \( B = 2.93 \).

We have solved the numerical difficulties by splitting the integral for the Helmholtz free energy into two parts by introducing \( \lambda^* \)

\[ A_\lambda(\lambda' = 1) - A_\lambda(0) = \int_0^{\lambda^*} d\lambda \langle \langle \partial U_{mp}/\partial \lambda \rangle \rangle + \int_{\lambda^*}^{\infty} d\lambda \langle \langle \partial U_{mp}/\partial \lambda \rangle \rangle. \]  

(10)

The first integral has been calculated by substitution of the approximation, equation (9), which is valid for very small values of \( \lambda \). The second integral is calculated directly from the radial distribution functions.

In table 4 we give the values for the Helmholtz free energy for several choices of \( \lambda^* \). For small values of \( \lambda^* \) the second integral becomes unreliable, due to numerical
Table 4. Calculation of the Helmholtz free energy difference. \( I_a \) was calculated with equation (11) and \( I_b \) was obtained directly from the simulations.

<table>
<thead>
<tr>
<th>No.</th>
<th>( \lambda )</th>
<th>( I_a )</th>
<th>( I_b )</th>
<th>( \Delta A = I_a + I_b )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.12 ( 10^{-8} )</td>
<td>0.37</td>
<td>2.47</td>
<td>2.84</td>
</tr>
<tr>
<td>2</td>
<td>2.00 ( 10^{-5} )</td>
<td>2.70</td>
<td>0.97</td>
<td>3.67</td>
</tr>
<tr>
<td>3</td>
<td>1.46 ( 10^{-4} )</td>
<td>4.59</td>
<td>-0.94</td>
<td>3.65</td>
</tr>
<tr>
<td>4</td>
<td>2.00 ( 10^{-4} )</td>
<td>5.00</td>
<td>-1.54</td>
<td>3.55</td>
</tr>
<tr>
<td>5</td>
<td>2.00 ( 10^{-3} )</td>
<td>9.24</td>
<td>-5.63</td>
<td>3.61</td>
</tr>
<tr>
<td>6</td>
<td>2.00 ( 10^{-2} )</td>
<td>17.09</td>
<td>-11.13</td>
<td>5.96</td>
</tr>
</tbody>
</table>

difficulties, for high values of \( \lambda^* \) the first integral becomes unreliable, as can be seen from figure 6. In between, we find that the Helmholtz free energy difference is independent of \( \lambda^* \).

By studying the influence of the quality of the solvent we were able to calculate the difference in free energy between a system in which a polymer is immersed in a solvent of its own segments and a system in which the polymer and solvent do not have any interactions. This Helmholtz free energy difference is closely related to the excess Helmholtz free energy (see Appendix A), which is commonly used for estimating the phase behaviour of systems.

4. Polymer in a sack model

In this section we will present a simple model which can calculate the behaviour of the radius of gyration of a polymer immersed in a solvent as a function of the quality of this solvent.

4.1. Introduction

A qualitative explanation of the behaviour of the radius of gyration as a function of the quality of the solvent can be given if we consider figure 3. In this figure the Lennard-Jones potential is given for several values of \( \lambda \). It can be seen that at very low values of \( \lambda \) the attractive part of the potential is very small. Therefore, the interactions between the polymer segments and the monomers of the solvent is mainly repulsive. So, when \( \lambda \) is turned on, the polymer segments are ‘suddenly’ aware of these repulsive monomers. From figure 1 it can be seen that these ‘repulsive’ monomers cause the chain to ‘collapse’. At higher values of \( \lambda \) the attractive part of the potential starts to dominate. When \( \lambda \) becomes greater than one, it is energetically favourable for the monomers to be in the neighbourhood of the polymer. This energy gain can compensate for the loss of entropy caused by a stretching of the chain and causes an increase of the radius of gyration.

4.2. Description of a polymer in a sack model

It is a formidable task to calculate the configuration of a polymer using rigorous statistical mechanical methods, especially if one has to take into account the influence of the solvent. We have developed a simple method to approximate the chain statistics so that the influence of the solvent can be studied using classical thermodynamics.
In the model we have used in the MD simulations, the polymer segments differ from the monomers by the springs which connect the segments into a chain. These springs restrict the configurations of the polymer. When one of the polymer segments is localized at a certain place the other segments can only be in a certain volume around this particle and the polymer segments are not randomly distributed in this volume but each segment is linked to its neighbours.

In our model we have disregarded this last restriction on the configurations of the polymer segments. We assume that the polymer segments are distributed randomly inside a sphere and can be treated as independent particles. The volume of the sphere is variable and is a measure of the radius of gyration (see Appendix B). This sphere is immersed in an infinite bath of monomers. The membrane of the sphere is semi-permeable: the polymer segments cannot pass the membrane and are therefore restricted to move inside the sphere. The monomers are allowed to pass the membrane freely (figure 7).

With this model the problem of calculating the radius of gyration is replaced by a phase equilibrium problem. The semi-permeable sphere has to be in equilibrium (mechanical and chemical) with the bath of monomers. The equilibrium conditions for this system are as follows: the fugacity of the monomers in the sphere has to be equal to the fugacity of the monomers outside the sphere (chemical equilibrium), the pressure outside the sphere has to be equal to the pressure inside the sphere (mechanical equilibrium). These equilibrium conditions can be stated as

\[ f_m^S = f_m^B, \]  
\[ P^{in} = P^{out}, \]  

where \( f_m \) is fugacity of the monomers in the bulk (B) or in the sphere (S) and \( P \) is pressure in(side) or out(side) the sphere. The fugacity of a compound can be obtained from an equation of state using:

\[ RT \ln \left( \frac{f_i}{x_i} P \right) = \int_V \left[ \left( \frac{\partial P}{\partial N_i} \right)_{T,V,N_j} - \frac{RT}{V} \right] dV - RT \ln \left( \frac{VP}{NRT} \right). \]
The pressure and the fugacity are calculated from a new equation of state based on the van der Waals equation. A detailed discussion on the development of this equation is published elsewhere \cite{19, 20}. In this paper we will postulate this equation and we will show that it can qualitatively describe the behaviour of the mixture of polymer segments and monomers for various values of $\lambda$.

4.3. Equation of state

Before we postulate this new equation of state we will first demonstrate why the van der Waals equation of state with the conventional mixing rules fails to describe the behaviour of this mixture of monomers and polymer segments.

If we consider the Lennard-Jones potential which describes the interaction of the monomers (m-particle) with the polymer segments (p-particle) as a function of $\lambda$ the following limiting behaviour can be observed. For $\lambda = 1$ there is no difference in interaction of the polymer segments with the monomers compared to the m–m interaction or to the p–p interaction. In this case the system behaves like a pure component. For $\lambda = 0$ there is no interaction of the m particles with the p particles, although the interactions m–m and p–p have not been changed. In this special case the m and p particles are completely independent and behave like pure components. If the value of lambda is increased the p and m particles become aware of each other.

Let us assume that the van der Waals equation can describe the pure components sufficiently accurately and focus our attention on the conventional mixing rules. For a pure component the van der Waals equation is

$$
p*/T* = N/(V* - Nb) - N^2a/T*V^*2.
$$

This equation can be used to describe the behaviour of a mixture with the following mixing rules:

$$
a = \sum_i \sum_j x_i x_j a_{ij},
$$

$$
b = \sum_i x_i b_i
$$

and the combining rule

$$
a_{ij} = (1 - k_{ij})(a_{ii}a_{jj})^{1/2}
$$

in which a binary interaction coefficient $k_{ij}$ is introduced.

In the limiting case $\lambda = 0$ there is no interaction between the monomers and polymer segments, so for the energy parameter in the van der Waals equation it is reasonable to assume

$$
a_{mp} = 0.
$$

For this binary m–p mixture and for $\lambda = 0$ the van der Waals equation is

$$
p*/T* = N_p/(V* - N_p b_p - N_m b_m) - N_p^2 a_{pp}/T*V^*2
$$

$$
+ N_m/(V* - N_p b_p - N_m b_m) - N_m^2 a_{mm}/T*V^*2.
$$

This equation is inconsistent with the picture in the $\lambda = 0$ limit. In this limit, the two components are non-interacting and should make independent contributions to the pressure. In the first term on the right the accessible volume of the p-particles is
given as the total volume of the system \(V\) minus the sum of the ‘hard core’-excluded volume of the p-particles \(N_p b_p\) and the ‘hard core’-excluded volume of the m-particles \(N_m b_m\). Although the particles are by definition non-interacting, the van der Waals equation predicts an accessible volume which depends on the other species for this limit. The reason for this incorrect behaviour in this limit becomes clear if we realize that the derivation of the mixing rule for the \(b\) parameter is based on a hard sphere model \([21]\). In such a model the distance at which a particle can approach another particle is independent of binary interactions. However, in our monomer polymer segment mixture the effective diameter of the particles is dependent on \(\lambda\), as can be seen from the intermolecular potential (see figure 3).

This inconsistency in this limit of the van der Waals equation with the hard sphere mixing rules can be resolved if we adopt the concept of apparent size as probed by a particular molecule \([19, 20]\). This concept states that the accessible volume of a particle \(i\) is the total volume minus the total apparent volume of the particles \(j\) as probed by particle \(i\).

In the system we are considering the apparent size of a \(p\) particle for an \(m\) particle is dependent on \(\lambda\), while the apparent size of an \(m\) particle for another \(m\) particle is independent of \(\lambda\). This concept of apparent size in the van der Waals equation for this system gives

\[
p*/T^* = N_p(V^* - N_p b_p - N_m b_{pm}) - N_p^2 a_{pp}/T^*V^{*2} + -2N_p N_m a_{mp}/T^*V^{*2} + N_m(V^* - N_p b_{mp} - N_m b_m) - N_m^2 a_{mm}/T^*V^{*2},
\]

(19)

where \(b_{pm}\) is the apparent volume of an \(m\)-particle for a \(p\)-particle, and \(b_{mp}\) is the apparent volume of a \(p\)-particle for an \(m\)-particle.

Inspection of this equation shows that in the limit \(\lambda = 0\), where

\[a_{mp} = 0 \quad \text{and} \quad b_{mp} = b_{pm} = 0\]

the total pressure is indeed the sum of the two independent contributions of the monomers and polymer segments.

4.4. Estimation of the parameters of the equation-of-state

In order to apply the equation of state to the phase equilibrium problem we have to estimate the \(a\) and \(b\) parameters for the monomers and polymer segments. The monomers and polymer segments are both (identical) pure Lennard-Jones fluids and the values for the \(a\) and \(b\) parameters can in principle be calculated from various properties of a pure Lennard-Jones fluid such as the critical data or a fit to the equation of state proposed by Nicolas et al. \([21]\). However, they will all give different sets of values for these parameters because the van der Waals equation is too ‘simple’ to accurately describe the behaviour of a pure Lennard-Jones fluid. We have used the critical data to estimate the \(a\) and \(b\) parameters for our calculations (see table 5).

We emphasize that we are mainly interested in a qualitative explanation of the behaviour of the radius of gyration and therefore we have made no attempt to optimize the parameters. In all expressions we have tried to use the simplest equations which qualitatively match the behaviour of the monomer segment system.

In the conformal solution theory the parameters from the equation of state are related to the intermolecular potential. From this theory an expression for \(a_{pm}\) and
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Table 5. Properties of the pure Lennard-Jones fluid (Nicolas et al., [22]), $T^*$: critical temperature, $P^*$: critical pressure and $\rho^*$: critical volume (all reduced units). $a$ and $b$ are the parameters of the van der Waals equation (note that $\rho^* = 1/3b$ and $P^* = a/27b^2$).

<table>
<thead>
<tr>
<th>Property</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$T^*$</td>
<td>1.35</td>
</tr>
<tr>
<td>$P^*$</td>
<td>0.142</td>
</tr>
<tr>
<td>$\rho^*$</td>
<td>0.35</td>
</tr>
<tr>
<td>$b$</td>
<td>10.95</td>
</tr>
<tr>
<td>$a$</td>
<td>3.48</td>
</tr>
</tbody>
</table>

$b_{pm}$ can be obtained [22]

$$a_{pm} = \alpha \left( \frac{\varepsilon_{pm}}{\varepsilon_{mm}} \right) \left( \frac{d_{pm}}{d_{mm}} \right)^3 = \lambda a \left( \frac{d_{pm}}{d_{mm}} \right)^3,$$

$$b_{pm} = b \left( \frac{d_{pm}}{d_{mm}} \right)^3,$$

where $\varepsilon_{ij}$ is the characteristic energy parameter of the intermolecular potential, $d_{ij}$ is the effective hard sphere diameter, and $a = a_{mm}$, $b = b_{mm}$ are the parameters of the equation of state for the pure Lennard-Jones fluid.

For a given potential Barker and Henderson [22] defined an effective hard-sphere diameter $d_{ij}$ as

$$d_{ij} = \int_0^\sigma \left\{ 1 - \exp \left[ -\beta u_{ij}(r) \right] \right\} \, dr,$$

where $\sigma$ is the value of $r$ for which $u_{ij}(r) = 0$, $\beta$ is $1/T^*$ and $i, j$ denotes mm, mp or pp in this case. Note that with these definitions $a_{mp}$ and $b_{mp}$ both go to zero if the intermolecular potential which describes the m–p interaction vanishes.

We have assumed that the sphere is immersed in an infinite bath of monomers. The fugacity and pressure outside the sphere are independent of the polymer segments and therefore independent of $\lambda$. The fugacity of the monomers outside the sphere follows directly from the equation of state. The pressure outside the sphere, which corresponds to the pressure of the bath of monomers, is calculated indirectly by substitution of one ‘experimental value’ of the radius of gyration (we have used the value for $\lambda = 1$). The equilibrium conditions (11) and (12), with (19) for the pressure are solved numerically using a two dimensional Newton-Raphson method to calculate the number of monomers inside the sphere ($N_m$) and the volume of the sphere ($V_s$).

4.6. Results

In figure 1 we present the results of the calculations with the polymer in a sack model. The calculations predict a decrease of the radius of gyration of the polymer with the solvent is turned on. A further increase of $\lambda$ causes the radius of gyration to increase again.

Comparison of these calculations with the data obtained from the simulations shows a remarkable agreement. Only at very low values of $\lambda$ do the calculations deviate from the simulation data.

We have also done some calculations for the case in which only the repulsive part of the Lennard-Jones potential is taken into account. For this case, in which there are no attractive forces, we have assumed $a = a_{mm} = a_{pp} = a_{mp} = 0$ and for
convenience we have used the same value for \( b \) as in the previous calculations. Because there are no attractive forces between the polymer segments one would not expect a 'collapse' of the polymer as the solvent is introduced. This disappearance of the sudden decrease of the radius of gyration is observed both in the simulations and for the polymer in a sack model. The latter calculations predict a slight decrease of the radius of gyration as \( \lambda \) increases (cf. figure 2). Although the results from the simulations show a similar trend, this decrease could not be confirmed rigorously, owing to the inaccuracy of these data.

5. Conclusions

In this paper we have introduced the concept of quality of the solvent, as a rough approximation of the chemical nature of the solvent. It turns out that varying this quality has a significant influence on the dynamic and static properties of a polymer. Furthermore, this approach enables us to calculate the Helmholtz free energy, which is important for calculating phase behaviour. Numerical results for the diffusion coefficient and the radius of gyration have been obtained from molecular dynamics calculations. The latter showed an unexpected, non-monotonic, behaviour.

The behaviour of the diffusion coefficient, as a function of the quality of the solvent, can be understood from the effective size of the solvent particles which is determined by the repulsive part of the potential. The attractive part of the potential has only minor influence on the diffusion. On the other hand, for the behaviour of the radius of gyration both the repulsive and the attractive part of the potential turn out to be important.

We have presented a simple model which turns out to be very useful, in spite of the complexity of this kind of problem. The introduction of some assumptions for handling the chain statistics in this model reduces the calculations to a classical phase equilibrium problem which, despite its simplicity, leads to a fair description of the observed behaviour.

The authors wish to acknowledge the contributions of M. A. J. Michels.

Appendix A

**Helmholtz free energy of mixing**

For estimating the phase behaviour one is interested in the Helmholtz free energy of mixing

\[
\Delta A_{\text{mix}} = A_{\text{(actual solution)}} - A_{\text{(pure components)}},
\]

(A 1)

In figure 8 we have given a thermodynamic cycle for a binary mixture. In this cycle we can distinguish the following steps:

1. (0) mixing of two components (\( \Delta A_{\text{mix}} \));
2. (1) expansion of the pure components (\( \Delta A_1 \));
3. (2) mixing of the two components with no interaction between the two components (\( U_{12} = 0, \Delta A_2 = 0 \));
4. (3) increase of the interaction from \( U_{12} = 0 \) to the actual value in the mixture (\( \Delta A_4 \)).
The Helmholtz free energy of mixing can thus be written as

$$\Delta A_{\text{mix}} = \Delta A_1 + \Delta A_2 + \Delta A_3.$$  \hfill (A 2)

The difference in Helmholtz free energy of step (3) in the cycle is just the free energy we have obtained from the molecular dynamics simulations:

$$\Delta A_{\text{sim}} = \Delta A_{\text{mix}} - \Delta A_1.$$  \hfill (A 3)

From this equation we see that the Helmholtz free energy, as obtained by the computer simulations, is closely related to the important Helmholtz free energy of mixing. Note that $\Delta A_1$ involves only pure components and therefore contains no information about the mixing process.

**Appendix B**

*Relation between the volume of the sphere and radius of gyration*

In the model we have used, it is assumed that the polymer segments are distributed randomly inside the sphere. If a time average is taken there will be a uniform distribution of polymer segments inside the sphere.

The radius of gyration ($S$) of a molecule is defined as the distance from the centre-of-mass at which a point mass, with the same mass as the molecule, has to be in order to have the same moment of inertia

$$MS^2 = \int r^2 \, dm.$$  \hfill (B 1)

For a uniform distribution of polymer segments

$$dm = \rho 4\pi r^2 \, dr.$$  \hfill (B 2)

and

$$S^2 = \int_0^R r^2 \rho 4\pi r^2 \, dr \int_0^R \rho 4\pi r^2 \, dr = (3/5)R^2$$  \hfill (B 3)
where $R$ is the radius of the sphere which contains the polymer segments.

The relation between the volume of the sphere ($V_s$) and the radius of gyration ($S$) is:

$$S^2 = \left(\frac{3}{5}\right)\left(\frac{3V_s}{4\pi}\right)^{2/3} \quad (B\;4)$$
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