ABSTRACT

Despite efforts of the scientific community in recent years, little is known about the mechanisms of the human visual system that control visual attention when watching 3D content. To help understand these mechanisms and develop more accurate visual attention models, we created a public 3D video eye tracking dataset. The dataset provides the eye tracking information corresponding to eight stereoscopic video sequences. The eye tracking information includes the fixation points and fixation density maps measured during subjective experiments. This paper describes the dataset in details, including the stereoscopic video sequences, the eye tracking experiments, and the computation of the fixation density maps.
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1. INTRODUCTION

Understanding visual attention in 3DTV is essential for many applications, e.g., capture, coding, visual comfort enhancement, 2D-to-3D conversion, retargeting, and subtitling [1]. Visual attention models can be exploited to design more efficient compression algorithms, better objective quality metrics, and more accurate computational models of visual saliency. Therefore, public datasets of 3D content with associated ground truth eye tracking data are needed. However, to the best of our knowledge, there are very few publicly available 3D eye tracking datasets: two for stereoscopic images [2, 3] and none for stereoscopic video sequences.

To overcome the lack of publicly available 3D video eye tracking datasets, we created the EyeC3D dataset. Eight stereoscopic video sequences were used in the eye tracking experiments. The sequences were selected based on the availability of stereoscopic video content with associated depth maps. For each video, eye movement data was recorded via a set of subjective experiments using 21 naïve subjects and a professional eye tracking device. From the eye movement data, the fixation density maps (FDMs) were computed for each frame of the stereoscopic video sequences. Figure 1 illustrates one example of resulting FDM.

In summary, the dataset provides the following:
1. Lists of fixation points;
2. Fixation density maps.

2. STEREOSCOPIC VIDEO SEQUENCES

Eight stereoscopic video sequences were used in the eye tracking experiments (see Table 1). Sequences Boxers, Hall, Lab, News report, and Phone call were obtained from the NAMA3DS1 database [4]. Sequences Musicians and Poker were obtained from the European FP7 Research Project MUSCADE [5]. Sequence Poznan Hall2 was obtained from the Poznań multiview video database [6].

Since the cameras used for recording sequences Musicians, Poker, and Poznan Hall2 were set in a parallel configuration, they are assumed to converge at an infinite point. This setup leads to stereoscopic window violation and does not sufficiently exploits the depth range, as the 3D content appears only in front of the screen plane. Therefore, for these

Table 1. Stereoscopic video sequences.

<table>
<thead>
<tr>
<th>Sequence</th>
<th>Frames</th>
<th>Length [s]</th>
<th>Views (L-R)</th>
<th>$d_{\text{min}}$ [pixels]</th>
<th>$d_{\text{max}}$ [pixels]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Boxers</td>
<td>1–250</td>
<td>10</td>
<td>0–1</td>
<td>–14</td>
<td>29</td>
</tr>
<tr>
<td>Hall</td>
<td>1–250</td>
<td>10</td>
<td>0–1</td>
<td>–15</td>
<td>20</td>
</tr>
<tr>
<td>Lab</td>
<td>151–400</td>
<td>10</td>
<td>0–1</td>
<td>–100</td>
<td>44</td>
</tr>
<tr>
<td>News report</td>
<td>1–250</td>
<td>10</td>
<td>0–1</td>
<td>–45</td>
<td>71</td>
</tr>
<tr>
<td>Phone call</td>
<td>151–400</td>
<td>10</td>
<td>0–1</td>
<td>–35</td>
<td>39</td>
</tr>
<tr>
<td>Musicians</td>
<td>1–250</td>
<td>10</td>
<td>0–1</td>
<td>0</td>
<td>176</td>
</tr>
<tr>
<td>Poker</td>
<td>1–250</td>
<td>10</td>
<td>0–1</td>
<td>0</td>
<td>176</td>
</tr>
<tr>
<td>Poznan Hall2</td>
<td>1–200</td>
<td>8</td>
<td>7–6</td>
<td>16</td>
<td>118</td>
</tr>
</tbody>
</table>

This work has been conducted in the framework of the Swiss National Foundation for Scientific Research (FN 200021-143696-1), EC funded Network of Excellence VideoSense, and COST IC1003 European Network on Quality of Experience in Multimedia Systems and Services QUALINET.

The dataset can be downloaded here: http://mmsp.epfl.ch/eyec3d

1 The dataset can be downloaded here: http://mmsp.epfl.ch/eyec3d

2 http://www.irccyn.ec-nantes.fr/spip.php?article954
3 http://www.muscade.eu
sequences, horizontal image translation was applied with a shift to converge the scene defined as [3]

\[ s = \frac{d_{\text{min}} - d_{\text{max}}}{2} \]

where \(d_{\text{min}}\) and \(d_{\text{max}}\) are the minimum and maximum disparity values computed from the camera parameters (see Table 1), respectively. Note that no shift was applied to the sequences from the NAMA3DS1 database, as the cameras were already converged during recording.

### 3. EYE TRACKING EXPERIMENTS

The eye tracking experiments were conducted at the MMSPG test laboratory, which fulfills the recommendations for subjective evaluation of visual data issued by ITU-R [7]. The viewing conditions were set according to Rec. ITU-R BT.2021 [7]. Table 2 presents the detailed summary of the experiments.

As few fixation points can be recorded during each frame, the video sequences were presented twice to each subject, in a nonconsecutive order. To reduce contextual effects, the stimuli orders of display were randomized applying different permutation for each subject.

The left and right eye movements were recorded independently on a separate computer. Synchronization between eye movement data and video frames was ensured using a specific video player that records the current timestamp of the camera orders of display were randomized applying different permutation for each subject.

The eye tracking system used in our experiments (see Table 2 for details) automatically discriminates between saccades and fixations, based on the gaze velocity information. Blinks are also detected automatically based on the distance between the two eyelids of each eye. All detected saccades and blinks were excluded from the eye movement data and only the gaze points classified as fixation points were used.

For each frame of the video sequence, the corresponding fixation points were processed as follows. First, the right-eye fixation points were shifted horizontally according to the right-to-left disparity map [3]. Then, these points were combined with the left-eye fixation points and filtered with a Gaussian kernel to account for the eye tracking inaccuracies and the reduction of the visual sensitivity, which depends on the distance from the fovea. The standard deviation of the Gaussian filter used for computing the FDMs was set to 1 degree of visual angle, which corresponds to \(\sigma = 60\) pixels in our experiments. This is based on the assumption that the fovea of the human eye covers approximately 2 degrees of visual angle [3]. Therefore, for each frame of the stereoscopic video sequence, only one FDM, corresponding to the left view, was produced from the left and right eye movements.

### 5. CONCLUSION

This paper describes the EyeC3D public dataset, which consists of the fixation points and fixation density maps, obtained via eye tracking experiments, corresponding to eight stereoscopic video sequences.
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