
PHYSICAL REVIEW B 89, 174105 (2014)

Influence of flexoelectric coupling on domain patterns in ferroelectrics
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Using Ginzburg-Landau theory and two-dimensional (2D) phase field simulations, we analyze the influence
of flexoelectric coupling on the domain patterns in ferroelectrics. The phase field simulations predict that a high
strength of the flexoelectric coupling leads to formation of a fine structure in domain patterns in ferroelectrics.
The fine structure forms when the coupling strength exceeds a critical value and is related to local transition
into an incommensurate phase. Depending on the parameters, a structure with stripe patterns with antiparallel
polarizations or another one, not seen before, with two-dimensional arrays of alternating vortices is found.
Complex domain configurations with coexisting phases and unusual domain walls between them are observed.
Although the incommensurate phase does not form for weaker couplings, the influence of flexoelectricity on bulk
domain patterns can still be significant. The results of the calculations are rationalized using an analytical model.
Directions for the modulation wave vectors in the fine structure are found in the framework of a linear analysis,
while the type of the structure—stripes or vortices—is determined by anharmonicity.
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I. INTRODUCTION

Ferroelectric transitions are usually accompanied by the
formation of complex ferroelectric domain patterns that are
associated with the coexistence of energetically equivalent
polar variants [1]. The most important factors that govern
the domain patterns are elastic interactions that arise from
the electromechanical coupling and electrostatic interactions
associated with bound charges. There is a growing body
of evidence that a higher-order electromechanical coupling,
known as flexoelectricity, can be important for ferroelectric
materials, especially in domain walls [2,3]. Flexoelectricity is
a coupling between electrical polarizations and strain gradients
or, conversely, between strain and polarization gradients [4].
The presence of domain patterns in ferroelectrics necessarily
implies the existence of strain and polarization gradients;
this implies that flexoelectric effects could be playing an
important role. In this paper we explore how this higher-order
electromechanical coupling can influence the ferroelectric
transition and the associated domain patterns.

Flexoelectric coupling in the bulk is characterized by
flexocoupling constants fijkl that enter the electromechanical
constitutive equations [4]

Ei = χ−1
ij Pj − fklij

∂εkl

∂xj

,

(1)

σij = Cijklεkl + fijkl

∂Pk

∂xl

,

where the dummy suffix summation rule is accepted. Here
Ei and σij represent the electric and stress fields, εij is the
strain tensor, Pi is the polarization, Cijkl is the elastic constant
tensor, and χ−1

ij are the components of the inverse dielectric
susceptibility tensor. The flexocoupling coefficients fijkl are

measured in volts and, according to estimates based on atomic
considerations, are typically in the 1–10 V range [5].

Unlike piezoelectricity, which is observed only in non-
centrosymmetric crystals, flexoelectricity is present in any
materials [6,7]. This suggests a possibility of making piezo-
electric devices from nanocomposites of nonpiezoelectric
materials based upon flexoelectric properties [7,8]. Polar-
ization switching induced by applying an external strain
gradient such as bending or indentation has also been reported
[9,10]. Recently a giant flexoelectric response associated
with substrate-induced strain gradients has been observed
in epitaxial HoMnO3 films [11]. Recent work on PbTiO3

thin films showed that substrate constraints can lead to
an in-plane polarization component across c domains in
an a/c domain pattern through flexoelectric coupling. This
results in the rotation of the polarization inside c domains
[12]. Recent theoretical work also shows the importance of
flexoelectric effects in ferroelectric nanostructures [13]. These
studies indicate that flexoelectric effects can strongly influence
ferroelectric behavior.

The present research addresses the question of the nature of
domain pattern formation in ferroelectrics in the presence of
flexoelectric coupling. Besides being of fundamental interest,
this is important for applications since it is well known
(see, e.g., [14–16]) that domain patterns can strongly affect
dielectric and piezoelectric properties. How does flexoelec-
tric coupling influence the ferroelectric transition and the
associated domain patterns? In general, flexoelectric coupling
biases the system towards creating polarization and strain
gradients. On the other hand, correlation interaction implies
that creation of a gradient in polarizations costs extra energy.
Thus we are dealing with competing interactions. Competing
interactions can lead to formation of “incommensurate” or
modulated structures in solids [17]. Already in 1970 [18],
Axe et al. pointed out that the phonon dispersion curves
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for the ferroelectric KTaO3 suggest that mode coupling
(which is, as presently known, due to flexoelectricity) can
lead to the formation of the incommensurate state in per-
ovskite ferroelectrics. In fact, a large number of ferroelectric
materials are known to exhibit modulated phases [19–21].
Prior studies of incommensurate phases in ferroelectrics
revealed the presence of one-dimensional modulations/stripe
domain patterns. However, more complex modulations are
also possible. For example, two-dimensional modulations
have been observed in structural phase transitions in quartz
where the appropriate order parameter is coupled to strain
gradients [22]. Two-dimensional tweed modulations are also
experimentally observed in ferroelastics as precursors to the
martensite phase [23]. Do such complex modulated structures
also exist in ferroelectrics? In the context of perovskite
ferroelectrics with a cubic parent phase, there are three
independent flexocoupling constants (f11,f12, and f44). What
kind of modulations arise from the couplings described by
these constants? In this paper we perform simulations to ob-
serve the modulations associated with these three flexoelectric
couplings, in context of a cubic to tetragonal ferroelectric
transition.

We perform simulations within the Ginzburg-Landau
framework, where the polarization components are the order
parameters. For simplicity we restrict our analysis to a 2D
model that describes domain patterns having continuous trans-
lational symmetry along the third dimension (z axis). In this
approximation a ferroelectric undergoing a transition from a
cubic to tetragonal phase can be viewed as a 2D ferroelectric
undergoing a square to rectangular phase transition (see, e.g.,
[24]). The new feature of the present work is the incor-
poration of flexoelectric coupling in the Ginzburg-Landau
framework (in addition to electrostrictive and electrostatic
interactions, see, e.g., [24]). To understand the role played by
each flexoelectric tensor component, we consider the cases:
(i) f44 �= 0, f11 = f12 = 0, (ii) f11 �= 0, f12 = f44 = 0, and
(iii) f12 �= 0, f11 = f44 = 0, where fij are the flexocoupling
coefficients (in Voigt notation) for a system undergoing a cubic
to tetragonal transition.

Modulated patterns are expected to form when the flex-
oelectric coupling is sufficiently strong [18]. However, for
relatively weak flexoelectric couplings, there will still be a
tendency to create polarization and strain gradients. Thus, this
coupling may influence domain patterns for bulk materials,
even before the onset of the modulated phase. To what extent
are the observed domain patterns in usual perovskite ferro-
electrics influenced by the flexoelectric coupling? Even if the
modulated patterns do not form, microstructural parameters,
such as twin width, will be influenced by the flexoelectric
coupling. To address these issues, we perform a parametric
study of the influence of the flexoelectric coefficients on
domain patterns. Since flexoelectricity is a coupling between
polarizations and strain gradients, it is natural to expect that
the domain patterns will be influenced by the mechanical
boundary conditions. Thus we considered boundary conditions
appropriate for both stress-free and mechanically constrained
systems.

The paper is organized as follows. Section II provides an
overview of the Ginzburg-Landau model with flexoelectric
coupling. In Sec. III we present numerical simulation results

for domain patterns for different flexoelectric couplings. An
analytical treatment is presented in Sec. IV in order to help
interpret the numerical results.

II. MODEL

We consider a two-dimensional (2D) model to describe
domain patterns in a system with continuous translational sym-
metry along the third dimension (z axis). We assume that the
component of the polarization along the translation axis is
negligible (Pz = 0). In such cases, a perovskite ferroelectric
undergoing a cubic to tetragonal phase transition can be viewed
as an auxiliary 2D ferroelectric with a square to rectangular
phase transition. The parameters for this 2D ferroelectric may
be calculated from the properties of the three-dimensional (3D)
ferroelectric (see, e.g., [24]).

The total free energy of the auxiliary 2D ferroelectric with
flexoelectric coupling can be expressed as

F =
∫

d�r [fLandau + felastic + fflex + festat], (2)

where d�r = dxdy. fLandau is expressed in terms of the
polarization �P components1 and their gradients as

fLandau = α1
(
P 2

x + P 2
y

) + α11
(
P 4

x + P 4
y

) + α12P
2
x P 2

y

+α111
(
P 6

x + P 6
y

) + α112
(
P 4

x P 2
y + P 2

x P 4
y

)
+

∑
i

λ1

2

[(
∂Pi

∂x

)2

+
(

∂Pi

∂y

)2]

+
∑

i

λ2

2

[(
∂2Pi

∂x2

)
+

(
∂2Pi

∂y2

)]2

, (3)

where i = x,y. In this phenomenological model we de-
scribe the low-order gradient energy (quadratic in the first
spatial derivatives of the polarization) choosing only one
coefficient λ1. For perovskite materials, in terms of the
conventional fourth-rank tensor [26] gijkl for the correlation
energy density with three independent coefficients g1111, g1122,
and g1212, such choice implies g1111 = −g1122 = g1212 = λ1.
These components satisfy the isotropic medium condition
g1111 − g1122 = 2g1212. Thus, the gradient energy used in our
model corresponds to a specific type of isotropic medium. A
higher-order gradient energy (quadratic in the second spatial
derivatives of the polarization) is also described by only
one coefficient λ2. These simplifications are done in order
to isolate the effect of flexoelectricity on the domain wall
orientations from that of the anisotropy of the gradient energy.
Note that the higher-order correlation energy is often omitted
in the analysis of ferroelectric domain patterns. However,

1Strictly speaking, the Landau expansion for a ferroelectric should
be written in terms of the ferroelectric contribution to the polarization
[25] �Pf = �D − εb

�E, where �D is the electric displacement, �E is the
electric field, and εb is the background dielectric permittivity of the
material. However, for the problems addressed here, the difference
between �Pf and �P can be neglected.
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it is important for the description of modulated structures
[27].

The appropriate elastic energy, incorporating electrostric-
tive coupling, is

felastic = C11

2

[(
uxx − u0

xx

)2 + (
uyy − u0

yy

)2]

+C12
(
uxx − u0

xx

)(
uyy − u0

yy

) + C44

2

(
uxy − u0

xy

)2
,

(4)

where the linearized strain components are expressed in
terms of the displacements ui as uxx = (∂ux/∂x), uyy =
(∂uy/∂y), and uxy ≡ (∂ux/∂y + ∂uy/∂x). Here u0

ij represents
the electrostrictive strain tensor:2

u0
xx = Q11P

2
x + Q12P

2
y , u0

yy = Q11P
2
y + Q12P

2
x ,

(5)
u0

xy = Q44PxPy,

where Qij are the electrostrictive constants which couple
strains and squares of polarizations. The contribution from
the flexoelectric coupling can be expressed as

fflex = −f11

2

(
Px

∂uxx

∂x
+ Py

∂uyy

∂y
− uxx

∂Px

∂x
− uyy

∂Py

∂y

)

− f12

2

(
Px

∂uyy

∂x
+ Py

∂uxx

∂y
− uxx

∂Py

∂y
− uyy

∂Px

∂x

)

− f44

2

[
Px

∂uxy

∂y
+ Py

∂uxy

∂x
− uxy

(
∂Py

∂x
+ ∂Px

∂y

)]
.

(6)

The total stresses, including the flexoelectricity contribu-
tions, are

σxx = σ e
xx +

[
f11

(
∂Px

∂x

)
+ f12

(
∂Py

∂y

)]
,

σyy = σ e
yy +

[
f11

(
∂Py

∂y

)
+ f12

(
∂Px

∂x

)]
, (7)

σxy = σ e
xy + f44

[(
∂Py

∂x

)
+

(
∂Px

∂y

)]
,

where σ e
ij represents the electrostrictive part of the stress tensor

σ e
xx = C11

(
uxx − u0

xx

) + C12
(
uyy − u0

yy

)
,

σ e
yy = C11

(
uyy − u0

yy

) + C12
(
uxx − u0

xx

)
, (8)

σ e
xy = C44

(
uxy − u0

xy

)
.

The electrostatic contribution to the free energy is given as

festat =
(

εb

�E • �E
2

)
, (9)

where �E = −�∇ϕ is the electric field, and ϕ and εb are the
electrostatic potential and background dielectric permittivity
of the material. The electrostatic potential can be calculated
from Gauss’s law �∇ • �D = ρ(�r), where �D = εb

�E + �P and ρ is
the free charge density. Here we consider a system without free
charge, for which Gauss’s law leads to the following constraint:

�∇ • (−εb
�∇ϕ + �P ) = 0. (10)

Polarization evolution kinetics are governed by the time-
dependent Ginzburg-Landau equations

∂Pi

∂t
= −


(
δF

δPi

− Ei

)
, i = x,y, (11)

where Ei is the electric field, 
 is a kinetic coefficient, and
δF/δPi is the variational derivative of the free energy with
respect to the polarization.

The full equations of motion can be expressed as

− 1




∂Px

∂t
= 2α1Px + 4α11P

3
x + 2α12PxP

2
y + 6α111P

5
x + α112

(
4P 3

x P 2
y + 2PxP

4
y

) − 2Px

(
Q11σ

e
xx + Q12σ

e
yy

) − Q44σ
e
xyPy

− f11

(
∂uxx

∂x

)
− f12

(
∂uyy

∂x

)
− f44

(
∂uxy

∂y

)
− λ1∇2Px + λ2∇2(∇2Px) + ∂ϕ

∂x
,

− 1




∂Py

∂t
= 2α1Py + 4α11P

3
y + 2α12PyP

2
x + 6α111P

5
y + α112

(
4P 3

y P 2
x + 2PyP

4
x

) − 2Py

(
Q11σ

e
yy + Q12σ

e
xx

)

−Q44σ
e
xyPx − f11

(
∂uyy

∂y

)
− f12

(
∂uxx

∂y

)
− f44

(
∂uxy

∂x

)
− λ1∇2Py + λ2∇2(∇2Py) + ∂ϕ

∂y
, (12)

where ∇2 = (∂2/∂x2) + (∂2/∂y2) is the Laplacian operator.
The displacement field dynamics are given by the dissipative

2There exist a confusion in the literature concerning the Voight
notation for Q44. Here we define Q44 = 4Q2323.

force balance equations

ρ
∂2ux

∂t2
− η∇2 ∂ux

∂t
= ∂σxx

∂x
+ ∂σxy

∂y
,

(13)

ρ
∂2uy

∂t2
− η∇2 ∂uy

∂t
= ∂σxy

∂x
+ ∂σyy

∂y
,
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TABLE I. Material parameters used in the simulations.

α1 = −14.8×107 V m/C α11 = −3.1 × 107 V m5/C3 α12 = 6.3 × 108 V m5/C3

α111 = 2.5×108 V m9/C5 α112 = 9.7 × 108 V m9/C5 λ1 = 1.5 × 10−10 V m3/C
λ2 = 5.9×10−28 V m5/C C11 = 1.7 × 1011 N/m2 C12 = 7.9 × 1010 N/m2

C44 = 1.1×1011 N/m2 Q11 = 8.1 × 10−2 m4/C2 Q12 = −2.4 × 10−2 m4/C2

Q44 = 6.4×10−2 m4/C2 P0 = 0.69 C/m2

where η is a viscosity that is used to drive the system toward
mechanical equilibrium ∂σij /∂xj = 0. Equations (12) and
(13) subject to the constraint (10) are used to study the
dynamics of the polarizations.

III. SIMULATIONS OF BULK DOMAIN PATTERNS

To simulate the domain patterns, we solve Eqs. (10), (12),
and (13) using a finite difference method. The computational
domain is a square. To mimic a bulk system, we apply
periodic boundary conditions for the polarizations and the
electrostatic potential. For computational purposes, dimen-
sionless length and time scales are introduced as �r ′ = �r/δ
and t∗ = (t/δ)

√
C11/ρ. The polarizations and displacements

are scaled as Pi = P0P
∗
i and ui = Q11P

2
0 δu∗

i , respectively.
Here P0 is a characteristic polarization and δ is the minimal
spatial scale for our numerical simulations. The free energy
parameteres are scaled as

α∗
1 = α1/|α1|, α∗

11 = α11P
2
0 /|α1|, α∗

12 = α12P
2
0 /|α1|,

α∗
111 = α111P

4
0 /|α1|, α∗

112 = α112P
4
0 /|α1|.

The flexocoupling coefficients are scaled as f ∗
ij =

(fijQ11P0/δ|α1|). The rescaled gradient coefficients are
expressed as λ∗

1 = λ1/(δ2|α1|) and λ∗
2 = λ2/(δ4|α1|). The

rescaled viscosity and the kineatic coefficient are expressed
as η∗ = η/δ

√
C11ρ and 
∗ = 
 |α1| δ

√
ρ/C11, respectively.

The numerical simulations were performed using the dimen-
sionless variables t∗, P ∗, u∗, and r ′.

We initialize the system with small, random fluctuations in
the polarization around zero. Physically this corresponds to
quenching from the paraelectric state into the ferroelectric
one. The simulations are performed for the mechanically
unconstrained 〈σxx〉 = 〈σyy〉 = 〈σxy〉 = 0 as well as for the
mechanically constrained 〈uxx〉 = 〈uyy〉 = 〈uxy〉 = 0 cases.
Here symbol 〈〉 denotes averaging over the computational
domain. We implement these mechanical conditions for a
system with periodic boundary conditions using the method
proposed by Khachaturyan and co-workers [28]. The details
of our methodology are provided in Appendix A.

Although the results presented here can be applied to any
ferroelectric, for our simulations we have used parameters
close to those of Pb(Zr,Ti)O3 (PZT) with a Ti content of 80%
[29].

Since λ1 and λ2 are not known for PZT, we have chosen a
value of λ1 of the order of the coefficients for the gradient terms
in PbTiO3 and BaTiO3 [1]. We choose λ2 such that the terms
controlled by λ1 and λ2 to be of the same order of magnitude
when the polarization changes by its “atomic” value (e/a2,
where e and a are at a typical interatomic distance) at the
distance a (as expected from order-of-magnitude estimates).
Note that this set of the model parameters corresponds to a

tetragonal homogeneous ferroelectric (i.e., the homogeneous
ferroelectric state will correspond to a tetragonal system). In
this context we speak of the “tetragonality” of the system.

Using the parameters from Table I we simulate bulk domain
patterns for three different cases: f11 = f44 = 0, f12 �= 0,
f12 = f44 = 0, f11 �= 0, and f11 = f12 = 0, f44 �= 0. We first
need to specify the kinetic parameters in Eqs. (12) and (13). In
absence of reliable data for the viscosity and the mobility,
we take 
∗ = 1 and η∗ = 10. This choice of the kinetic
coefficients ensures that mechanical equilibrium is established
faster than polarization relaxation. For each case, we initiate
the structure in a random paraelectric condition, i.e., the
polarizations, displacements, and the potentials are initialized
with small fluctuations around zero. For convenience of
comparison between the different cases, the same initial
random seed is used in all cases. The simulations were evolved
until the domain pattern was stabilized; in the present case this
was achieved within t∗ = 2 × 107 time steps. The minimal
spatial scale of our numerical simulations δ was set equal
to 1 nm. We have found this value to be small enough to
describe the delicate features of the polarization modulations,
e.g., ripples at the domain wall as seen in Figs. 1(e) and 1(f).
The numerical results presented in the paper are carried out
with a 128 × 128 nm2 unit cell. To test if our results are
cell-size sensitive, we have performed simulations at a few
sizes and find no significant change in the domain patterns.

A. Coupling of polarization with shear strain gradients: f44

Consider the case where the polarization is coupled only
to shear strain gradients and the coupling to gradients of
uniaxial strains is negligible. Simulations are performed for
several values of the flexoelectric coefficient f44 along with the
corresponding nonflexoelectric case f44 = f12 = f11 = 0. We
first study the mechanically unconstrained case with 〈σxx〉 =
〈σyy〉 = 〈σxy〉 = 0. Figures 1(a)–1(c) show the patterns for
simulations run to t∗ = 2 × 107 time steps. The corresponding
spatial variation of the polarizations in a horizontal cut across
these images is shown in Figs. 1(d)–1(f). For all cases, the
system develops a single ferroelastic variant with no 90°
domain walls, as expected for a stress-free system. Figure 1(a)
shows the pattern for the nonflexoelectric (f44 = 0) case
where a single domain wall separates antiparallel ferroelectric
polarizations. This pattern persists until f44 = 5 V. However,
above f44 = 5 V, the number of domain walls in the patterns
increases with increasing f44. For f44 � 12 V, the polarization
is homogeneous within each domain. At f44 = 13 V, along
with coarse domains with homogeneous polarizations, very
fine domains where the polarization within the domains is
inhomogeneous also appear. We note that the characteristic
feature of these domains is not their small size, but the
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FIG. 1. (Color online) Domain patterns for the stress-free case, where the flexoelectric coupling f44 is increased from [(a) and (d)] 0 to
[(b) and (e)] 12 V and then to [(c) and (f)] 15 V. Plots (a)–(c) show the x component of the polarization in the 128 × 128 nm2 simulation cell.
Polarization profiles (Py /P0 vs distance x/δ, along the simulation cell center) are shown for cases (a)–(c), in (d)–(f), respectively. δ = 1 nm.

inhomogeneity of the polarization within the “domains”
that makes them distinct from the coarser/homogeneous
polarization domains. The polarization in these fine domains
appears to have a nearly sinusoidal modulation of Py along
the x direction. This can be seen clearly in Fig. 1(f). These
domains can be classified as “incommensurate” or modulated.
The present simulation confirms that flexoelectricity can
induce incommensurate phase formation in ferroelectrics, in
agreement with Refs. [18–21]. Figures 1(d)–1(f) also show that
the incommensurate domains can coexist with homogeneous
polarization domains. As f44 increases, the fraction of the
incommensurate domains increases at the expense of the
homogeneous polarization domains. It is interesting to note
that even when incommensurate phase domains do not form,
“spikes” in polarizations are observed at the domain walls. The
link between these spikes and the flexoelectric effect will be
discussed in Sec. IV.

Figure 2 shows the patterns for the mechanically con-
strained case 〈εxx〉 = 〈εyy〉 = 〈εxy〉 = 0. For the nonflexoelec-
tric case, a domain pattern with two ferroelastic variants and
with 90° uncharged (head to tail) domain walls is observed
[Figs. 2(a) and 2(b)]. This pattern persists upon increasing
f44 until f44 = 5 V. For f44 > 5 V we obtain states where
there are antiparallel domains within the ferroelastic domains.
Figures 2(c) and 2(d) show this four domain state pattern for
f44 = 7 V. Note that at this value of f44, the polarization is
still homogeneous within the domains. Upon further increasing

f44, domains of the incommensurate phase also appear within
the individual ferroelastic variants [see Figs. 2(e) and 2(f) for
f44 = 9 V]. For f44 = 12 V a clear “herringbone” modulated
pattern with fine antiparallel domains in each ferroelastically
distinct variant is observed [Figs. 2(g) and 2(h)]. We note that
such patterns were reported in single crystal BaTiO3 in one of
the earliest studies of ferroelectric domain patterns [30], albeit
at much larger spatial scales.

B. Coupling of polarization with uniaxial strain gradients: f11

Here we consider the case of flexoelectric coupling with
gradient of the uniaxial strain along the polarization direction
f12 = f44 = 0, f11 �= 0. The simulated domain patterns for
the stress-free boundary condition are shown in Fig. 3. The
patterns are identical to the nonflexoelectric case for f11 up to
14 V [Fig. 3(a)]. This is quite different from the f44 �= 0 case,
where the number of domain walls increased with f44 even
before the onset of the incommensurate phase. The observed
difference in behavior between the f44 and f11 cases may be
explained by the fact that the 180◦ polarization domain walls
contain shear strain gradients, but do not contain uniaxial
strain gradients. Equation (6) shows that the shear strain
gradients ∂uxy/∂x and ∂uxy/∂y are coupled to the polarization
via the f44 coefficient. Such coupling results in a reduction
of the wall energy and leads to an increase in the density
of domain walls. Meanwhile, f11 controls the coupling for

174105-5



RAJEEV AHLUWALIA et al. PHYSICAL REVIEW B 89, 174105 (2014)

FIG. 2. (Color online) Domain pattern for the mechanically constrained case for different flexoelectric coupling strengths (a) and (b)
f44 = 0, (c) and (d) f44 = 7 V, (e) and (f) f44 = 9 V, and (g) and (h) f44 = 12 V in the 128 × 128 nm2 simulation cell. The top and bottom
rows corresponds to the x and y components of the polarization, respectively.

FIG. 3. (Color online) Domain pattern for the stress-free case when f11 �= 0 for different flexoelectric coupling strengths. The nonvanishing
components of the polarization are shown for each case. The patterns correspond to (a) f11 = 14 V (x-component of polarization) and (b)
and (c) f11 = 15 V [(b) is the x component of polarization and (c) is the y component]. The size of the simulation cell is 128 × 128 nm2. A
magnified view of the polarization vectors for the regions indicated by the boxes are shown in Fig. 4.
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FIG. 4. The polarization vectors for the zoomed in region of
Fig. 3.

uniaxial strain gradients ∂uxx/∂x and ∂uyy/∂y, which are
absent in domain walls that separate antiparallel polarization
domains. This explains the insensitivity of the domain pattern
to f11 in homogeneous polarization domains. The flexoelectric
coupling related to the f11 coefficient reveals itself once
f11 exceeds a critical value. At f11 = 15 V an unusual
checkerboard pattern for both Px and Py is formed, as seen in
Figs. 3(b) and 3(c). This is also a transition from a ferroelectric
domain pattern to a modulated/incommensurate state. This

two-dimensional modulation is significantly different from
those seen for f44 �= 0 in Fig. 1. To display the 2D structure
of the modulation, a magnified view of the polarization
distributions for f11 = 15 V is also shown in Fig. 4. This
figure shows that the modulated pattern is actually an array
of localized polarization vortices, where neighboring vortices
have opposite chirality. There has been much discussion in
the literature about the existence of polarization vortices in
ferroelectrics. It is known that both stripe patterns and vortex
structures form to minimize electrostatic energy of a finite
sample. In the classical ferroelectric situation, the vortex
structure better minimizes the electrostatic energy, but has
a higher energy per unit volume in comparison with the
stripe pattern, thus it was predicted to appear only in very
small (nanometer-scale) samples [31,32]. Naively, one might
think that in our case the explanation for the appearance
of this structure is similar because we deal with a sample
of only a 128 × 128 nm2 sample. Howewer, because the
present simulations were performed with periodic boundary
conditions, our sample is effectively of infinite extent (hence,
this electrostatic-related explanation cannot be applied to our
case). The simulated vortex array is a result of the combined
action of the flexoelectric effect, the effects of anharmonicities,
and anisotropy of the system, as will be elucidated in Sec. IV.

Next, we turn to the corresponding mechanically con-
strained case, for which Fig. 5 shows the domain patterns.
Figure 6 shows a magnified view of the polarization vectors in
representative regions. The domain patterns remain similar
to the nonflexoelectric case shown in Figs. 2(a) and 2(b)
until f11 = 8 V. When f11 = 8 V, one observes formation
of an additional narrow ferroelastic domain [Figs. 5(a) and

FIG. 5. (Color online) Domain patterns for the mechanically constrained case when f11 �= 0 for different flexoelectric coupling strengths.
Both the x and y components of the polarization are shown for each case. The top row corresponds to the x component and the bottom row
corresponds to the y component. The patterns correspond to (a) and (b) f11 = 8 V, (c) and (d) f11 = 10 V, (e) and (f) f11 = 11 V, and (g)
and (h) f11 = 12 V. The polarization distribution for the marked regions is shown in Fig. 6(a) for f11 = 10 V, Fig. 6(b) for f11 = 11 V, and
Fig. 6(c) for f11 = 12 V. The size of the simulation cell is 128 × 128 nm2.
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FIG. 6. Magnified view of the polarization distributions for the marked regions in Fig. 5.

5(b)]. For f11 > 8 V, the density of the 90° domain walls
increases with increasing f11. This situation is different than
in the mechanically free sample, where the population of the
domain walls was insensitive to the value of f11. This can be
readily understood in view of the oblique orientations of the
90° domain walls. In such walls, the gradients of the strain
component uxx and uyy (coupled to the f11 coefficient) are
present. Thus, the wall energy becomes sensitive to the value
of this coefficient, thereby affecting the wall population.

The domain pattern drastically changes for f11 = 10 V
[Figs. 5(c) and 5(d)]. All four variants are present in this
case and a very fine 90° domain structure appears. This fine
domain pattern coexists with domains having homogeneous
polarizations. A magnified view of the region in the box in
that figure is shown in Fig. 6(a). By plotting polarization
profiles, similar to those in Fig. 1, we have confirmed that the
fine-stripe domains in Fig. 5 are modulated with nonuniform
polarizations within the domains. Thus, here we observe
an “intermediate” one-dimensional modulated phase, which
was not encountered in the stress-free case. For f11 = 11 V
[Figs. 5(e) and 5(f)]we observe four different types of domains
of this one-dimensional modulated phase: the initial one,
the one rotated by 90°, and two additional ones that are
shifted by a half-period. These domains coexist with the
homogeneous polarization domains as well as a small fraction
of the two-dimensional modulated structure similar to the
checkerboard pattern observed in the stress-free case. The
domain walls between the two different domains of the 1D
modulated structure are interesting and unusual; see, e.g., the
region inside the box in the image for f11 = 11 V for which the
polarization vectors are shown in Fig. 6(b). We can see that the
domain wall represents a row of polarization vortices. These
vortices are precusors to the formation of the 2D modulated
phase. As can be seen, in some regions, such a domain wall
may be replaced by a thin stripe of the 2D modulated structure
[indicated by the arrow in Fig. 5(e)]. We should remark that
such domain walls have been observed in recent experiments
on free standing PZT nanostructures [33]. Further increase
of f11 leads to the growth of the 2D modulated structure
at the expense of homogeneous polarization domains. For
f11 = 12 V the homogeneous polarization domains disappear.
The 2D vortex array pattern grows and coexists with the 1D
modulated pattern [Figs. 5(g) and 6(h)]. Figure 6(c) shows

the local polarization distribution for a typical region at an
interface of the coexisting patterns. At higher flexoelectric
coupling values (f11 � 13 V), the entire system is in the 2D
modulated phase, similar to that shown in Fig. 3 for the case
f11 = 15 V.

We also studied the f11 = f44 = 0, f12 �= 0 case. This case
represents the coupling of the polarization with the gradient
of the other component of the uniaxial strain than considered
above. For the stress-free sample, the obtained patterns are
identical to those in the case f11 �= 0. For the mechanically
constrained sample, while the generic features of the patterns
are the same as for the case with f11 �= 0, the critical
values for the onset of the 2D modulated phase are slightly
different.

IV. ANALYTICAL TREATMENT AND DISCUSSION OF
SIMULATION RESULTS

To gain additional insight into the patterns obtained from the
simulations, we provide a theoretical treament of these results.
Our aim is to find the critical values of the flexocoupling coeffi-
cients required for incommensurate phases to form, rationaliz-
ing the observed orientations of the modulation wave vectors,
and explain the occurrence of the 2D modulated structure.

A. Instability with respect to the formation of the modulated
state

Though our simulations have been performed for parame-
ters corresponding to the ferroelectric phase, the information
about the orientation of the wave vectors of possible modulated
structures can be obtained from the analysis of the stability of
the paraelectric phase with respect to the modulations. Such an
analysis can also provide an estimate for the modulated phase
formation condition.

Once a ferroelectric material approaches the Curie temper-
ature upon cooling, the phase transition into a homogeneous
ferroelectric phase occurs [18] unless the system becomes
unstable with respect to spatial modulations with a finite
wave vector �kmin. When such an instability is observed, the
phase transition occurs into a modulated phase. The instability
with respect to the formation of spatial modulations can be
checked by analyzing the linearized equations of state for
the polarization and mechanical degrees of freedom. Such
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equations follow from the equilibrium condition, whereby the
left-hand sides of Eqs. (12) and (13) are set to zero. Rewriting

these equations in terms of displacements, using Eqs. (7), (8),
and (13), and linearizing them one obtains

2α1Px − f11

(
∂2ux

∂x2

)
− f12

(
∂2uy

∂x∂y

)
− f44

(
∂2ux

∂y2
+ ∂2uy

∂x∂y

)
− λ1∇2Px + λ2∇2(∇2Px) + ∂ϕ

∂x
= 0,

2α1Py − f11

(
∂2uy

∂y2

)
− f12

(
∂2ux

∂x∂y

)
− f44

(
∂2uy

∂x2
+ ∂2ux

∂x∂y

)
− λ1∇2Py + λ2∇2(∇2Py) + ∂ϕ

∂y
= 0,

(14)

C11
∂2ux

∂x2
+ C12

∂2uy

∂x∂y
+ C44

∂2ux

∂y2
+ C44

∂2uy

∂x∂y
+

[
f11

∂2Px

∂x2
+ f12

∂2Py

∂x∂y
+ f44

(
∂2Px

∂y2
+ ∂2Py

∂y∂x

)]
= 0,

C11
∂2uy

∂y2
+ C12

∂2ux

∂x∂y
+ C44

∂2uy

∂x2
+ C44

∂2ux

∂x∂y
+

[
f11

∂2Py

∂y2
+ f12

∂2Px

∂x∂y
+ f44

(
∂2Py

∂x2
+ ∂2Px

∂y∂x

)]
= 0.

The paraelectric state Px = Py = ux = uy = 0 is clearly a solution to Eq. (14). To investigate the stability of the paraelectric state,

one introduces an infinitesimal perturbation, given as Pi(�r) = ∫
P̃i(�k)ei�k·�rd�k, ui(�r) = ∫

ũi(�k)ei�k·�rd�k, and φ(�r) = ∫
φ̃(�k)ei�k·�rd�k.

Substituting these in Eq. (14), we can express (14) in terms of Fourier components as M̂ �V = 0, where

M̂ =

⎛
⎜⎜⎜⎜⎜⎝

a(k) + k2
x

k2εb

kxky

k2εb

(
f11k

2
x + f44k

2
y

)
kxky (f12 + f44)

kxky

k2εb
a(k) + k2

y

k2εb
kxky (f12 + f44)

(
f11k

2
y + f44k

2
x

)
(
f11k

2
x + f44k

2
y

)
kxky (f12 + f44) C11k

2
x + C44k

2
y kxky (C12 + C44)

(f12 + f44) kxky

(
f11k

2
y + f44k

2
x

)
kxky (C12 + C44) C11k

2
y + C44k

2
x

⎞
⎟⎟⎟⎟⎟⎠ , (15a)

�V =

⎛
⎜⎜⎝

P̃x

P̃y

ũx

ũy

⎞
⎟⎟⎠ , (15b)

where a(k) = 2α1 + λ1k
2 + λ2k

4. Here the Fourier transform
of the electrostatic potential φ(�k) = −i

�k· �P
εbk2 is used, which

follows from Eq. (10). In deriving (15) we have used the fact
that ∂2φ

∂xi∂xj
→ −kikjφ(�k) in terms of Fourier components.

In view of the linearity of the problem, one may consider
the stability with respect to each Fourier component indepen-
dently. Critical modes (perturbations having lowest energies)
may be found from the following eigenvalue problem:

M̂ �V = ω �V . (16)

The paraelectric phase is stable if all four eigenvalues
ω in (16) are positive for all �k. If one of the eigenvalues
becomes negative, this implies that the modulated phase
becomes energetically favorable and will imply transition into
the incommensurate phase. The modulated phase may be
reached by decreasing the temperature or by increasing the
magnitude of the flexoelectric coupling. Since the eigenvalues
of Eq. (16) depend on the magnitude and orientation of the
wave vector of the modulation, the transition will first occur for
some critical wave vector �k = �kmin �= 0. Thus, the criterion for
the transition into the modulated phase is the change of sign of
the lowest eigenvalue for the critical wave vector �k = �kmin �= 0
from positive to negative. The “natural” directions for the
critical vectors are 〈01〉 and 〈11〉 as given by the symmetry of
the material. In Appendix B it is shown that, in our system, the
critical vectors should indeed belong to these high symmetry
crystallographic directions.

The expressions for the minimal eigenvalue ω− in these two
cases have the form (see Appendix B)

ω− (01) = α + k2

(
λ1 − f 2

44

C44

)
+ k4λ2 (17)

for the 〈01〉 directions and

ω− (11) = α + k2

[
λ1 − (f11 − f12)2

2 (C11 − C12)

]
+ k4λ2 (18)

for the 〈11〉 directions.
Analysis of Eq. (17) allows us to readily check that when

f 2
44 > λ1C44, (19)

as we approach the ferroelectric instability at α = 0, the
system can become unstable with respect to a modulation with
a wave vector parallel to a 〈01〉 direction. The analysis of
Eq. (18) suggests such an instability with respect to a wave
vector parallel to a 〈11〉 direction occurs if

(f11 − f12)2 > 2λ1(C11 − C12). (20)

Thus, Eqs. (19) and (20) imply that if the flexocoupling coef-
ficients are sufficiently large, the system becomes potentially
unstable with respect to the occurrence of modulated states
with critical wave vectors parallel to the 〈01〉 or 〈11〉 directions.
Which state will actually occur may be answered by comparing
the magnitudes of ω− (01) and ω− (11) using Eqs. (17) and
(18). Such a comparison shows that the critical wave vectors
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will be in the 〈01〉 directions if

f 2
44 >

C44 (f11 − f12)2

2 (C11 − C12)
(21)

or the 〈11〉 directions otherwise.
Applying Eq. (21) to the cases covered by our numerical

simulations one concludes that for f12 = f11 = 0, f44 �= 0 the
modulation vector should be parallel to the 〈01〉 direction,
while for f12 = f44 = 0, f11 �= 0 to the 〈11〉. One can also
infer that, for f11 = f44 = 0, f12 �= 0, the situation should be
similar to the case f12 = f44 = 0, f11 �= 0. The modulation
direction in the f12 = f11 = 0, f44 �= 0 case is consistent with
the results of our simulations, shown in Figs. 1 and 2. As
for the f12 = f44 = 0, f11 �= 0 and f11 = f44 = 0, f12 �= 0
cases, where 2D patterns were obtained in simulations, the
consistency will be demonstrated in the next subsection, where
it will be shown that the 2D patterns may be viewed as a
superposition of two linear modulations having 〈11〉 directions
of the wave vectors.

Using Eqs. (19) and (20) and the numerical parameters of
the model one can evaluate the critical (for the occurrence of
the modulated phase) values of the flexocoupling coefficients
as f cr

11 = 5.3 V and f cr
44 = 4 V. These values agree, to within

an order of magnitude, with the threshold values for the
formation of the modulated phase in the simulations. However,
a more detailed comparison of these parametes is not possible
since the case in which the modulated phase dominates the
homogeneous state in the ferroelectric phase is controlled
by not only the strength of the incommensurate instability
[via Eqs. (19) and (20)] but also by anharmonic effects not
accounted for in the linear analysis presented above.

B. Role of anharmonicity: Occurrence of 2D modulated pattern

A remarkable feature of the results of our simulations is that
the occurrence of 1D or 2D modulations in the incommensu-
rate phase depends on which of the flexocoupling coefficients
come into play. Here we elucidate this feature using the results
of the analysis presented above and incorporating the efffect
of the lattice anharmonicity.

The above analysis predicts that once the flexoelectric
coefficients exceed a critical value, modulated patterns will
develop. Once the modulated state occurs, its modulation wave
vector can acquire one of the four possible, energetically
degenerate, orientations. Thus, we see that linear analysis
cannot specify the polarization state which will form below
the phase transition, since any linear combination of these
polarization states will have the same energy. As often happens
in similar situations in the theory of phase transitions, the
polarization state is contolled by anharmonic and crystalline
anisotropy effects.

In the analysis below we will demonstrate how the tetrago-
nal anharmonicities of the model examined in our simualtions
can lead to 1D modulations for f12 = f11 = 0, f44 �= 0 and
to 2D modulations for f12 = f44 = 0, f11 �= 0. We will do
this in the simplest approximation, neglecting the elastic
contributions to the anharmonicities and taking into account
only the fourth-power terms in the polarization. Thus we
consider the anharmonic contribution to the free energy in

the form

fs = α11
(
P 4

x + P 4
y

) + α12P
2
x P 2

y , (22)

where α11 > 0 and α12 > −2α11 to ensure the stability of the
system. Equation (22) suggests that, in the case of homoge-
neous ferroelectric state, the tetragonal phase is energetically
favorable if

α12 > 2α11 , (23)

otherwise it represents the orthorhombic state.
In the case where f12 = f11 = 0, f44 �= 0, as shown above,

the possible modulations are controlled by the wave vectors
(kx = ±kmin, ky = 0) and (kx = 0, ky = ±kmin). The corre-
sponding polarization profiles can be presented in the form(

Px

Py

)
= A cos(kminy)

(
1
0

)
= A �m1, (24)

(
Px

Py

)
= B cos(kminy)

(
0
1

)
= A �m2, (25)

where A and B are the amplitudes of the modulations. To
predict which linear combination of the degenerate solutions
in (24) and (25) describes the modulated state, one can take
advantage of the smallness of the amplitude of the appearing
modulated profile by applying perturbation theory for the
degenerate states (like one does in quantum mechanics).
Specifically we will calculate the anharmonic energy for a
linear combination of the degenerate solutions and minimize
it with respect to the mixing coefficients.

Thus we consider a normalized linear combination of the
modulations in Eqs. (24) and (25):

�m = A �m1 + B �m2, A2 + B2 = 1. (26)

Note that we do not incorporate a possible phase shift between
solutions (24) and (25) since it does not affect the energy
of the system, leading to a possible spatial translation of the
polarization distribution.

Substitution of (26) into (22) and averaging over the
modulation period yields

〈fs( �m)〉 = 3
8α11 + 1

4 (3α11 − α12)A2(A2 − 1), (27)

where 0 � A2 � 1. Minimization of (27) with respect to A2

gives

A2 = 0, B2 = 1 or A2 = 1, B2 = 0, (28a)

if

α12 > 3α11 (28b)

and

A2 = B2 = 1/2 (28c)

if

α12 < 3α11 . (28d)

We note that inequality (28b) implies the inequality (23) for
the formation of the tetragonal phase. Thus, in the frame
of our model, a situation where there is no mixing between
solutions (24) and (25) is possible only when the tetragonal
phase is preferred over the orthorhombic one in the material.
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This mixing will occur in the orthorhombic phase and in
the tetragonal one for weak tetragonality (i.e., 3α11 > α12 >

2α11), as controlled by Eqs. (28c) and (28d). In the numerical
simulations, solutions (24) and (25) were seen individually,
but not their linear combinations (Figs. 1 and 2), which agrees
with the analytical predictions for the case of sufficiently large
tetragonality.

A similar analysis can be performed for the f12 = f44 =
0, f11 �= 0 case, where the modulation wave vector is in the
〈11〉 directions. Here the problem may be reduced to the one
just considered, using a reference frame tilted to 45°, where
x1 = x+y√

2
, x2 = x−y√

2
, P1 and P2 are polarization components

along x1 and x2 correspondingly, and the possible modulations
are (

P1

P2

)
= A cos(kminx2)

(
1
0

)
= A �m3, (29)

(
P1

P2

)
= B cos(kminx2)

(
0
1

)
= B �m4, (30)

which is identical to (25) and (26). In the {x1,x2} reference
frame, the potential (23) takes the form

fs =
(

2α11 + α12

4

) (
P 4

1 + P 4
2

) +
(

6α11 − α12

2

)
P 2

1 P 2
2 ,

(31)

implying that above results (28) may be used with the
substitution α11 → 2α11+α12

4 ; α12 → 6α11−α12
4 .

For this case, one obtains

A2 = 0, B2 = 1 or A2 = 1, B2 = 0 (32a)

if

α12 < 1.2α11 (32b)

and

A2 = B2 = 1/2 (32c)

if

α12 > 1.2α11. (32d)

For the case where the homogeneous state is tetragonal, α12 >

2α11 . Thus, Eq. (32d) is trivially met, and the half-sum of
the modulations (29) and (30) will be preferred. In the initial
reference frame, this gives rise to a polarization distribution

Px = A cos(kminx/
√

2) cos(kminy/
√

2)/
√

2,
(33)

Py = A sin(kminx/
√

2) sin(kminy/
√

2)/
√

2.

Figure 7 shows the vector plot associated with the polarization
components given by Eq. (33). Note the vortex arrays which
are similar to those obtained in the simulations (see Figs. 3 and
4). Thus the 2D vortex array can be viewed as a superposition
of two 1D modulations.

Summarizing the results of the above analysis, one can
formulate general conditions for the formation of 2D pattern.
One can distinguish two situations: (i) The modulation wave
vector makes an angle of 45° with one of the directions
preferred by the polarization for the homogeneous ferroelectric
state and (ii) the modulation wave vector is along one of the

FIG. 7. Magnified view of the polarization vectors for the
modulation given by Eq. (33).

directions preferred by the polarization for the homogeneous
ferroelectric state. Specifically, in the “tetragonal” system
(i.e., for α12 > 2α11 ), situation (i) takes place for the 〈11〉
modulation direction, while situation (ii) applies in the 〈01〉
modulation direction. One concludes that situation (i) always
corresponds to the 2D modulated pattern. At the same time, in
situation (ii) the 1D pattern will form only under the condition
that the anisotropy of the system is strong enough, while for
relatively weak anisotropy (3α11 > α12 > 2α11 for tetragonal
and 2α11 > α12 > 1.2α11 for orthorhombic systems) the 2D
modulated pattern will form.

The above analysis corroborates the observations made
on the basis of the simulations. The model treated in our
simulations has tetragonal anisotropy so that the f12 = f44 =
0, f11 �= 0 case with the 〈11〉 modulation directions corre-
sponds to situation (i), while the f12 = f11 = 0, f44 �= 0 case
corresponds to situation (ii). Thus, the simulated 2D pattern
for f12 = f44 = 0, f11 �= 0 perfectly matches the prediction
of our analysis. The 1D patterns observed in the f12 = f11 =
0, f44 �= 0 simulations are also consistent with our analytical
predictions on the assumption that the tetragonality of the
model is sufficiently large.

C. Impact of flexoelectric effect on the polarization
profile in domain walls

As follows from the numerical simulations, even if the
flexoelectric coupling is not sufficiently strong to drive the
material into an incommensurate phase, there is still some
impact of the effect on the structure and density of domain
walls (see, e.g., Fig. 1). Here we analyze this effect with the
framework of our simplified theoretical model. We consider
the polarization profile in 180° [01]-oriented domain walls.
To see clearer the impact of the flexoelectricity, we take
into acount among the electromechanical couplings only the
flexoelectricity. As follows from Eq. (17), the flexoelectric
coupling results in renormalization of the correlation term

λ
(eff)
1 = λ1 − f 2

44
C44

. In our simple model the polarization can
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FIG. 8. (Color online) Development of the spikes in the polarization profile of the domain walls with increase of the flexocoupling
coefficient. Solutions of Eq. (35) for (a) l = −1, (b) l = 1, and (c) l = 2.3.

be found as a solution to the equation

αP + βP 3 + P ′′
(

λ1 − f 2
44

C44

)
+ λ2P

′′′′ = 0. (34)

Here P ′′ refers to second-order spatial derivative and P
′′′′

is
the fourth-order spatial derivative. Analysis of equations of
this type in the context of ferroics was performed in Ref. [27].
Equation (34) can be rewritten in dimensionless form as

− p + p3 + lp′′ + p′′′′ = 0, p = P/Ps, ξ = x

(λ2/α)1/4
,

l =
⎛
⎝λ1 − f 2

44
C44√

αλ2

⎞
⎠ , (35)

where “′” stands for derivative with respect to ξ . The shape of
the polarization profile is controlled by a single parameter l.
Equation (35) can be solved numerically to predict the behavior
of the polarization. Figure 8 shows the solutions of Eq. (35) for
a single domain wall. It is clear that spikes develop at domain
walls as l is increased via the increase of the flexocoupling.
This simple analysis explains the growth of polarization spikes
with increase of flexocoupling observed in the simulations
(Fig. 1). Thus it is demonstrated that flexoelectric effects can
significantly influence the domain walls in ferroelectrics, even
when the incommensurate phase does not form. For more
detailed analysis of the formation of modulated structures
starting from domain walls the reader is referred to work [27].

V. SUMMARY AND CONCLUSIONS

We have revisited the nature of ferroelectric domains, taking
into account the flexoelectric coupling using both phase field
simulations and analytical theory. We studied bulk domain
patterns in cubic to tetragonal ferroelectrics with a 2D model.
Since the thermodynamic fluctuations do not seem to play any
appreciable role in the problems addressed, the 2D character
of the model should not introduce any artifacts. Meanwhile,
some domain configurations possible in the 3D world may
be missing from our analysis. Thus, in addition to the effects
identified in the paper, more involved phenomena may occur
due to flexoelectricity in real 3D crystals.

To understand the effect of each component of the
flexoelectric tensor, we have separately analyzed the f12 =
f44 = 0, f11 �= 0 and f12 = f11 = 0, f44 �= 0 cases. Complex

patterns in each case upon increasing the strength of the
flexoelectric coupling were obtained. These patterns are very
sensitive to the value of the flexoelectric coupling constants.
For example, in Figs. 1–6 the domain patterns change
significantly by changing the coupling constants by just 1 V.
This clearly highlights the need for accurate determination
of the flexoelectric coefficients. We also find that in both
cases there is a critical value of fij above which modulated
phases form with both polarization and strain gradients. The
inhomogeneous distribution of the polarization depends on
which component of fij is nonzero. For example, when the
polarization is coupled to shear strain gradients (f44 �= 0), a
stripe modulation with antiparallel polarization is observed.
For the mechanically constrained case, a “herringbone” do-
main pattern with antiparallel polarization domains within
each ferroelastic variant is obtained, reminiscent of domain
patterns observed in BaTiO3 [30] (though with a different
spatial scale). When the polarizations are coupled to gradients
in the uniaxial strains (f11 �= 0 or f12 �= 0), a 2D checkerboard
modulation of the polarization is obtained. This modulation
corresponds to an array of localized polarization vortices,
where neighboring vortices have opposite senses. Polarization
vortices are usually believed to arise due to electrostatic effects;
however, we have shown that flexoelectricity can also lead to
localized polarization vortices.

To further understand the patterns observed in simulations,
we addressed the system using an analytical treatment. This
treatment allows us to predict the possible orientations of
the modulation wave vectors in the incomensurate phase and
indicates which orientations will be favorable for different
flexocoupling constants. The analytical predictions for the
directions of the wave vectors are in agreement with the
simulations. The analysis also provides good estimates for
the critical values of the flexoelectric coefficients for the
modulated phase formation as compared with our simulations.
The analysis has also been applied to 2D modulated patterns,
where it was shown that such patterns can be viewed as a
superposition of two 1D modulations. Using the method of the
degenerate perturbation theory we have studied the criteria for
the formation of the 2D patterns. Such patterns are expected
to arise in the case where the orientations of polarizations
in the 1D modulated structures do not coincide with the
favorable orientations of the spontaneous polarization in the
homogeneous ferroelectric state.
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Finally, we found that flexoelectric effects can strongly
influence ferroelectric materials even in cases where no
modulated phases appear. This underscores the need to
carefully measure the flexoelectric coupling strenths in order
to interpret recent experiments where flexoelectric effects have
been shown to be important.
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APPENDIX A: SIMULATIONS OF MECHNICALLY FREE
SAMPLE USING PERIODIC BOUNDAY CONDITIONS

Here we expain the application to our problem of the
method developed by Khachaturyan and co-workers [28]
for simulations of mechanically free sample using periodic
boundary conditions.

The electromechanical contribution to the free energy is
expressed as

Fem =
∫

d�rfem, (A1)

where

fem = C11

2

[(
uxx − u0

xx

)2 + (
uyy − u0

yy

)2] + C12
(
uxx − u0

xx

)(
uyy − u0

yy

) + C44

2

(
uxy − u0

xy

)2

− f11

2

(
Px

∂uxx

∂x
+ Py

∂uyy

∂y
− uxx

∂Px

∂x
− uyy

∂Py

∂y

)
− f12

2

(
Px

∂uyy

∂x
+ Py

∂uxx

∂y
− uxx

∂Py

∂y
− uyy

∂Px

∂x

)

− f44

2

[
Px

∂uxy

∂y
+ Py

∂uxy

∂x
− uxy

(
∂Py

∂x
+ ∂Px

∂y

)]
(A2)

and u0
xx , u0

yy , and u0
xy are defined by Eq. (5) from the main text.

We decompose the strains into homogeneous and inhomogeneous parts as

uxx = uh
xx + ∂ux

∂x
, uyy = uh

yy + ∂uy

∂y
, uxy = uh

xy + ∂ux

∂y
+ ∂uy

∂x
, (A3)

where uh
ij are the homogeneous (macroscopic) strains and ui are the inhomogeneous displacements that are assumed to be

periodic in the simulations. Substituting (A3) into (A2) into (A1) and retaining only terms involving uh
ij we find

Fem =
∫

d�r C11

2

[(
uh

xx

)2 + (
uh

yy

)2 − 2uh
xx

(
u0

xx + ∂ux

∂x

)
− 2uh

yy

(
u0

yy + ∂uy

∂y

)]

+
∫

d�rC12

[
uh

xxu
h
yy + uh

xx

(
∂uy

∂y
− u0

yy

)
+ uh

yy

(
∂ux

∂x
− u0

xx

)]
+

∫
d�r C44

2

[(
uh

xy

)2 − 2uh
xy

(
u0

xy + ∂ux

∂y
+ ∂uy

∂x

)]

−
∫

d�r
[
f11

2

(
uh

xx

∂Px

∂x
+ uh

yy

∂Py

∂y

)
+ f12

2

(
uh

xx

∂Py

∂y
+ uh

yy

∂Px

∂x

)
+ f44

2
uh

xy

(
∂Py

∂x
+ ∂Px

∂y

)]
. (A4)

Since the polarizations and displacements are periodic, we can write∫
d�r ∂ui

∂xj

= 0,

∫
d�r ∂Pi

∂xj

= 0 , (A5)

which leads to

Fem = C11

2

{[(
uh

xx

)2 + (
uh

yy

)2]
V − 2uh

xx

(∫
d�ru0

xx

)
− 2uh

yy

(∫
d�ru0

yy

)}

+C12

[
uh

xxu
h
yyV − uh

xx

(∫
d�ru0

yy

)
− uh

yy

(∫
d�ru0

xx

)]
+ C44

2

[(
uh

xy

)2
V − 2uh

xy

(∫
d�ru0

xy

)]
. (A6)

The homogeneous stress components are calculated as

σh
xx = 1

V

∂Fem

∂uh
xx

= C11

(
uh

xx −
∫

d�ru0
xx

V

)
+ C12

(
uh

yy −
∫

d�ru0
yy

V

)
,

(A7)

σh
yy = 1

V

∂Fem

∂uh
yy

= C11

(
uh

yy −
∫

d�ru0
yy

V

)
+ C12

(
uh

xx −
∫

d�ru0
xx

V

)
, σ h

xy = 1

V

∂Fem

∂uh
xy

= C44

(
uh

xy −
∫

d�ru0
xy

V

)
,
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which may be expressed in terms of the average stress free strains as

σh
xx = C11

(
uh

xx − 〈
u0

xx

〉) + C12
(
uh

yy − 〈
u0

yy

〉)
, σ h

yy = C11
(
uh

yy − 〈
u0

yy

〉) + C12
(
uh

xx − 〈
u0

xx

〉)
,

σ h
xy = C44

(
uh

xy − 〈
u0

xy

〉)
. (A8)

Clearly a system with uh
ij = 〈u0

ij 〉 will correspond to a macroscopically stress free system, whereas uh
ij = 0 describes a clamped

system. Thus, to simulate a stress free system, the strains can be presented as follows:

uxx = 〈
u0

xx

〉 + ∂ux

∂x
, uxx = 〈

u0
yy

〉 + ∂uy

∂y
, uxy = 〈

u0
xy

〉 + ∂ux

∂y
+ ∂uy

∂x
. (A9)

Using (A9), the equations of motion for the polarizations are expressed as

− 1




∂Px

∂t
= 2α1Px + 4α11P

3
x + 2α12PxP

2
y + 6α111P

5
x + α112

(
4P 3

x P 2
y + 2PxP

4
y

)

− 2PxQ11

[
C11

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)
+ C12

(〈
u0

yy

〉 + ∂uy

∂y
− u0

yy

)]

− 2PxQ12

[
C11

(〈
u0

yy

〉+∂uy

∂y
−u0

yy

)
+C12

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)]
− Q44Py

[
C44

(〈
u0

xy

〉 + ∂ux

∂y
+ ∂uy

∂x
− u0

xy

)]

− f11

(
∂2ux

∂2x

)
− f12

(
∂2uy

∂x∂y

)
− f44

(
∂2ux

∂2y
+ ∂2uy

∂y∂x

)
− λ1∇2Px + λ2∇2(∇2Px) + ∂ϕ

∂x
,

− 1




∂Py

∂t
= 2α1Py + 4α11P

3
y + 2α12PyP

2
x + 6α111P

5
y + α112

(
4P 3

y P 2
x + 2PyP

4
x

)

− 2PyQ11

[
C11

(〈
u0

yy

〉 + ∂uy

∂y
− u0

yy

)
+ C12

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)]

− 2PyQ12

[
C11

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)
+C12

(〈
u0

yy

〉+∂uy

∂y
−u0

yy

)]
−Q44Px

[
C44

(〈
u0

xy

〉 + ∂ux

∂y
+ ∂uy

∂x
− u0

xy

)]

− f11

(
∂2uy

∂2y

)
− f12

(
∂2ux

∂x∂y

)
− f44

(
∂2uy

∂2x
+ ∂2uy

∂x∂y

)
− λ1∇2Py + λ2∇2(∇2Py) + ∂ϕ

∂y
. (A10)

The dynamics of the inhomogeneous displacements are given by the dissipative force balance equations

ρ
∂2ux

∂t2
− η∇2 ∂ux

∂t
= ∂σxx

∂x
+ ∂σxy

∂y
, ρ

∂2uy

∂t2
− η∇2 ∂uy

∂t
= ∂σxy

∂x
+ ∂σyy

∂y
, (A11)

where the stresses are calculated as

σxx = C11

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)
+ C12

(〈
u0

yy

〉 + ∂uy

∂y
− u0

yy

)
+

[
f11

(
∂Px

∂x

)
+ f12

(
∂Py

∂y

)]
,

σyy = C11

(〈
u0

yy

〉 + ∂uy

∂y
− u0

yy

)
+ C12

(〈
u0

xx

〉 + ∂ux

∂x
− u0

xx

)
+

[
f11

(
∂Py

∂y

)
+ f12

(
∂Px

∂x

)]
, (A12)

σxy = C44

(〈
u0

xy

〉 + ∂ux

∂y
+ ∂uy

∂x
− u0

xy

)
+ f44

[(
∂Py

∂x

)
+

(
∂Px

∂y

)]
,

Equations (5), (A10), (A11), and (A12) are solved using finite
difference methods, assuming periodic boundary conditions
for displacements and polarizations. This will ensure a
macroscopically stress-free system. This can also be inferred
by performing spatial average of the stresses in (A12). Using
conditions (A5), it can be seen that 〈σij 〉 = 0.

APPENDIX B: DERIVATION OF CRITICAL
WAVE VECTORS

Here we derive the directions and magnitudes of possible
wave vectors of the modulated phase by solving the eigenvalue
problem in Eq. (17).

The modulated phase occurs when the smallest eigenvalue
ω− in (17) becomes negative. The function ω−(�k) can be
defined as the smallest root of the characteristic polynomial
for the matrix Mij in (17),

A0(�k) + A1(�k)ω− + A2(�k)ω2
− + · · · = 0, (B1)

where A0 = det[M],A1,A2, . . . are determined from the
matrix Mij in (17). Note that Eq. (B1) holds for all �k.
Differentiation of (B1) with respect to the components of the
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FIG. 9. (Color online) Schematics of the dependence of ω− on
the magnitude of the wave vector k and its direction θ for the case
where the minima are in the 〈01〉 direction.

wave vector yields

∂A0

∂ �k + A1
∂ω

∂ �k + ∂A1

∂ �k ω− + 2A2ω−
∂ω

∂ �k + ∂A2

∂ �k ω2
−

+ · · · = 0, (B2)

where we introduced the differential operator

∂

∂ �k =
{

∂

∂kx

,
∂

∂ky

}

The behavior of the function ω−(�k) is schematically plotted in
Fig. 9.

The critical vector �kmin �= 0 is defined by

ω−(�kmin) = 0,
∂ω−
∂ �k

∣∣∣∣�k = �kmin = 0, (B3)

In view of Eq. (B3), at the point �k = �kmin, Eq. (B2)
is reduced to ∂A0/∂ �k = 0. Thus, using Eqs. (B1)–(B3) the
conditions for the critical wave vectors may be formulated in
terms of determinant of the matrix M̂ governing the eigenvalue
problem:

det[M̂] = 0,
∂

∂ �k det[M̂] = 0. (B4)

Rather than simply applying condition (B4) to the matrix
[4 × 4] in (16) it is preferable to make simplifications to the
matrix. Specifically, the rank of the matrix can be decreased
from 4 to 3 if one uses the reference frame related to the wave
vector. In view of the high electrostatic energy associated with
longitudinal polarization gradients, the lowest eigenvalues of
(16) will correspond to transverse modes, in which �k · �P = 0.
This condition is automaticaly taken into account by making a
coordinate transform into the reference frame where the wave
vector �k and the polarization �P are directed along axes x1

and x2, respectively. In the x1x2 reference frame, the stability
problem has the form⎛

⎝M11 M12 M13

M12 M22 M23

M13 M23 M33

⎞
⎠

⎛
⎝P2

u1

u2

⎞
⎠ = ω

⎛
⎝P2

u1

u2

⎞
⎠ , (B5)

where

M11 = α + k2λ1 + k4λ2, M12 = 1
2k2sin(4θ )(f11 − f12 − 2f44),

M13 = k2[sin2(2θ )f11 − sin2(2θ )f12 + 2cos2(2θ )f44], M22 = 1
4k2{[3 + cos(4θ )]C11 + 2sin2(2θ )(C12 + 2C44)},

M23 = 1
2k2sin(4θ)(C11 − C12 − 2C44), M33 = − 1

4k2{[−1 + cos(4θ )]C11 + 2sin2(2θ )C12 − 4cos2(2θ )C44}. (B6)

Here k = |�k|, θ is the angle between �k and the crystallographic x axis. In polar coordinates, the condition (B4) may be written
in the form

det[M̂] = 0,
∂

∂k
det[M̂] = 0,

∂

∂θ
det[M̂] = 0. (B7)

For the matrix Mij with components defined by (B6), conditions (B7) are satisfied only in two cases:

θ = πN

2
, N = 0,1,2,3, kmin =

√
−λ1c44 + f 2

44√
2
√

λ2
√

c44

, α =
(
λ1c44 − f 2

44

)2

4λ2c
2
44

, (B8)

and

θ = π

4
+ πN

2
, N = 0,1,2,3, kmin =

√
C11 + C12 + 2C44

√
2λ1C11 − 2λ1C12 − f 2

11 + 2f11f12 − f 2
12√

−4λ2C
2
11 + 4λ2C

2
12 − 8λ2C11C44 + 8λ2C12C44

,

α =
(
2λ1C11 − 2λ1C12 − f 2

11 + 2f11f12 − f 2
12

)2

16λ2 (C11 − C12)2 . (B9)

Thus, function ω− (θ,k) has minima corresponding to the high symmetry directions θ = πN/2 [Eq. (B8)] or θ = π
4 + πN/2

[Eq. (B9)], where N = 0,1,2,3. We derive expressions for the values of ω− (k) in these two cases by substituting θ = 0 or θ = π
4

into Eqs. (B6).
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For the 〈01〉 orientation we obtain

M̂ 〈01〉 =

⎛
⎜⎝

(α + k2λ1 + k4λ2) 0 k2f44

0 k2C11 0

k2f44 0 k2C44

⎞
⎟⎠ , (B10)

from which we find

ω− (01) = α + k2

(
λ1 − f 2

44

C44

)
+ k4λ2. (B11)

For the 〈11〉 orientation we obtain

M̂ 〈11〉 =

⎛
⎜⎝

(α + k2λ1 + k4λ2) 0 1
2k2 (f11 − f12)

0 1
2k2 [C11 + (C12 + 2C44)] 0

1
2k2 (f11 − f12) 0 1

2k2 (C11 − C12)

⎞
⎟⎠ , (B12)

from which we find

ω− (11) = α + k2

[
λ1 − (f11 − f12)2

2 (C11 − C12)

]
+ k4λ2. (B13)

The dependence of ω− on the magnitude of k and the direction θ of the wave vector is schematically shown in Fig. 9.
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