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[Hopfield, 1982], [McEliece et al., 1987], [Venkatesh et al. 1989],
[Komlos et al., 1993], [Lee, 2001], [Muezzinoglu et al. 2003]

Problem: versatility causes low capacity
Out of $2^{n}$ possible binary vectors of length $n$, only $O(n)$ can be memorized
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- Ledrossuedrumbeds


All in all, we have a parity-check graph!

The Recall Phase
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## Coupling Neural Graphs



- Scedirfandion
frezelarctlinererors tothecored vic
- Remides.
- D: nuntre of plane
- L: number of dusters ineachpdare
- $\Omega$ : capdingwincow
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## Biological Appeals

- Sceirimandiofrometrecogitivede


## 'tle_dffes' (chorctel.


Mbdha et d., Cognitive computing, Communications of the ACM 2011.
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- VAterfietterctelidU $\left(z ; p_{e}\right)$ thetrestlempeety

$$
\mathrm{U}^{\prime}\left(z ; p_{e}\right)>0 \mathrm{f} \sigma p_{e}<p_{e}^{\dagger}
$$

- Define $p_{e}{ }^{\dagger}<p_{e}{ }^{*}$ to be the maximum $p_{e}$ for which

$$
\min _{z} \mathrm{U}\left(z ; p_{e}\right)>0
$$
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 pllefownequdedilie $p_{e}<p_{e}^{*}$.

- $\quad$ Ntethd $\operatorname{sincepe}{ }^{\dagger}<p_{e}{ }^{*}$ this means thd thecapledsystematperforns the uncapedsystem
 pleqfodmequedifile $p_{e}<p_{e}^{*}$.
- $\quad$ Ntethd $\operatorname{since} e_{e}{ }^{\dagger}<p_{e}{ }^{*}$ this means thd thecapledsystematperforns the uncapedsystem
- Thelower bandfor $\Omega$ provides a sufficient condition.
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- Rllamporcditilysiiiidmas

- Truesicdindeds

|  | $p_{e}^{\dagger}$ | $p_{e}^{*}$ |
| :---: | :---: | :---: |
| $e=1$ | 0.078 | 0.114 |
| $e=2$ | 0.197 | 0.394 |

## Ongoing Work
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 $W^{*} k=\operatorname{rank}(X)=O(n)$.

