Modeling 3D Magma Dynamics Using a Discontinuous Galerkin Method
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Abstract. Discontinuous Galerkin (DG) and matrix-free finite element methods with a novel projective pressure estimation are combined to enable the numerical modeling of magma dynamics in 2D and 3D using the library deal.II. The physical model is an advection-reaction type system consisting of two hyperbolic equations to evolve porosity and soluble mineral abundance and one elliptic equation to recover global pressure. A combination of a discontinuous Galerkin method for the advection equations and a finite element method for the elliptic equation provide a robust and efficient solution to the channel regime problems of the physical system in 3D. A projective and adaptively applied pressure estimation is employed to significantly reduce the computational wall time without impacting the overall physical reliability in the modeling of important features of melt and segregation, such as melt channel bifurcation in 2D and 3D time dependent simulations.
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1 Introduction

Generation and segregation of magma in the Earth and the interior of large planets has been a subject of intensive study in the Earth science community. Magma or melt can be generated by adiabatic decompressional melting during upwelling in the Earth’s upper mantle and segregation of melt involves two-phase flow in which low viscosity melt percolates through a much more viscous solid matrix [6]. During its upward migration, melt generated in the deeper part of the upwelling mantle will interact both thermally...
and chemically with the overlying mantle. Our understanding of magma generation and segregation is constrained by physical evidence based upon geological field observations of ophiolites, where sections of the Earth’s mantle have been uplifted and exposed at the surface. The key observation from these outcrops is the local depletion of a soluble mineral, orthopyroxene (opx). The elongated opx-depleted region, referred to as dunite in the geological literature, can be formed through a reactive infiltration instability, whereby highly porous regions form due to a positive feedback between melt percolation and dissolution of the soluble mineral opx in the solid. It has been suggested that high-permeability dunite channels act as conduits for focused flow, whereby melt may efficiently segregate from its source region while still maintaining its geochemical signature developed at depth. For further discussion we refer to [12, 13] and the references therein.

Previous numerical studies utilizing a low-order finite difference scheme was presented in [20], and demonstrated the localization of the melt flow into high porosity channels. However, this work does not explicitly account for the soluble mineral opx, whose presence is essential to the formation of dunite channels, nor does it consider the effects of upwelling. Further numerical studies incorporating upwelling of the mantle was presented in [19], although this work does not discuss the specific of numerical model used. In [17], a high-order accurate numerical model is presented based on the physical models presented in [9,18], which include upwelling, a porosity-dependent bulk viscosity, and an additional equation to track the opx abundance. [17] also assumes a formulation of local chemical equilibrium with negligible diffusion in the melt. Linear stability analysis of this system predicts the emergence of compaction-dissolution waves [9]. In addition to the channeling instability, these features present a formidable challenge for numerical modeling. This challenge was previously addressed by developing a high-order numerical method that provides accurate resolution at a reasonable cost. A high-order discretization consisting of a tensor product of the Fourier collocation [17] or a high-order finite difference scheme [15] in the horizontal direction and discontinuous Galerkin methods in the vertical direction was used.

However, all previous work have employed a two-dimensional model and an expansion to the three dimensional problem would require a substantial effort. Rather than attempting this, we explore the use of existing libraries and, in particular, the software library called deal.II, offering multiple options such a high-order elements, support for adaptivity and the flexibility of expressing the problem in a dimension independent way [4]. The main objective of the present study is to develop an efficient and accurate numerical model that can be used to study the interaction between the melt and solid mantle during melt migration in both 2D and 3D. Following [17] we explicitly track the evolution of the soluble mineral (opx) to understand the formation of the observed opx-depletions and their spatial and temporal relation to localized melt flow in regions of high permeability. We evolve the governing system by solving the pressure equation using the current porosity values, and then evolve porosity and opx. While this method works perfectly to study the characteristics of melt migration, there are two significant
bottlenecks in solving these problems in 3D. As the problem size increases, the memory footprint of the global pressure matrix significantly increases especially as the degree of the polynomial increases. The second issue is that the time required to solve the pressure equation significantly increases during the time evolution of porosity and opx. The first issue is addressed by using preconditioned matrix-free solution of finite element approximation for the pressure equation [14] and discontinuous Galerkin methods for the advection equations. Since all the operations in DG methods are local, there is no requirement to form a global matrix. The second issue is addressed by observing that the pressure only weakly affects the advection equations and an adaptive approach for solving the pressure equation is proposed to enable the solution of this global constraint only as needed. We shall also discuss the use of a projective pressure estimation to reduce computational cost of the iterative solver.

This paper is organized as follows. In Section 2 we outline the governing equations. In Section 3 we present the numerical discretization consisting of a discontinuous Galerkin scheme for the advection equation and finite element method for the pressure equation. This is followed by a description of projective pressure estimation methods to solve the pressure equation and derive an indicator to check the necessity of solving the pressure equation exactly. In Section 4 we show that results for 2D from transient numerical simulations match with what is predicted and observed in [17]. We then demonstrate melt channel bifurcation through transient numerical simulations in 3D under varying initial and inflow boundary conditions in porosity. Section 5 contains a brief summary and outlook.

2 Physical model

We consider a three-phase system with an interconnected melt or fluid phase and a solid that consists of an insoluble mineral, olivine (ol), and a soluble mineral, opx. We are interested in the spatial and temporal variations in the volume fraction of melt ($\phi_f$), opx ($\phi_{opx}$), and the pressure difference between the melt and the solid matrix or effective pressure $p$ in this system. The governing equations of the model system have been previously discussed in [2, 20], and later extended in [9, 17, 18] to incorporate upwelling, porosity-dependent bulk viscosity, and explicit tracking of opx. A reactive time scale was used in [9], whereas an upwelling time scale was used in [18]. Below we present the non-dimensionalized equations based on an upwelling time scale; we refer to [17, 18] for details of the non-dimensionalization and scaling.

The evolution of the melt fraction, $\phi_f$, and opx abundance, $\phi_{opx}$, are described by the mass conservation equations,

$$\frac{\partial \phi_f}{\partial t} = -\frac{\partial \phi_f}{\partial z} + \phi_f p + \delta \Gamma_{opx}$$

(2.1)
Darcy’s law yields the fluid velocity $v$ relative to the uniform solid upwelling velocity as

$$\phi_f v = R^{-1} \phi_n - \phi_f^3 (R^{-1} \nabla p - n_z)$$  (2.3)

where $n_z$ is the vertical unit vector. Coupling Darcy’s law to the momentum equation for solid matrix, one obtains the elliptic equation for the fluid-solid pressure difference $p$,

$$-\nabla \cdot [\phi_f^3 \nabla p] + \phi_f p = -R \frac{\partial \phi_f^3}{\partial z}$$  (2.4)

Finally, under the assumption of local chemical equilibrium, the dissolution rate, $\Gamma_{opx}$, is proportional to the Darcy flux, $\phi_f v$, and is computed algebraically as

$$\Gamma_{opx} = \phi_f (v \cdot n_z) 1 - \delta z^I_{opx}$$  (2.5)

where the indicator function $I_{opx}$ returns 1 if $\phi_{opx}$ is positive and zero otherwise. In this way, dissolution occurs only if the soluble mineral opx is present.

### 2.1 Parameter values, Initial and Boundary Conditions

Following [18], we use a sustained perturbation in porosity at the inflow boundary of the domain. We take the boundary condition to be a Gaussian pulse added to unity,

$$\phi_f(x; y; 0; t) = 1 + A_1 \exp(-100(x - \frac{x_{max}}{2})^2) + A_2 \exp(-100(y - \frac{y_{max}}{2})^2)$$  (2.6)

where at least one of $A_1$ and $A_2$ is non zero in the examples discussed in Section 4. For an initial condition we extend (2.6) across the entire vertical column, although results presented in this study are independent of the initial conditions except for the early time ($t < R$).

For the pressure equation we follow [9],

$$p(x, y, 0, t) = -\frac{\delta(1 + R)}{1 + (nR)^{-1}}$$  (2.7)
and zero Neumann condition at all the other boundaries. The input parameters used in this paper are listed in Table 1.

3 Numerical discretization

3.1 Numerical Schemes

To solve the system (2.1)-(2.7) we employ a discontinuous Galerkin (DG) scheme for the hyperbolic equations and continuous finite element method for the elliptic equation [14]. Time is discretized with an explicit, low storage, fourth-order Runge-Kutta (RK) scheme [7] which is simple to implement, requiring only function evaluations of the non-linear right-hand sides to (2.1)-(2.2). Unlike previous numerical studies [20], our model assumes local chemical equilibrium and thus explicit time stepping is not restricted by a large reaction rate constant. The terms limiting the time integration are the upwelling and dissolution terms in (2.1) and are typically of comparable magnitude. Proceeding by a method-of-lines approach, the spatial operations in the hyperbolic equations (2.1)-(2.2) are discretized to produce a system of differential-algebraic equations that are a function of time only. Each inner RK stage is concluded by discretizing the elliptic equation (2.4) with the updated value of $\phi_f$. As a solver, we use a matrix-free implementation of BiCGStab iterative method for the elliptic equation [16].

3.2 Full Numerical Method

The domain $\Omega$ is triangulated into $K$ non overlapping elements such that

$$\Omega \simeq \Omega_h = \bigcup_{k=1}^{K} D^k$$  \hspace{1cm} (3.1)

The function space $V_h$ is defined as element wise discontinuous polynomials of degree $N$ such that

$$V_h = \{ v_h \in L^2(\Omega) : v_h|_k \in P^N(k) : \forall k \in \Omega_h \}. \hspace{1cm} (3.2)$$

We look for solutions $\phi_f^h$, $\phi_{opx}^h$ and following the procedure in [11], the semi-discrete form of the porosity evolution (2.1) is

$$\int_{D^k} v_h \partial_t \phi_f^k \, dx - \int_{D^k} \phi_f^k \nabla v_h \, dx = - \int_{\partial D^k} v_h (\phi_f^k)^* n_e \cdot n_z \, dx + \int_{D^k} \nu p \phi_f^k \, dx + \int_{D^k} \delta \Gamma_{opx} \, dx \hspace{1cm} (3.3)$$

We choose an upwinding flux as

$$\phi^{k,-}_{f^h}(\phi^{k,-}_{f^h},\phi^{k,+}_{f^h}) = \phi^{k,-}_{f^h}, \quad n_z \cdot n_e \geq 0$$

$$= \phi^{k,+}_{f^h}, \quad n_z \cdot n_e \leq 0 \hspace{1cm} (3.4)$$
The opx evolution equation is discretized in a similar fashion

\[
\int_{D_k} v_h \partial_t \phi_{opx}^k d\mathbf{x} - \int_{D_k} \phi_{opx}^k \nabla v_h d\mathbf{x} = -\int_{\partial D_k} v_h (\phi_{opx}^k)^* n_z d\mathbf{x} - \int_{D_k} \frac{\phi_f^0}{\Omega_{opx}} (1-\beta) v_h \Gamma_{opx}^k d\mathbf{x}
\]  

(3.5)

To verify the performance of the DG scheme we take the same parameter and domain setup as in the previous section, and assume an exact, steady solution as

\[
\phi_f(x,y,z,t) = \exp(0.04z)(1+0.1\cos(2\pi(x+y)))
\]  

(3.6)

\[
p_e(x,y,z,t) = p_0 + 0.1\cos(2\pi(x+y))z\sin(0.75\pi z)
\]  

(3.7)

Substituting these exact solutions into (2.1) and (2.4) yields a residual for each equation that is in turn added back to the equations, guaranteeing the exact solution. We integrate this system to steady state with very small time steps. From the general analysis of the DG method [11] we expect the error of the scheme to diminish as a polynomial function of the size of the element \( h \). This is confirmed in Fig. 1, where it is seen that the \( L^2 \)-error decays as \( h^{(N+1)} \) where \( N \) is the degree of polynomial. Lastly, the elliptic equation is a modified Helmholtz equation which we choose to discretize using a standard finite element method, yielding the scheme

\[
\int_{\Omega} \phi_{opx}^3 \nabla p_h \nabla v_h d\mathbf{x} + \int_{\Omega} \phi_{opx}^3 p_h v_h d\mathbf{x} = \int_{\Omega} -R \frac{\partial \phi_{opx}^3}{\partial z} v_h d\mathbf{x}
\]  

(3.8)
Table 2: Comparison of memory requirements for the pressure equation

The pressure equation is solved using a BiCGStab matrix-free solver [14,16] with the well known advantage of requiring less memory and eliminating the time for assembling. Table 2 gives a comparison between matrix-free methods and sparse matrix memory requirements.

Table 3: Comparison of memory requirements for the pressure equation

<table>
<thead>
<tr>
<th>#Cells</th>
<th># dofs</th>
<th>Memory Consumption (MB)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6,400 (2D)</td>
<td>25,921</td>
<td>3.28</td>
</tr>
<tr>
<td>40,000 (2D)</td>
<td>160,801</td>
<td>20.50</td>
</tr>
<tr>
<td>384,000 (3D)</td>
<td>3,136,441</td>
<td>1581.07</td>
</tr>
</tbody>
</table>

3.3 Projective Pressure Estimation

While matrix free methods offer distinct advantages for solving large problems, the time to solve the pressure equation efficiently remains a bottleneck. Table 3 gives a distribution of wall clock times for the major tasks to be performed until opx channel is formed for a 2D case. As with most multi-phase flows, the advection equations weakly depend on pressure. Therefore, the computational wall time can be significantly reduced if the pressure is solved only when necessary. Such ideas have been pursued with solving the pressure equation once per fixed number of time steps [1] or utilizing the particular form of elliptic equations [8]. In this work we explore an adaptive indicator of the pressure equation, driven by a user defined tolerance $\delta^*$, and use this indicator along with a projective pressure estimation to estimate the pressure for cases where an exact solver is not required.

<table>
<thead>
<tr>
<th>Section</th>
<th># calls</th>
<th>Wall Time (s)</th>
<th>% Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Assemble + Solve Hyperbolic Equations</td>
<td>1,000</td>
<td>1.16e+03</td>
<td>21%</td>
</tr>
<tr>
<td>Assemble Pressure RHS</td>
<td>1,000</td>
<td>150</td>
<td>2.7%</td>
</tr>
<tr>
<td>Output</td>
<td>200</td>
<td>76</td>
<td>1.4%</td>
</tr>
<tr>
<td>Assemble+Solve Pressure</td>
<td>1,000</td>
<td>4.08e+03</td>
<td>74%</td>
</tr>
</tbody>
</table>

Table 3: Wall time distribution for major segments to evolve the system

Let $P^{n+1}$ be the pressure at the time step $n+1$ at which the pressure is needed and let $P^n$ be the last time step at which the pressure was calculated through a global solve. We denoted by $P = [P^n P^{n-1} P^{n-2} \ldots P^{n-(n_{pp}-1)}]$ as the matrix of previous solutions and $n_{pp}$ is the number of previous solutions we have collected. We assume that these vectors are orthonormalized. Let $A^{(n)}$ be the matrix that is generated by the numerical discretization of the elliptic operator and $f^n$, the right hand side at time step number $n$. 
If the tolerance of the iterative solver is given by $\epsilon$, then $P^n$ is the solution of the discretized PDE given as

$$||A^n P^n - f^n|| < \epsilon$$

Let

$$||A^{(n+1)} P_{n+1} - f^{n+1}|| = \delta$$

and assume that $P_{n+1} = P \tilde{\alpha}$, i.e. a simple linear combination of past pressure computations but with their linear combination recovered by satisfying the pressure problem at the current stage. If $P^{n+1}(x)$ does not vary rapidly or randomly with time, this linear combination should offer a good approximation, obtained at a limited cost. To gauge the accuracy of the projective pressure estimation, we need to find a criterion to decide if $P^{n+1}$ can be expressed through $P = [P^n; P^{n-1}; P^{n-2}; \ldots]$ or a full solution is required.

Generally we shall require

$$||P^{n+1} - P^n|| < C \delta^s$$

where $C$ is a constant. Since we do not know $P^{n+1}$ we will estimate it in terms of known quantities.

$$||P^{n+1} - P^n|| = ||A^{(n+1)} f^{n+1} - P^n||$$

$$= ||A^{(n+1)} f^{n+1} - A^{(n+1)} A^{(n+1)^{-1}} A^{(n+1)^{-1}} P^{n+1}||$$

$$\leq ||A^{(n+1)^{-1}}|| ||A^{(n+1)} P^n - f^{n+1}||$$

$$\leq C \delta^s$$

where $C = ||A^{(n+1)^{-1}}||$ and the user defined tolerance $\delta^s$ that can be checked in terms of known quantities is given by

$$||A^{(n+1)} P^n - f^{n+1}|| < \delta^s$$

This criterion is cheap to check as it involves just one matrix-vector multiplication. Table 4 gives the average number of iterations for an 80 x 80 mesh for various choices of $n_{pp}$.

In the present study we take $P = [P^n; P^{n-1}; P^{n-2}; \ldots]$. Going further, since the porosity depends weakly on the pressure, we can further improve the computational speed by

<table>
<thead>
<tr>
<th>$n_{pp}$</th>
<th>Average # of iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>313</td>
</tr>
<tr>
<td>2</td>
<td>112</td>
</tr>
<tr>
<td>3</td>
<td>82</td>
</tr>
<tr>
<td>4</td>
<td>73</td>
</tr>
</tbody>
</table>

Table 4: Average number of iterations to solve the pressure equation with an initial guess using $n_{pp}$ previous solution vectors $P$.
solving the pressure equation exactly only when the residual $\delta$ is greater than the user defined tolerance $\delta^*$ and use the projected solution otherwise.

To summarize, details of the algorithm using projected pressure estimation to compute the pressure based on the user defined tolerance is given Algorithm 1.

Table 5 gives the computational time to solve the given set of equations until $\text{opx}$ becomes zero for a $40 \times 40$ mesh. We can see from the table that even though the number of calls to solve the pressure equation is less than 10\% for $\delta^* = 0.25$ as compared to solving the pressure equation at every time step, the gain in computational time is approximately six times. This is due to the the average number of iterations to solve the pressure equation increases as the projected solution slowly drifts further away from the actual solution. Fig. 2 gives a graphical comparison of the solutions at various times for various choices of $\delta^*$.

## 4 Results from numerical simulations

To demonstrate the accuracy, efficiency, and flexibility of the numerical scheme developed for the magma dynamics problem outlined in this study, we first present a set of examples of transient 2D simulations and compare our results with those reported in [18]
Figure 2: Time variation of solutions with sustained inflow perturbation for $\delta^* = 0, 0.05, 0.15, 0.25$. Top: Fluid Fraction. Bottom: opx fraction. From left to right, $t = 0.25, 0.625, 1.0$

for the same initial and boundary conditions. To further demonstrate the advantages of the numerical scheme, we then expand our simulations to 3D and briefly discuss their geological implications.

## 4.1 Magma Dynamics in 2D

The structure of steady-state high-porosity melt channels and their associated lithologies have been widely studied using high order accurate numerical methods in 2D [15, 17, 18]. High order methods were employed to resolve the spatial variations of porosity and soluble mineral opx to the required numerical accuracy. Schiemenz and coworkers [17, 18] developed a mixed Fourier collocation - discontinuous Galerkin method for the magma dynamics problem described by Eqs. (2.1) - (2.7). In [18], extensive sets of 2D numerical simulations of high-porosity dunite channel formation in a domain of $1 \times 2$ dimensionless units (horizontal vs. vertical) were presented. The chosen width admits a minimum resolvable horizontal wave number of $k = 2$, placing the problem in a regime stable to porosity perturbation. Therefore we expect a steady state solution to exist. To form
Figure 3: Steady State solutions with sustained inflow perturbation as given in case 2. Top: Fluid Fraction. Bottom: opx fraction. From left to right, $A = 0.05, 0.1, 0.2, 0.4, 0.8$

high-porosity dunite channel in the stable regime, [18] imposed the following boundary condition at the inflow ($z = 0$):

$$\phi_f(x,y,0,t) = 1 + A \exp\left(-100(x-\bar{x}_{\text{max}})^2\right)$$

where $A$ is the amplitude of the Gaussian-shaped porosity at $z = 0$. According to the 2D numerical simulations of [?], the imposed boundary condition (2.6) results in high porosity channels in the upper part of the simulation domain. Across the high porosity channel, large horizontal gradients in porosity, $\phi_f$, and opx fraction, $\phi_{\text{opx}}$, are observed. In their numerical simulations, [18] uses 6th order DG elements in the vertical dimension and a Fourier collocation scheme in the horizontal direction. This method consists of a uniformly high order method in the whole domain even though the prominent characteristics of $\phi_f$ and $\phi_{\text{opx}}$ are in a small region near the channel boundary.

To compare with the 2D results of [18], we re-run a set of 5 simulations presented in Fig. 7 of [18] for the amplitude $A = \{0.05,0.1,0.2,0.4,0.8\}$ using the numerical scheme developed in this study. To better and more efficiently resolve large horizontal gradients, we use a highly non-uniform mesh. The advantage of such a variable mesh results is the reduction in the computational wall time. We can also consider a relatively low order method with this variable mesh to efficiently resolve the dynamics of the problem. In this case, spatial refinement gives the required numerical accuracy achieved through
high order methods previously. Therefore, to negate the shortcomings in the numerical methods of [15, 17, 18], we need numerical methods where there are no restrictions on element size and local approximation. For this reason, we use discontinuous Galerkin and finite element methods with a refined mesh near the channels and a coarse mesh otherwise. Fig. 3 displays steady-state distributions of the porosity ($\phi_{\text{opx}}$, lower panels) and soluble mineral abundance ($\phi_{\text{opx}}$, lower panels) in the 2D domain for the five cases. These results agree very well with those reported in [18], including channel geometry (e.g., its width and depth), compacting boundary layers outside the high-porosity channels (deep blue regions in the upper panels), and melt channel bifurcation (two red branches within the dunite channels, upper panels). The larger perturbation or amplitude at inflow implies greater lateral porosity gradient leading to deeper and wider dunite channels. The total number of degrees of freedom in these cases are 15,750.

4.2 Magma Dynamics in 3D

All the simulations reported so far in literature are in simple 2D geometries. However, to compare with real field observations, we need to consider simulations in 3D. Extending the tensor product of Fourier collocation and discontinuous Galerkin method in 2D [?, ?] may require a substantial effort. The numerical analysis library, deal.ii, makes it very easy to transform our code from 2D to 3D as the flux terms are treated in a dimension independent manner where lines and surfaces can be easily interchanged. A variable mesh becomes all the more important in 3D to control the overall cost. With a variable mesh, the number of degrees of freedom are substantially less than a uniform grid with a collocation method in the x and y direction. These factors result in a substantial improvement from previous numerical methods to solve magma dynamics problems in 3D. Fig. 4 shows the development of a tabular high-porosity dunite channel in 3D at three selected times and for the sustained inflow porosity

$$\phi_f(x,y,0,t) = 1 + 0.15\exp\left(-100\left(x - \frac{x_{\text{max}}}{2}\right)^2\right)$$

The computation domain is $1 \times 1 \times 2(x,y,z)$. Since the initial and boundary conditions are extended in the y direction (by one dimensionless unit), we observe the channel formation to be uniform along the y direction. Fig. 5 shows that the channel geometry, compacting boundary layer (deep blue regimes outside the tabular channels), and melt channel bifurcation are well resolved. Steady state is established for $t > 2$. The degrees of freedom for this case are 704,000 with a non-uniform mesh as compared to a uniform mesh which would require 2,560,000 degrees of freedom to get the same channel features. In terms of physical features, the example shown in Fig. 5 is effectively 2D. To further demonstrate the advantages of our numerical method and importance of 3D simulations, we consider a simple 3D problem in a $1 \times 1 \times 2$ domain in which two sustained Gaussian perturbations in porosity at the inflow (bottom plane) are perpendicular to each other.
\[ \phi_f(x,y,0,t) = 1 + 0.1\exp(-100(x - \frac{x_{max}}{2})^2) + 0.1\exp(-100(y - \frac{y_{max}}{2})^2) \]

From 2D analysis, we know that the amplitude and shape of the perturbation at the boundary strongly affects the formation and characteristics of dunites in the stable regime. Fig. 5 shows that when the system reaches a pseudo steady state, there is a deeper cylindrical shaped channel at the center because of the higher amplitude of the Gaussian perturbation and 4 tabular channels in x and y because of the perturbations in each dimension respectively. Fig. 5 plots the snapshots of \( \phi_f \) and \( \phi_{opx} \) at 3 different times prior to the solution reaching steady state. The spatial distribution of high-porosity melt channels and dunite channels in the Earth’s interior is an important geological problem. Whether the 3D shape of dunite channels in the Earth’s interior is tabular or cylindrical and if they are correlated with inflow perturbation are still not known. The numerical method developed in this study can be used to better characterize the geometry and spatial distribution of dunite channels in geologically more realistic settings, a topic that we are actively pursuing.

## 5 Summary

In this paper, a combined discontinuous Galerkin method and a finite element methods have been developed for the equations of magma dynamics describing the physical models presented in [9,17,18]. This model includes a porosity-dependent bulk viscosity term, a solid upwelling term and a hyperbolic equation to track the fraction of the dissolvable mineral opx. Our numerical implementation consists of a upwinding discontinuous Galerkin method for the advection equations and a classic finite element method for the elliptic equation. A projective pressure estimation was used to improve the computational time by making a better initial guess or by using an indicator to decide when to solve the pressure equation. This method is well-suited to study 3D channel regime characteristics which are predicted by linear analysis. Transient numerical simulations in 3D reveal new insight into the mantle heterogeneity. Future work involves extending these results to the wave regime and also study if projective pressure estimation methods can be applied to other weakly coupled hyperbolic-elliptic equations.
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Figure 4: Time variation of solutions with sustained inflow perturbation that is uniform along y. Top: Fluid Fraction. Bottom: opx fraction. From left to right, t = 0.0, 1.2, 2.4

Figure 5: Time variation of solutions with sustained inflow perturbation in both x and y directions. Top: Fluid Fraction. Bottom: opx fraction. From left to right, t = 0.0, 1.2, 2.4


