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1. INTRODUCTION
We discuss here a decisional framework for human-robot in-
teractive task achievement that is aimed to allow the robot
not only to accomplish its tasks but also to produce behav-
iors that support its engagement vis-a-vis its human partner
and to interpret human behaviors and intentions. We have
adopted a constructive approach based on effective individ-
ual and collaborative skills. The system is comprehensive
since it aims at dealing with a complete set of abilities ar-
ticulated so that the robot controller is effectively able to
conduct a collaborative task with a human partner in a flex-
ible manner These abilities include geometric reasoning and
situation assessment based essentially on perspective-taking
and affordances, management and exploitation by the robot
of each agent beliefs (human and robot) in a separate cog-
nitive model, human-aware task planning and human and
robot interleaved plan achievement.

2. FRAMEWORK
Figure 1 illustrates the main concepts on which the system is
built. Collaboration happens as a consequence of an explicit
request of the human to satisfy a goal or because the robot
finds itself in a situation where it is useful if not manda-
tory. In both cases, the robot has a goal to satisfy. An
important issue is the notion of engagement, a process in
which the robot will have to establish, maintain and termi-
nate a connection with a human partner. This covers goal
establishment, selection of an incremental refinement of the
task that is intended to be achieved, and execution control
including monitoring, and even influencing, human task per-
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Figure 1: The conceptual framework: Human and
Robot share task and space. They are in a mutual
observation situation. Robot explicity reasons about
the fact that it is (or has to be) perceived by its
human partner. Planning is performed at high-level
symbolic as well as as geometric level

formance and his/her commitment to the goal. The human
involvement may range from a direct participation to the
task achievement, to a simple “acceptance” of robot activity
in his/her close vicinity.

Our robot is controlled by a three layer architecture [1]. We
describe in the sequel the main activities performed by the
robot controller (Figure 2.): (1) Situation assessment and
context management (2) Goals and plans management (3)
Action refinement, execution and monitoring. Other deci-
sional activities, such as situated dialog ([9, 4], not presented
here) have been developed that use the same set of compo-
nents.

2.1 Situation Assessment and
Context Management

Geometric reasoning plays a central role in our architec-
ture. It is performed by a component called SPARK (Spa-
tial Reasoning and Knowledge [12]). It is responsible for
geometric information gathering and it embeds a number
of decisional activities linked to abstraction (symbolic facts
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Figure 2: Architecture of the robot control system

production) and inference based on geometric and temporal
reasoning. SPARK maintains all geometric positions and
configurations of agents, objects and furniture coming from
perception and previous or a priori knowledge. Reasoning
about human perspective allows to compute facts such as:
GREY TAPE isBehind HUMAN1, GREY TAPE isVis-
ibleBy HUMAN1.
Monitoring human activity is crucial to maintain a coherent
state of the world. Full human action and activity monitor-
ing is a difficult task that requires knowledge and reasoning
both on high level facts like goals, intentions and plans, as
well as bottom-up data from agent and object motions. Sim-
ple temporal and geometric reasoning on human hand tra-
jectories and potential objects placements can provide some
useful clues for high level human monitoring processes.
The facts produced by the geometric and temporal reason-
ing component are stored in a central symbolic knowledge
base, called ORO. Besides acting as a facts database, the
ORO platform [3] exposes several functions: operations on
knowledge statements relying on inference (through a con-
tinuous first-order logic classification process), management
of per-agent symbolic models, and also higher cognitive and
human-robot interaction related functionalities like catego-
rization of sets of concepts and natural language ground-
ing [4].

2.2 Goal and Plan Management
In order to devise how a given goal can be accomplished,
the robot has to elaborate a plan, i.e. a set of actions to be
achieved by itself and its human partners. This is the role of
HATP [2] (for Human Aware Task Planner). HATP is based
on a Hierarchical Task Network (HTN) refinement which

performs an iterative task decomposition into sub-tasks until
reaching atomic actions [7]. One key feature is that HATP is
able to produce plans for the robot actions as well as for the
other participants (humans or robots). The resulting plan,
called “shared plan” is a set of actions that form a stream
for each agent involved in the goal achievement. Depending
on the context, some “shared plans” contain causal relations
between agents. It can be tuned by setting up different costs
depending on the actions to apply and by taking into account
a set of constraints called social rules. This tuning aims at
adapting the robot behavior according to the desired level
of cooperation of the robot [2]. Depending on the context
and on the shared plan elaborated by HATP for a given
goal, the robot controller decides to execute an action or to
ask its human partner to do it. Actions feasibility by the
human or the robot could be regularly reconsidered based
on reachability/visibility constraints.

2.3 Action refinement,
Execution and Monitoring

Let us take a simple example to illustrate a full run of the
system. We assume here that the robot (and the human)
has been given the joint goal “CLEAN TABLE”. For HATP,
this means putting all tapes that are currently on the table
in the trashbin. Depending on the state of the world and
agent preferences, different plans are produced.
There is only one tape on the table and it is is reachable
only by the robot while the trashbin is reachable only by
the human.
Figure 2.3 illustrates the main processes occurring during
a multi-step human-robot collaborative goal achievement.
The plan produced is quite straightforward and is shown in



Figure 3: The main processes occurring during a multi-step human-robot collaborative goal achievement



the third row called “Goal and Plan”. It consists in 4 suc-
cessive actions involving the robot and the human. Robot
grasps the tape and then places it on the table at a position
where it is visible and reachable for the human. Human then
is asked to pick the tape and to throw it in the trashbin.
The first row, named “Cameras”, shows several snapshots
corresponding to various execution steps. Snapshot 1 corre-
sponds to the initial situation. Snapshots 2, 3, 4 and 5 give
the state after the successive achievement of the four actions
in the plan. The second row, named “3D Model”, shows the
display of SPARK at the same instants. The fourth row,
called “Robot Speech Acts”, illustrates robot speech acts
produced along the execution to inform the human partner
about goal and plan creation and status and to verbalize
the actions that the human is asked to execute. The fifth
row illustrates robot knowledge on itself and on the objects.
The sixth row illustrates the robot knowledge about the hu-
man state. The seventh row gives ongoing robot action with
action preconditions and effects assessment as well as mo-
tion execution tasks. The eighth row gives ongoing human
action with action preconditions and effects assessment and
monitoring activity.
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Sidobre, R. Alami Synthesizing Robot Motions
Adapted to Human Presence. A Planning and Control
Framework for Safe and Socially Acceptable Robot
Motions International Journal of Social Robotics
Volume 2, Issue 3, pp 329-343, 2010

[12] E. A. Sisbot, R. Ros, and R. Alami. Situation
assessment for human-robot interaction. In 20th IEEE
International Symposium in Robot and Human
Interactive Communication, 2011.

[13] E. A. Sisbot, and Rachid Alami A Human-Aware
Manipulation Planner IEEE Transactions on Robotics

”
ISSN : 1552-3098, Digital Object Identifier :
10.1109/TRO.2012.2196303, 2012.


