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ABSTRACT
While anthropomorphism in human-robot interaction is of-
ten discussed, it still appears to lack formal grounds. We
recently proposed a first model of the dynamics of anthropo-
morphism that reflects the evolution of anthropomorphism
in the human-robot interaction over time. The model also
accounts for non-monotonic effects like the so-called novelty
effect.

This contribution proposes to build upon this model to
investigate the cognitive correlates induced by a sustained
human-robot interaction and we present here our initial ideas.
We propose to distinguish three cognitive phases: pre-cognitive,
familiarity-based, and adapted anthropomorphism, and we
outline how these phases relate to the phenomenological evo-
lution of anthropomorphism over time.

1. INTRODUCTION
We recently presented a new model of anthropomorphism

that focuses on the dynamics of this phenomenon [1].
Many robotics researchers tend indeed to believe that an-

thropomorphism describes a static set of human-like features
of a robot (like shape, speech capabilities, facial expression).
We refer to these characteristics as the anthropomorphic de-
sign of the robot [2]. Anthropomorphism, on the other hand,
refers to the social phenomenon that emerges from the in-
teraction between a robot and a user. According to Epley
et al. [3], this includes for instance emotional states, motiva-
tions, intentions ascribed by the user to the robot. As such,
anthropomorphism is fundamentally dynamic.

Based on a literature review which was previously pub-
lished [2], a long-term field study in a natural environment [4],
as well as two on-going child-robot experiments [5], we be-
lieve that anthropomorphic effects (i.e. the observable man-
ifestations of anthropomorphism) not only evolve over time,
but that they do so in non-monotonic ways. We show here
how they also reflect cognitive processes experienced by the
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human peer when interacting with the robot.
In the following sections we first describe our model of the

dynamics of anthropomorphism. We then adopt a cognitive
perspective on anthropomorphism, and outline how the dy-
namics of anthropomorphism can be interpreted from this
viewpoint.

2. DYNAMICS OF ANTHROPOMORPHISM
Figure 1 represents the phenomenological model of the

long-term dynamics of anthropomorphic effects that we call
the dynamics of anthropomorphism [1]. The model is split
into three phases, depicted in different shades on the figure.

In this model, anthropomorphism is quantified by a nor-
malized level of anthropomorphic effects: because anthro-
pomorphic effects are not quantified on an absolute scale,
we present them as a normalized value, that spans from a
minimum (no anthropomorphic effects) to a maximum (cor-
responding to the novelty effect peak on Figure 1). The ac-
tual maximum value of anthropomorphic effects depends on
each unique combination of human, robot and several other
factors we introduce below, and thus varies. The general
shape of the model remains however the same and depicts
the evolution of anthropomorphism over time, i.e. the gen-
eral dynamics of anthropomorphism.

The model takes into account the duration of the interac-
tion, the nature of the interaction, as well as acquired expe-
rience and familiarization mechanisms. We also formally in-
troduce a so-called novelty effect that models the first phase
of human-robot interaction, during which a specific increase
of anthropomorphic interactions is observed. We focus on
long-term interaction, i.e. direct (non-mediated), repeated
interaction with the same robot, over an extended period of
time (typically longer than a week).

Initialization
During this short phase (which lasts from a couple of seconds
to a couple of hours), an increase of anthropomorphic effects
is observed, from the initial capital of anthropomorphism to
a peak of anthropomorphic manifestations that corresponds
to the maximum of the novelty effect.

The initial capital of anthropomorphism describes the ini-
tial potential for the robot to be anthropomorphized by the
human user in a given situation. This potential depends
on several factors. It has been shown, for instance, that
some people tend to anthropomorphize more than others,
that some situations induce anthropomorphism more than
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Figure 1: The dynamics of anthropomorphism. We distinguish three main phases: initialization, familiariza-
tion and stabilization, preceded by a pre-interaction phase. In the pre-interaction phase, users build an initial
capital of anthropomorphism (ICA). Once the interaction starts, the level of anthropomorphism increases due
to the novelty effect, and then decreases to reach a stabilized level of anthropomorphism (SLA). During the
interaction, unpredicted behaviors of the robot (disruptive behaviors) may lead to local increase of the level
of anthropomorphism.

others, that children tend to anthropomorphize more than
adults, and that some cultures are notorious for their anthro-
pomorphic religions and worldviews [3]. Also the shape and
design of the robot play a role, and the context in which the
interaction takes place. Our model of anthropomorphism
takes these determinants into account and initializes the
level of anthropomorphic interactions between a human and
a robot to a value that we call initial capital of anthropomor-
phism (ICA). The ICA describes the first (real or imagined)
contact to a robot. In this stage of pre-interaction, people
form initial expectations toward the robot and imagine how
they will use it / interact with it.

We build the ICA on three main factors that a priori
determine the potential that a robot will be anthropomor-
phized:

1. Human-centered factor : The personality and indi-
vidual traits of the human user: Psychological charac-
teristics / determinants that influence a person’s ten-
dency to anthropomorphize artifacts [6]. Other indi-
vidual traits and demographic aspects are comprised
(e.g. age, gender, cultural background, professional back-
ground).

2. Robot-centered factor : The robot’s design and how
it appears to the human user. Characteristics of the
robot’s form, behavior, and interaction modalities (an-
thropomorphic design) [7].

3. Situation-centered factor : The real or imagined pur-
pose of the robot, including the situational context in
which it is used, as well as the task context and role in
which the robot is used / experienced (environmental
context) [8].

By taking the purpose of a robot into account, we sug-
gest that the real or imagined context in which a robot is
used and the interaction that this usage brings along, im-
pacts how far the robot will be attributed human-like char-
acteristics. We draw on findings such as presented in Joosse
et al. [8]. The authors showed for instance that when the
same robot (NAO) is used in a different task context (clean-
ing task vs. tour guide), users ascribe different “personali-
ties” to the robot. In general, a robot which is imagined to
be used in a social, entertaining or playful context leads to
a higher ICA than a robot which is used for a routine or
focused task (security, rescue, etc.). This idea also receives
support from Goetz & Kiesler’s work that revealed that peo-
ple prefer a serious robot for serious tasks and a less serious
robot for more playful tasks [9, 10]. Also, we suggest that
the environmental context in which people experience and
interact with the robot impacts the ICA. For instance, sev-
eral friends interacting simultaneously with the robot might
lead to increased ICAs, due to increased human-human so-
cial interactions (the robot might be perceived to be part
of the social interaction, and in turn attributed human-like
qualities) [11].

Familiarization
The second phase in the dynamics of anthropomorphism
lasts longer (up to several days) and models the process
of the human getting acquainted to the robot: by obser-
vation and interaction, the human builds a model of the
robot’s behavior that allows him/her to predict the robot’s
actions. We observe a decrease of anthropomorphic effects
during this phase, that we explain by the acquired ability
to predict the behavior of the robot: the initial apparent
behavioral complexity vanishes, and the robot is considered



more and more as a tool.

Stabilization
The stabilization phase spans over a longer period of time.
The level of anthropomorphic effects tends to stabilize, to
reach a stabilized level of anthropomorphism (SLA). The
SLA may be zero (no anthropomorphic effects observed any-
more), but it may also remain at a higher level. The Stabi-
lized Level of Anthropomorphism describes hence the long-
term lasting, sustained level of anthropomorphism.

We proposed that the ICA is built on three factors: user’s
personality, robot’s design and interaction purpose (or in-
teraction context). The user’s personality and the context
of use do also influence the SLA. In particular, it appears
that the user’s level of acquaintance with technologies plays
an important role in long-term tendency to anthropomo-
phize [4] (people more familiar with technology understand,
and hence predict, better the behavior of the robot, which
in turn leads them more frequently to ultimately consider
the robot as a simple tool).

The robot’s design, on the other hand, plays a more sub-
tle role, and strong initial anthropomorphic design does not
mandate high SLA: lasting anthropomorphic effects have
been observed on non-anthropomorphic robots (like the iRobot
Roomba [4] or the military iRobot PackBot1), and on the
contrary, anthropomorphic designs can lead to higher ex-
pectation deceptions, resulting in the robot not being used
anymore.

Note that the Initial Capital of Anthropomorphism and
the Stabilized Level of Anthropomorphism are generally not
correlated: one individual may have high potential of an-
thropomorphizing (high ICA) at first sight of a good-looking
humanoid robot, and get disappointed by the actual abilities
of the robots, down to routine, non-anthropomorphic, inter-
actions (low SLA), while another user with the same high
ICA may, for instance, creates lasting affective bonds with
the same robot, and keeps anthropomorphizing it (higher
SLA).

3. COGNITIVE INTERPRETATION
We provide in this section a tentative interpretation of an-

thropomorphism in terms of cognitive correlates. We warmly
welcome the feedback and comments from both the cognitive
sciences and robotics communities to further discuss these
findings.

We propose three different cognitive phases (Figure 2),
which do not directly match the previously presented three
phases of anthropomorphism but are still related.

Explanations for anthropomorphism
Anthropomorphism represents just one of many examples of
induction whereby “people reason about an unknown stimu-
lus based on a better-known representation of a related stim-
ulus” [3], in this case reasoning about a non-human agent
based on representation of the self or other humans.

According to Lee et al. [12], there are two main perspec-
tives in explaining people’s tendency to anthropomorphize.
First one explains anthropomorphism from the design of the

1Rodney Brooks has reported in keynotes that occasionally
soldiers would give a name to their PackBot and require it
to be repaired instead of being replaced by another one in
case of incident.

artifact. It assumes that humans directly respond to life-
like or social cues that an object or system emits, without
thoughtful mental processing, by simply applying stereo-
types and heuristics to it. In fact, from early childhood
on, humans are inherently well-trained to perceive life [6].
Schmitz [13] describes that within the visual scope of de-
sign, the outer appearance can have an important impact
on the overall perception of an object. The basic assump-
tion here is that if an artifact appears much like a human,
it is likely to be treated similar to a human. If this expla-
nation of anthropomorphism is correct, people may respond
automatically to social cues emitted by a robot, and apply
human-human social schemas and norms to these interac-
tions.

The second perspective applies a human-centered, cogni-
tive viewpoint where anthropomorphism is described through
people’s specific mental model they construct about how an
artifact works the way it does. We then anthropomorphize
because it allows us to explain things we do not understand
in terms that we do understand, and what we understand
best is ourselves as human beings. This is consistent with
the familiarity thesis [14] which claims that we understand
the world based upon a mental model of the world that
we are most familiar with. Consequently, people tend to
thoughtfully develop a mental model of agents in their envi-
ronment and make inferences about it based on what is fa-
miliar to them – humans and human behavior, for instance.
This point of view implicitly builds on a person’s ability to
attribute mental states to oneself and others (i.e. the avail-
ability of a theory of mind [15] – the link between a tendency
to anthropomorphize and the engagement in the attribution
of mental states to other humans has been recently demon-
strated at the brain level in [16]). A theory of mind for
other agents enables us to attribute intentionality to those
agents [17, 18]. Previous research examined the validity of
the mental model concept with various kinds of robots [13,
19]. Findings suggest that people tend to hold richer mental
models of anthropomorphic robots in contrast to mechanic
ones [19].

Cognitive Processes and Phases
The main underlying cognitive process in anthropomorphism
is understood as perceiving and reasoning about something
non-human and unfamiliar based on one’s representation of
the familiar and well-known concept of being human [3].
This led us to interpret the phases of anthropomorphic in-
teractions as parallel cognitive phases (Figure 2).

The so-called phase I is the instinctive, pre-cognitive iden-
tification of living peers. That humans tend to anthro-
pomorphize robots intuitively in this pre-cognitive way is
supported by studies done by Rosenthal-von der Pütten et
al. [20] who investigated the neural correlates of emotional
reactions of humans towards a robot. Empathy is charac-
teristic of this stage [21]. Anthropomorphism at this pre-
cognitive stage might also be mediated by the human’s mir-
ror neurons system (neurons that fire both during execution
of specific goal-oriented action and during the viewing of
action directed toward the same goal [22, 23]) by allowing
for a mapping of the robot’s goal-directed actions into the
human own motor repertoire [24, 25, 16].

After a longer observation period (typically including com-
plete action sequences of the robot) or short interaction
(touching, short talk like greetings), we suggest the human
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Figure 2: The three cognitive phases of anthropomorphism: Phase I is the instinctive, sub-cognitive iden-
tification of living peers. Empathy is characteristic of this stage. After longer observation or short, non-
contextualized interaction (typically, a lab environment), the user enters Phase II: the user projects a mental
model he/she is already familiar with onto the robot. After longer contextualized interaction (typically, at
home), the user enters Phase III of anthropomorphism: the user recomposes an accurate mental model of
the robot, based on experience. This leads to adapted interaction modalities, that may still be anthropomor-
phic, or not.

enters the cognitive phase II : in this phase, the human starts
building a behavioral and cognitive model of the robot that
would support both the observed and imagined capabilities
of the robot. The familiarity thesis [14] supports the idea
that the human first projects onto the robot mental mod-
els of similar agents he/she is already familiar with (ranging
from animals to human adults, to pets and children). We
hypothesize that the nature of the projected mental model,
as well as how deep the human engages in this projection,
might be driven by the same parameters as we mentioned
for the initial capital of anthropomorphism.

The cognitive phase III occurs after a contextualized inter-
action. A contextualized interaction is explicitly purposeful
(the purpose of the interaction, be it purely entertainment,
is explicit and conscious to the human), and takes place in
an environment that fosters a stronger cognitive (and pos-
sibly affective/social) commitment from the human in the
interaction (typically, at home). During this interaction, the
human iteratively restates and reshapes his/her behavioral
and mental model of the robot (How does the robot react to
such and such situation/input? What does the robot know
about me? About our environment? What can the robot
learn?, etc.).

This mental process depends on the human understanding
of the robot’s inner working, as well as his/her own tendency
to anthropomorphize, but at this stage, the perception of the
robot (its shape for instance) and its intended purpose play
a less important role. It is mostly a human-centric pro-
cess. The result of this third phase would be an iteratively
adapted cognitive model of the robot.

Relation to the model of anthropomorphism
These cognitive phases overlap but do not exactly match
the Initialization, Familiarization and Stabilization phases
introduced in our model of the dynamics of anthropomor-
phism. In particular, cognitive phases I and II are both in-
cluded in the initialization phase of the anthropomorphism
model. Sub-cognitive anthropomorphism typically initiates
the novelty effect by rapidly engaging the human in the in-
teraction through an initial projected agency, whereas cogni-
tive phase II (projection of familiar mental models) supports
the novelty effect by inducing beliefs that the robot is set
up with possibly complex cognitive abilities.

The cognitive phase III also overlaps with the familiar-
ization phase: as the human gets used to the robot, we hy-
pothesize one restates and adapts its cognitive model of the
robot by iteratively reshaping pre-existent, familiar models
until it provides a satisfying support to explain and justify
the observed robot behavior.

A stable level of anthropomorphism is reached when the
adaptation process depicted in cognitive phase III reached
a stable state, i.e. the user’s experience with the robot is
correctly supported by the cognitive model he/she has built.

4. DISCUSSION
This interpretation of anthropomorphism in terms of cog-

nitive correlates opens questions that we hope could be fruit-
fully discussed during the workshop. By adopting both a
cognitive and a dynamic perspective on the anthropomor-
phic bonds that establish between a robot and a human
during an interaction, some observations can be raised.



For instance, we propose that the human adapts itera-
tively to the robot by restating its cognitive model of the
robot. Could our two models be conversely relied on to
have the robot itself iteratively adapting its behaviour? In
particular, we hypothesize that the so-called novelty effect
represents a peak in anthropomorphic manifestations, fol-
lowed by mostly deception-driven refinements of the cogni-
tive behavioural model of the robot. Could we imagine that
the robot pro-actively verbalises its own limits, in a timely
manner (likely before the end of the novely effect). And how
would this affect the cognitive models built by the human?

One related question we plan to elaborate on is the ef-
fects of mutual explicitation of the mental model of the other
agent : a human and a robot interact on a given task, and
after a while, we interrupt the task and ask each of the
agents to explicit the mental model it has built of its part-
ner (emotional state, beliefs, intentions, etc.). Depending
on the cognitive phase the two agents are in, we may expect
varying accuracy levels in the produced mental models.

Another question raised by these models relates to their
transposition to human-human interaction: while concepts
like novelty effect are not directly meaningful when analyz-
ing human-human interaction, insights from cognitive sci-
ences (and in particular social psychology) regarding how
we, as humans, cope with unexpected behaviours from peers,
or on the dynamics of mental model refinements, could bring
interesting perspectives with possible applications to better
manage long-term human-robot interactions.

5. CONCLUSION
This discussion on the cognitive correlates of the dynamics

of anthropomorphism is still speculative, and needs to be
better supported by experimental evidence.

Still, while anthropomorphism is traditionally understood
as the interactions between the anthropomorphic design of
a robot and the psychological determinants of the user, it
appears that the duration and context of the interaction are
also key factors, and that anthropomorphism needs to be
understood as a dynamic phenomenon. Following this line
of investigation, we propose a new formal model of anthro-
pomorphism that accounts for these factors and introduces
the concepts of initial capital and stabilized level of anthro-
pomorphism as compound factors to characterize the profile
of a given anthropomorphic interaction.

We discuss more specifically the cognitive correlates of
anthropomorphism, and propose to identify three cognitive
phases corresponding to successive refinements of the men-
tal models of the robot that the user builds during the in-
teraction. We show how these phases relate to observable
anthropomorphic effects, and how they evolve over time.

While subject to discussion and further extensions, we
hope that this contribution consolidates the scientific grounds
of anthropomorphism, and provides support for a better un-
derstanding of long-term acceptance of robots in human en-
vironments.
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