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Abstract— This paper is about (self-powered) advanced hand
prosthetics and their control via surface electromyography
(sEMG). We hereby introduce to the biorobotics community
the first version of the NINAPRO database, containing kinematic
and sEMG data from the upper limbs of 27 intact subjects while
performing 52 finger, hand and wrist movements of interest.
The setup and experimental protocol are distilled from existing
literature and thoroughly described; the data are then analysed
and the results are discussed. In particular, it is clear that
standard analysis techniques are no longer enough when so
many subjects and movements are taken into account. The
database is publicly available to download in standard ASCII
format.

The database is an ongoing work lasting several years,
which is planned to contain data from more than 100 intact
subjects and 50 trans-radial amputees; characteristics of the
amputations, phantom limbs and prosthesis usage will be
stored. We therefore hope that it will constitute a standard,
widely accepted benchmark for all novel myoelectric hand
prosthesis control methods, as well as a fundamental tool to
deliver insight into the needs of trans-radial amputees.

I. INTRODUCTION

The daily life of hand amputees can be poor compared to
what it was before the amputation. Despite the advances in
hand mechatronics realised by the rehabilitation / biorobotics
community, state-of-the-art self-powered hand prostheses do
not as yet offer more than three degrees of freedom over
hand and wrist, bulky and costly devices, and very coarse
control of the force. Patients control the prosthesis via
electromyography recorded using surface electrodes (sEMG)
after a long and difficult learning process; for this reason
only a limited set of simplified movements (e.g., opening
and closing) can be achieved. As a result, 30% to 50% of
the amputees do not use their prosthesis regularly [1].

The research community has been working vigorously
to increase the level of control in hand prosthetics. The
mainstream approach considers a control schema where a
classifier is coupled with a regressor. While the classifier is
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used to understand which hand or grasp posture is desired
(e.g., fully stretched hand, power grasp, pointing index), the
regressor predicts the force required in the case of a grasping
posture. The approaches presented so far in the literature
use various techniques for preprocessing the data [2], [3],
classifying the postures [3]–[5] and predicting the associated
force [3], [6], [7]; despite the differences, all these studies
share a common validation procedure, in which experiments
are conducted on a proprietary database containing between
five and ten intact subjects and amputees, which are ex-
ecuting up to ten different grasp actions, enacting static
hand postures or moving their fingers and wrist. (We will
from now on collectively denote these actions movements of
interest; see section I-A for a more detailed review).

And yet, since none of these data collections are publicly
available, direct comparison between various methods can
be done only qualitatively and up to a certain extent. As
opposed to this, the importance of solid benchmarking pro-
tocols and publicly available databases has been confirmed
repeatedly, e.g., in the machine vision and image analysis
communities [8], [9], where the consensus is that it promotes
comparison between methods and pushes forward progress.
In addition to this, in the studies presented so far the number
of considered movements is typically quite far from the
dexterity of a human hand or from what a patient would
need in daily life; at the same time, acquiring data only from
few subjects makes it difficult to evaluate the generality of
the obtained results across gender, age, characteristics of the
amputation, etc.

Our aim is to provide the biorobotics community with
such a comparison and benchmarking tool, as far as hand
prosthetics is concerned. Specifically, the contribution of
this paper is the first version of the NINAPRO database1,
a database of sEMG and kinematic data gathered from 27
intact subjects while performing 52 movements of interest.

We then perform a preliminary analysis on the database
employing a standard machine learning method, showing that
this vast increase in the number of movements and subjects
with respect to prior work leads to challenging issues in terms
of classification accuracy and generality across subjects.

The paper is organised as follows: after reviewing related
work we describe the acquisition setup and experimental
protocol (Section II) and the analysis along with the results
(Section III). We then draw some conclusions and outline
the future work (Section IV).

1The database is available at http://ninapro.hevs.ch.



A. Related Work

The clearest statement of the problem of controlling an
advanced hand prosthesis (AHP) using sEMG is probably the
one given in [10]. Surface EMG is collected from a subject’s
forearm skin while performing a number of movements
of interest, or producing force patterns of interest; at the
same time kinematic (and, when possible, dynamic) data
are collected from the upper limb. By kinematic data we
hereby mean positions of the fingers, hand and wrist joints,
while dynamic data refer to forces exerted at the fingertips or
as a whole during, e.g., grasping. While intact subjects are
examined by recording sEMG and kinematic data from the
same arm, in the case of amputees at least three strategies
have been developed and successfully tested (see, e.g., [3],
[11]), each consisting of recording sEMG from a stump,
and kinematic and dynamic data from an intact limb, while
eliciting movements of interest either by imitation or bilateral
coordinated motion.

The signals are then preprocessed, features are extracted
from them, and the resulting data are used to train a su-
pervised machine learning method. The learned association
between sEMG and hand posture, position, or force can later
on be used to control the AHP. Notice that sEMG is related to
forces rather than to positions, but nevertheless a large corpus
of research has successfully dealt with mapping sEMG to
kinematic features of the hand (e.g., finger movement [12],
[13] and grasping postures). The success is due to the low in-
ertia of the hand joints, thanks to which a correspondence be-
tween isotonic and isometric hand muscle configurations and
positions can be established. (Attempts at mapping sEMG to
whole arm position have been successfully made [14]–[17],
which makes this statement even stronger.) The first example
of this technique is probably [18], dating back to 45 years
ago. The advancements since then have been impressive:
according to two recent surveys [19], [20], up to twelve hand
postures have been classified with accuracy rates between
80%, 90% and more [13], [21]. Analyses on up to twelve
intact subjects [13] and up to six amputees (both trans-radials
and trans-humerals) are reported.

Notwithstanding this, to the best of our knowledge there
is still no widely accepted, standard protocol to gather data
in this kind of experiments, although remarkable guidelines
for sEMG processing are indeed available [10], [22]–[24].
Similarly, there is no consensus either about the type of data
filtering, processing, and storing, despite a wide range of
feature extraction and machine learning methods that have
been considered for this setting (see the surveys again). Even
worse, there is no publicly available database so far, in which
both intact subjects and amputees are classified according
to their clinical history. As a result, each research group
chooses a different way to record, store, and process the data,
while the few experiments performed on amputees (among
which [3], [13], [25], [26]) are only conclusive for the (small)
set of subjects considered in the corresponding study.

II. BUILDING THE DATABASE

A. Acquisition Setup

1) Kinematic Data: A 22-sensor Cyberglove II dataglove2

(see Figure 1, right panel) is used to gather the finger
positions. (The setup includes both a left- and a right-
handed glove, in order to accommodate for both-sides trans-
radial amputees.) The Cyberglove is a light fabric, rather
elastic glove, onto which 22 strain gauges are sewn; the
sewing sheaths are chosen carefully by the manufacturer, so
that the gauges exhibit a resistance that is proportional to
the angles between pairs of hand joints of interest, includ-
ing inter-phalanx, metacarpum-phalanx, inter-finger adduc-
tion/abduction and palm arch angles. The device represents
these 22 joint angles as 8-bit values, for an average resolution
of less than one degree, depending on the size of the subject’s
hand, proper wearing of the glove, and the rotation range of
the considered joint. (For practical reasons the subject must
wear a cotton glove below the Cyberglove; an initial round of
data gathering revealed that this would not limit the precision
of the device.) The Cyberglove is nowadays a standard
hand posture collection device in virtual reality, clinical
and academic envinronments. In addition to the Cyberglove,
a standard commercially available 2-axis inclinometer is
fixed onto the subject’s wrist and used to collect the wrist
orientation.

2) Surface EMG: Muscular activity is gathered using
ten active double-differential OttoBock MyoBock 13E200
surface EMG electrodes3, which provide an amplified,
bandpass-filtered and rectified version of the raw sEMG
signal. Whereas the raw sEMG signal has a bandwith of
15-500Hz, the bandwidth of this signal is in the range
0-25Hz. The electrodes are gifted with an amplification
gauge ranging from 2,000 to 100,000 times. Qualitative
experiments revealed that a safe setting for the amplification
gauge was in the middle of the range, corresponding to
about 14,000 times [27]. These electrodes are commonly
reported in literature as being both reliable and safe. Their
use requires no cleaning or shaving, making the acquisition
process more comfortable both for the experimenter and
for the subject. As far as the placement of the electrodes
is concerned, several attempts at finding the right forearm
muscles on healthy subjects exist (see, e.g., [24], [28]),
based upon anatomic guidelines and basic considerations on
the structure of a muscle and the electric field it produces
when moved voluntarily. Unfortunately, these attempts have
little or no meaning when dealing with amputees due to the
uniqueness of each amputation. In [13], placement of up to
32 electrodes is described (and used) based on the severity
of the amputation. Notwithstanding this, early research on
pattern matching for sEMG [2], [29], recently confirmed
in [3], [13], prove that targeted placement of electrodes is not
required as pattern recognition techniques can compensate
for suboptimal placement, or even take advantage of muscle

2Cyberglove Systems LLC, http://www.cyberglovesystems.
com

3Otto Bock HealthCare GmbH, http://www.ottobock.com



cross-talk. In order to take advantage of both approaches,
eight uniformly spaced electrodes are placed just beneath the
elbow at a fixed distance from the radio-humeral joint, while
two more are placed on the flexor and extensor muscles (see
Figure 1). In the case of amputees, it must be checked for
each single case whether the placement of the two targeted
electrodes makes sense.

B. Experimental Protocol

1) Preliminaries: The experiment was approved by the
Ethics Commission of the state of Valais (Switzerland), main
place for data acquisition. Safety of the involved hardware
and adherence to the WMA (World Medical Association)
Declaration of Helsinki are enforced. Informed consent as
well as personal and clinical data are obtained in written form
from each subject prior to the start of the experiment. This
data includes age, gender, height, weight, fitness, laterality,
and self-reported health status. In case of amputees, we also
note the age, type, and reason of the amputation; info about
the use of prostheses (cosmetic, body-powered, self-powered,
etc.) along with the (dis)advantages and consequences of
their usage; type and degree of phantom limb sensation and
pain. Moreover, we are still improving the clinical data list
in order to include more information about the anatomical
features of the subjects. Two pictures of the stump are
taken. Data are stored anonymously for a limited amount
of time and they are available for deletion upon request of
the subject.

2) Stimulus: A set of hand and wrist movements of
interest was defined, inspired by standard lists of hand
postures and grasps, grasping taxonomies, and reports of
similar experiments (see, e.g., [30]–[34]), as well as the
Disabilities of the Arm, Shoulder and Hand protocol for
functional movements [35]. A total of 52 movements were
selected, divided into four main classes:

• 12 basic movements of the fingers (flexions and exten-
sions);

• 8 isometric, isotonic hand configurations (”hand pos-
tures”);

• 9 basic movements of the wrist (adduction/abduction,
flexion/extension and pronation/supination); and

• 23 grasping and functional movements — in this case,
everyday objects are presented to the subject for grasp-
ing, in order to mimick a daily-life action.

Figure 2 graphically shows each movement; synthetic text
descriptions and related references (if any) can be found in
Table I.

3) Data Acquisition: The subject sits comfortably on an
adjustable chair, in front of a table with a large screen. The
sEMG electrodes, dataglove and inclinometer are worn on
the right hand. The subjects are presented with short movies
appearing on the screen and are asked to simply replicate the
movements depicted in the movies as accurately as possible.
Amputees are handled as follows: the sEMG electrodes are
worn on the stump while the dataglove and the inclinometer
are worn on the intact limb. The subject is asked to bilaterally
perform the movement shown on the screen. (This procedure

TABLE I
SYNTHETIC DESCRIPTIONS OF THE 52 MOVEMENTS OF INTEREST,

ALONG WITH A REFERENCE, IF AVAILABLE.

# Description Ref.

Fi
ng

er
m

vt
s. 1-2 Index flexion and extension [13]

3-4 Middle flexion and extension [13]
5-6 Ring flexion and extension [13]
7-8 Little finger flexion and extension [13]

9-10 Thumb adduction and abduction [13]
11-12 Thumb flexion and extension

H
an

d
po

st
ur

es

1 Thumb up [36]
2 Flexion of ring and little finger; thumb flexed

over middle and little
3 Flexion of ring and little finger [25]
4 Thumb opposiing base of little finger [25]
5 Abduction of the fingers [25]
6 Fingers flexed together [25]
7 Pointing index [4]
8 Fingers closed together [5]

W
ri

st
m

vt
s. 1-2 Wrist supination and pronation (rotation axis

through the middle finger)
[36]

3-4 Wrist supination and pronation (rotation axis
through the little finger)

5-6 Wrist flexion and extension [36]
7-8 Wrist radial and ulnar deviation [5]

9 Wrist extension with closed hand
G

ra
sp

in
g

an
d

fu
nc

tio
na

l
m

ov
em

en
ts

1-2 Large and small diameter [30]
3 Fixed hook [30]
4 Index finger extension [30]
5 Medium wrap [30]
6 Ring [30]
7 Prismatic four fingers [30]
8 Stick [30]
9 Writing tripod [30]

10-12 Power, three finger, and precision sphere [30]
13 Tripod [30]

14-15 Prismatic and tip pinch [30]
16 Quadpod [30]
17 Lateral [30]

18-19 Parallel extension and flexion [30]
20 Power disk [30]
21 Open a bottle with a tripod grasp [34]
22 Turn a screw (grasp the screwdriver with a

stick grasp (8))
23 Cut something (grasp the knife with an index

finger extension grasp (4))
[34]

can be seen as fusion of bilateral and imitation training, see
[3].) Each subject first undergoes a ”training phase” to get
familiar with the procedure, during which each movement of
the first three classes and three movements of the fourth class
are repeated three times (no data are recorded). After the
training phase, a sequential series of ten repetitions of each
class of movements is presented to the subject while data are
recorded. Each movie lasts five seconds and three seconds
of rest are allowed in-between movements. The four move-
ment classes are functionally grouped into three ”exercises”
(the second and third classes are grouped into the second
exercise). Notice that the sequences are intentionally not
randomized in order to induce repetitive, almost unconscious
movements. The three exercises are completed in 16, 23, and
31 minutes. In order to avoid muscle fatigue and its influence
on the sEMG signal, 5 minutes of rest are allowed between
the training sequence and the first exercise and between each



Fig. 1. Placement of the electrodes: A. sEMG electrodes placed on finger extensor muscles (A.1 Equally spaced electrodes; A.2 Spare electrode); B.
sEMG electrodes placed on finger flexor muscles (B.1 Equally spaced electrodes; B.2 Spare electrode); C. all the sensors positioned on the arm (C.1
Equally spaced electrodes; C.2 Spare electrode; C.3 Inclinometer; C.4 Cyberglove II);

exercise and the following one. In total, the experiment lasts
about 100 minutes.

4) Interconnection and Data Synchronization: The data-
glove streams data through a Bluetooth-tunneled serial port
at a rate of 25Hz; the inclinometer and sEMG electrodes are
connected to a standard DAQ card sampling the signals at
100Hz. Both the dataglove and the DAQ card are connected
to a laptop equipped with Windows XP and custom software
developed for this study. In order to give maximum data
processing flexibility to the NINAPRO database user, we store
the data totally asynchronously, tagging each sample with
an accurate timestamp. Accurate timestamping on Windows
is enforced by the HRT library [37], whose precision is of
the order of magnitude of the microsecond. The stimulus
generator is then used to generate the labels for each sample,
as a further data stream running at 25Hz; each sample can
therefore be associated with a subject, exercise number, and
movement index. Notice however, that the database does not
rely on how accurately the subjects follow the stimulus, since
the ground truth is collected using the dataglove and the
inclinometer.

5) The Database: The current (first) version of the
database [38] contains data from 27 intact subjects (20M/7F,
25/2 right-/left-handed, age 28 ± 3.4yrs). For each subject,
three data files are stored in plain ASCII format, containing
in turn the electrodes and inclinometer data, the Cyberglove
data, and the stimulus data. The data stored are the ones
coming from the electrodes, the inclinometer and the cyber-
glove without any pre-processing. Each datum is arranged in
a row, consisting of a timestamp plus the sensor values. Five
pictures are also stored for each subject, three previews of
the data of each exercise plus two pictures of the forearm
and of the hand with and without the acquisition setup. A
record of the identity of all the subjects is kept, although
these private details are explicitly excluded from publication
and analysis.

III. ANALYSIS

A primary motivation for constructing the NINAPRO
database is to drastically increase the number of considered
subjects and movements with respect to prior work. In this
section, the database is used to investigate experimentally
whether this increase has a detrimental effect on the classi-
fication accuracy.

We consider three sets of movements of increasing size,
namely: the three grasp movements considered in [28],
eleven of the twelve movements considered in [13]4, and
all 52 movements contained in the NINAPRO database. As
a first experiment, we perform a qualitative analysis of the
data by visualizing the sEMG signals, where in addition
to the three posture cases we also experiment with an
increasing number of subjects (i.e., 1, 8 and 27 subjects).
Subsequently, we estimate the performance on the task of
movement classification to establish quantitative results.

A. Preprocessing

All data are synchronized by linearly interpolating all data
to the highest recording frequency (i.e., 100Hz). Both sEMG
and Cyberglove signals are subsequently low-pass filtered
at 1Hz using a zero-phase second order Butterworth filter.
Samples with an ambiguous label, that is those recorded
during transition between rest and the actual movement,
are removed by dividing each movement (including rest) in
three equally sized segments and only retaining data from
the center segment. To ensure computational feasibility, we
then average the data contained in this center segment to
obtain a single sample per movement. Note that there are
thus ten samples for each subject-movement combination
(i.e., one per repetition) and that half of the samples belong
to the rest movement. The described preprocessing chain is
illustrated in Figure 3. Finally, the data for individual subjects

4The grouped extension movement of the middle, ring, and little finger is
omitted from the analysis due to lack of a suitable alternative in our database,
whereas for the corresponding flexion movement we instead consider flexion
of just the ring and little finger (cf. Table I).



(a) Basic movements of the fingers (flexions and extensions).

(b) Isometric, isotonic hand configurations (”hand postures”).

(c) Basic movements of the wrist.

(d) Grasping and functional movements.

Fig. 2. The 52 movements of interest.

is normalized such that each of the sEMG signals has zero
mean and unit standard deviation.

B. Visualization

In order to give insight into the relation between move-
ments and sEMG signals, we visualize the latter using
principal component analysis (PCA). Figure 4 demonstrates
the two principal components for each of the nine cases
considered. In case of a single subject and three movements
(cf. top left panel), it is relatively easy to distinguish the
movements, since they occupy separated regions in the
PCA space with minimal overlap. This overlap increases

drastically, however, when combining data from multiple
subjects, most prominently so for the complete set of 27
subjects. This is a clear indication of high variability in the
recorded sEMG signals among subjects.

Increasing the number of movements has a similar detri-
mental effect on the separation of movements. The small,
medium, and complete set of movements are displayed along
the columns in Figure 4. Even when restricting ourselves
to a single subject (top row), it is clear that separability
deteriorates when increasing the number of movements. In
the relatively mild medium setting we still observe that
the movements occupy distinct regions in the two principal
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Fig. 3. Illustration of the preprocessing chain consisting of filtering, segmenting, and averaging. The gray shaded area indicates the center segment over
which the sEMG signal is subsequently averaged. For clarity reasons, the figure displays only three out of ten electrodes.
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Fig. 4. Two principal components of the sEMG signals with an increasing
number of subjects and movements. Movement classes are indicated by a
combination of marker shape and color. This figure is therefore best viewed
in color.

components of the sEMG space. Moving to the complete
case of 52 movements, however, it becomes very difficult
to distinguish movements. Not surprisingly, the problem of
(visually) separating movements is even more challenging
when combining data from multiple subjects with this large
number of movements.

C. Classification

Visualization of movements using PCA provides some
insight into the expected difficulty of classification with a
large number of movements. Ultimately, however, we are
interested in a quantitative estimate of the classification
performance. To this extent, we employ a Least-Squares
support vector machine (LS-SVM, see [39]) classifier to
predict the movement class in the three previously described
settings. Similar to the more popular standard support vector
machine (SVM), LS-SVM is a kernel-based classifier that
attempts to maximize the margin between two classes. Ad-
vantages of LS-SVM over SVM, however, are that multi-

ple classifiers in the one-vs-all multi-class scheme can be
learned concurrently5 and that the leave-one-out error can
be computed in closed form after training only once on
all training samples [40]. Moreover, it was demonstrated
experimentally that the classification performance is typically
comparable [41].

In our experiments, a multi-class LS-SVM with RBF ker-
nel is trained for each distinct subject utilizing five repetitions
per movement, while the remaining five repetitions are used
for testing. The number of classes is equal to the reported
number of movements plus the rest movement. Furthermore,
note that the amount of train and test data is proportional to
the number of classes, in order to ensure a fair comparison
between settings with a different number of movements.
Hyperparameters are optimized using grid search, where the
trade-off parameter C ∈

{
2−2, 2−1, . . . , 213, 214

}
and kernel

bandwidth γ ∈
{
2−12, 2−11, . . . , 26, 27

}
. In total, the same

experiment is repeated 25 times, where each trial is a random
split over the ten repetitions available for each movement.

Figure 5 demonstrates the balanced classification error
averaged over all 27 subjects and 25 trials when considering
the small, medium, and complete set of movements. The
reported errors range roughly from 10% to 20% and are thus
comparable to those reported in related work (considering
the number of movements), thereby confirming the correct-
ness of the experimental protocol and data. However, as
predicted during the qualitative analysis, we indeed observe
that performance deteriorates when increasing the number of
movements. While the small case results in a classification
error of 7.5±7.2%, this increases to 20.3±6.9% when con-
sidering all movements. Moreover, the standard deviation of
the classification errors is relatively high, indicating that there
is considerable variability in the classification performance
among different subjects. It follows that a large number of
subjects is required to reliably estimate performance on this
type of classification tasks.

Besides the standard approach of both training and testing
the model on data from a single subject, we also evaluate
each model on the test data of the remaining subjects. These
results should give an impression about the extent to which
previously trained models can be employed for new subjects.
Unfortunately, the inter-subject classification performance is
inferior in all settings and only marginally above chance level
(i.e., 1 − 1

c with c being the number of classes). In other

5Assuming identical hyperparameter configurations for all classifiers.
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Fig. 5. Balanced classification error for the small, medium, and complete
set of movements when train and test data belong to the same subject (cf.
“intra-subject”) and when the test subject is different from the train subject
(cf. “inter-subject”). All results report the mean and unit standard deviation
over the 27 subjects and over 25 random splits.

words, the data for a given subject are not very representative
for the data of other subjects. This confirms our earlier
observation that there is considerable inter-subject variability,
and a more advanced methodology is required to successfully
transfer models to new subjects.

IV. CONCLUSIONS

In this paper we have introduced the first version of the
NINAPRO database, a tool for the biorobotics community,
especially for those concerned with myoelectric control of
advanced hand prostheses. We have described the acquisition
setup and experimental protocol, which stem from existing
literature; then the stimulus, consisting of a very large set of
finger, hand and wrist movements, distilled by various pre-
existing sources; lastly, we have described the very building
of the first version of the database, obtained from 27 intact
subjects.

Preliminary analysis, carried out by applying a stan-
dard machine learning method (Least-Squares SVMs) to
the database after performing standard data preprocessing,
reveals that the data are perfectly usable and the classifica-
tion error rates are comparable to those found in literature
(e.g., [3]), given the same conditions, i.e., considering the
same number of movements and subjects. This acts as a back-
validation of the acquisition setup, the experimental protocol
and the data storage.

The results of the analysis also clearly indicate that con-
sidering more movements (classes) and more subjects cause
a dramatic increase in the error rates; and that there is signifi-
cant inter-subject variability, as the inter-subject classification
accuracy approaches chance level. These observations justify
our aim of constructing a publicly available database from
a large number of subjects performing a large number of
movements.

Future Work

The NINAPRO database is an ongoing work aiming at im-
proving the state-of-the-art in sEMG control of AHPs along
three dimensions, namely (1) establishing a standard, widely
accepted benchmark; (2) collecting a very high number of

hand postures, and (3) from a very high number of subjects,
both intact and amputated.

As far as item (1) and (2) are concerned, we think that an
interesting path to pursue is to add dynamic finger/hand/wrist
data to the NINAPRO database, in order to study force- or
impedance-controlled hand prostheses. This will be enforced
in the further releases of the database thanks to the use of
a custom-built force-sensing device, able to record fingertip
forces both during flexion and extension of the fingers, plus
thumb adduction and abduction.

As far as item (3) is concerned, further releases of the
database will contain data recorded from more subjects, both
intact and especially amputated. Amputees will be recruited
and examined thanks to our clinical partner. The setup is
portable, which greatly increases the range across which we
will be able to find volunteers. Recording the diversity of
the amputations will be a key issue for the scientific value
of the NINAPRO database, as the researchers will be able
to associate the characteristic of the amputee to the best
matching methods of analysis and control.

Lastly, as the final version of the database will be released,
novel machine learning methods will have to be devised
and applied to it, as it is clear that it will constitute a real
challenge for the state of the art.
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