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Abstract
Electron Energy Loss Spectrometry (EELS) in Transmission Electron Microscopy (TEM) is

a powerful tool for the investigation of the electronic structure of materials. In the low loss

regime, one can access the optical properties which are governed by the dielectric function

ε(ω), which may be retrieved thanks to the so-called "loss function". The energy range covered

by EELS goes from the infrared (less than 1 eV) to the hard X-rays (about 3 keV), each region

having its own interest. The low loss region (0–100 eV) serves to investigate the valence

electron structure and the inter-band transition behavior. Using angular resolved EELS gives

further information about the dispersion behavior of the investigated material.

This work is a part of a large project aiming a closer agreement between theory and experiment

in angular resolved EELS by improving the state of the art in both fields. The purpose of this

work is to set up a reliable experimental technique to retrieve the momentum transfer resolved

single scattering distribution at very low energy with good accuracy and resolutions. One

of the main challenges was to use the newly installed JEOL 2200 FS transmission electron

microscope that is equipped with an in-column Ω filter for retrieval of the loss function in

diffraction energy filtered TEM.

Issues such as the angular resolution, contamination, image-coupling in diffraction mode and

plural scattering have been solved. Several optical alignments and operational modes of the

JEOL 2200 FS have been tested, and finally nano-beam diffraction was found to be the optimal

running mode. This work provides for the first time a full 3D energy loss data cube in diffraction

mode with energy and angular resolutions of 1 eV and 0.5 nm−1 respectively. After processing,

the energy and angular relevant data span an energy loss range from 2.75 eV to 40.25 eV

and the angular momentum transfer up to 12.5 nm−1. Although theoretically, without CCD

camera binning and the maximum available camera length of the JEOL (250 cm), a momentum

transfer resolution of 0.04 nm−1 would have been possible, the effective angular resolution was

limited by the smallest obtainable beam convergence as well as by the remaining aberrations

of the microscope.

The presented technique can be reproduced on any transmission electron microscope equipped

with an in-column energy filter. Furthermore, it is demonstrated that the proposed method

provides working ranges in energy, spatial and angular resolutions limited only by the perfor-

mance of the microscope. Previous techniques did not provide experimental results showing

an energy resolution independent of the spatial and angular resolutions.
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Résumé
La spectrométrie de perte d’énergie des électrons (acronyme anglais EELS) en Microscopie

Electronique en Transmission (MET) est un puissant outil pour analyser la structure électro-

nique des matériaux. Dans le régime des faibles pertes, il est possible d’accéder aux propriétés

optiques qui sont régies par la fonction diélectrique ε(ω), cette dernière pouvant être retrouvée

grâce à la fonction de perte d’énergie (loss function). La plage d’énergies couverte par l’EELS

va de l’infrarouge (moins de 1 eV) aux rayons X lointains (environ 3 keV), chaque région

ayant son propre intérêt. La région des faibles pertes (0–100 eV) sert à étudier la structure des

électrons de valence et le comportement des transitions inter-bandes. Employer l’EELS résolu

en angle permet d’obtenir des informations supplémentaires sur le comportement dispersif

du matériau analysé.

Ce travail fait partie d’un projet plus vaste ayant pour but d’améliorer la concordance entre

théorie et expérimentation en EELS résolu en angle en améliorant l’état actuel dans les deux

domaines. Le but de ce travail est d’établir une méthode expérimentale sûre pour retrouver la

diffusion simple résolue en transfert de quantité de mouvements et la fonction diélectrique à

très basse énergie, avec une bonne précision et une bonne résolution. Un défi majeur était

d’utiliser le microscope électronique à transmission JEOL 2200 FS nouvellement installé,

équipé d’un filtreΩ dans la colonne pour retrouver la fonction des pertes en mode diffraction

filtrée en énergie.

Plusieurs problèmes tels que la résolution angulaire, la contamination, le couplage image-

diffraction et les pertes multiples ont été résolus. Plusieurs alignements optiques et modes de

fonctionnement du JEOL 2200 FS ont été testés, pour finalement déterminer que la diffraction

en illumination nano-beam est le mode opératoire optimal. Ce travail fournit pour la première

fois un ensemble de données 3D complet de pertes d’énergies en mode diffraction avec des

résolutions respectivement de 1 eV en énergie et de 0.5 nm−1 en angle. Après le traitement, les

données pertinentes s’étendent sur une plage d’énergies de 2.75 eV à 40.25 eV et un transfert

de quantité de mouvement jusqu’à 12.5 nm−1. Si théoriquement, sans binning de la CCD et

avec la longueur de caméra maximale du JEOL (250 cm), une résolution angulaire de 0.04 nm−1

pourrait être atteinte, cette dernière a été limitée par la plus faible convergence angulaire que

l’on peut obtenir, ainsi que par les aberrations restantes du microscope.

La technique présentée peut être reproduite sur n’importe quel microscope électronique à

transmission équipée d’un filtre dans la colonne. De plus, il est démontré que la méthode

proposée permet des résolutions en énergie, angulaires et spatiales ne dépendant que des

capacités du microscope, contrairement aux techniques précédemment proposées.
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Zusammenfassung
Elektronenenergieverlustspektrometrie (englisches Akronym EELS) in Transmissionselek-

tronenmikroskopie (TEM) ist ein kraftvolles Werkzeug um die elektronische Struktur von

Materien zu untersuchen. Im geringen Verlustbereich kann man auf die optischen Eigenschaf-

ten zugreifen, welche von der Dielektrizitätsfunktion ε(ω) bestimmt werden, jene durch die

sogenannte Verlustfunktion ausfindig gemacht werden kann. Der durch EELS abgedeckte

Energiebereich geht vom Infrarot (weniger als 1 eV Verlust) bis zu den harten Röntgenstrah-

len (circa 3 keV), jede Region ihr eigenes Interessen besitzend. Die geringe Verlustregion

(0–100 eV) dient zur Untersuchung der Valenzelektronenstruktur und des Interbandübergang-

verhaltens. Die Verwändung von winkelaufgelöstem EELS ergibt zusätzliche Information über

das Streuverhalten des untersuchten Materials.

Diese Arbeit ist Teil eines breiten Projekts, dessen Ziel es ist, die Übereinstimmung zwischen

Theorie und Experiment in winkelaufgelöstem EELS zu nähern, indem der Stand der Technik

in beiden Bereichen verbessert wird. Das Ziel dieser Arbeit ist eine sichere experimentale

Methode zu erstellen, welche es erlaubt, die impulsübertragungsaufgelöste Einzelstreuvertei-

lung und die Dielektrizitätsfunktion im tiefen Energievelustbereich mit guter Präzision sowie

guter Auflösungen wiederzuerlangen. Eine der wichtigsten Herausforderungen war es, das neu

installierte, mit einem in der Kolonne integriertemΩ Filter ausgestatteten Transmissionselek-

tronenmikroskop JEOL 2200 FS zu gebrauchen, um die Verlustfunktion in energiegefilterter

Beugung zu erarbeiten.

Verschiedene Probleme wie Winkelauflösung, Kontamination, Bild-Kopplung im Beugungssmo-

dus sowie Mehrfachstreuung sing gelöst worden. Mehrere optische Anordnungen und Be-

triebsarten des JEOL 2200 FS wurden getestet, um schliesslich Beugung mit Nanobeambe-

leuchtung als optimaler Betriebsmodus zu bestimmen. Diese Arbeit erzeugt zum ersten Mal

einen vollständigen 3D-Energieverlustdatensatz in Beugungsmodus mit Energie- und Winke-

lauflösung von 1 eV bzw. 0.5 nm−1. Nach der Datenverarbeitung umfassen die energie- und

winkelrelevanten Daten einen Energieverlustbereich von 2.75 eV bis 40.25 eV und eine Impuls-

übertragung bis zu 12.5 nm−1. Obwohl theoretisch ohne Binning der CCD-Kamera und der

maximal verfügbaren Kameralänge des JEOL (250 cm) eine Impulsübertragungsauflösung von

0.04 nm−1 möglich wäre, wurde die effektive Winkelauflösung durch die kleinste erhältliche

Strahlkonvergenz sowie durch die verbleibenden Aberrationen des Mikroskops begrenzt.
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1 Introduction

Electron Energy Loss Spectrometry (EELS) analyses the energy lost by transmitted electrons

when they interact with a specimen. It is a powerful method for characterizing optical and

electromagnetic properties of materials [1]. The dielectric tensor ε, which can be determined

experimentally with the loss function ℑ(−1/ε(ω, q)
)

allows access to these properties. EELS

measures energy losses ranging from the infrared (less than 1 eV) to the hard X-ray (2–3000 eV)

regions, each loss region having its own interest [2]. Contrary to optical absorption spectrom-

etry, EELS can measure energy losses with a finite momentum transfer q 6= 0, thus giving

access to an additional dimension of the loss function. This is interesting, since it allows the

investigation of the dispersive behavior of materials.

1.1 Historical development of EELS

The first electron energy loss spectrum experiment with a transmission electron microscope

was performed in 1941 by Ruthemann [3]. He noticed and confirmed in 1942 that the structure

in the spectrum corresponds to the binding energies of the shell electrons to their nucleus [4].

From then on, it was clear that EELS in Transmission Electron Microscopy (TEM) was a strong

method for chemical analysis of thin specimens, thus worth being investigated and developed.

The first EELS detection device was developed by Hillier and Baker in 1944 [5]. The very first

experimental results dealing with angular resolved EELS could be the optical properties of Ag

and Cu in 1962 [6] and, with a transmission electron microscope, the dispersion of surface

plasmons of Al and Mg by Kloss and Raether in 1973 [7]. Later, other groups contributed to

developing the method [8–10].

Immediately after the development of the first transmission electron microscope by Ernst

Ruska in 1931 [11], it was remarked that due to the chromatic aberration of the lenses, the

inelastically scattered electrons were blurring the image or diffraction pattern. To alleviate this

problem, Boersch designed in 1953 the first energy filter blocking all inelastically scattered

electrons having suffered an energy loss larger than 4 eV (Boersch called it "highpass filter"

since electrons with high energy are allowed) [12]. This filter was improved by Beaufils in
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1959 [13]. At the same time, Hennequin expanded the idea of filtering electrons by proposing

a bandpass filter, aimed not to improve the image quality, but to perform chemical analysis

(Diplôme d’études supérieures, Paris, 1960). Such a filter was realized by Watanabe and Uyeda

[14], using a Möllenstedt biprism (an electrostatic lens used for electron holography). This

system suffered from several optical drawbacks (small field of view, astigmatism, chromatic

aberration and the necessity to move the intermediate and the final image simultaneously to

analyze a large energy loss range). In 1962, Castaing and Henry proposed a new solution to

observe the energy loss spectrum of electrons using the dispersive properties of a magnetic

prism, the famous Castaing-Henry filter [15].

The popularity of the Castaing-Henry filter increased rapidly after its implementation in a

commercial TEM (Zeiss 902) in 1974 and boosted the design of different spectrometers and

imaging filters, as well as several techniques like energy filtered imaging [16] or energy filtered

diffraction [17]. In 1988, Reimer, Fromm and Rennekamp gave a complete description of

the possibilities offered by a Castaing-Henry filter, mentioning EELS and angular resolved

EELS in image and diffraction mode [18]. Reimer and Rennekamp also explained how to

analyse the angular resolved EELS map (also called Bethe surface) [19]. In order to select a

given energy loss range, they used a homemade slit formed by a quartz fiber and evaporated

copper inserted after the Back Focal Plane (BFP) of the first projector lens, before the filter

entrance. Using this setting, they reached a dispersion resolution of 0.1 mm/eV in the 0–500 eV

energy range and an energy filtering resolution of about 1 eV, allowing them to experimentally

verify the plasmon dispersion relation. They did not apply this development to high energy

resolution and analysis in the very low loss region. In parallel, Batson and Silcox presented

the most widely used technique for plural scattering removal in angular resolved data [20]. In

these years, not only the low loss region was investigated, but also some works were done in

the core loss region, e.g. by Leapman investigating the anisotropy of graphite [21].

In 1987, Schattschneider et al. proposed an original method for plural scattering removal in

angular resolved EELS spectra [22]. However, this method was based on Bessel functions, and

was thus extremely CPU-time-consuming and therefore inappropriate for routine analysis at

this time. In 1992, Su and Schattschneider proposed a new fast deconvolution method based

on a combination of Fourier and discrete Hankel transforms. However, this method was only

practical for deconvolving spectra of amorphous or polycrystalline specimen, as they had to

abandon one axis of angular information for the benefit of fast energy deconvolution [23].

At the end of the eighties, the interest in investigating the angular resolved low loss region

(0–100 eV) in TEM vanished due to its difficult theoretical description. Therefore, the tech-

niques developed in the earlier decades were not improved further, though some papers on

angular resolved EELS may be sparsely found [24, 25]. Batson et al. performed measurements

on several materials, but never published the data [26].

Recently, the development of microscopes with monochromated sources allowing an energy

resolution of less than 0.2 eV, as well as the improvement of theoretical understanding and of
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computational techniques [27–29] has revived the interest in (angular resolved) low energy

loss spectrometry [30–35].

Nowadays, two main methods for acquiring angular resolved EELS spectra are known. The

older one, used since the beginning of angular resolved EELS acquisitions and well described

by Curtis and Silcox [36], consists of recording the focused dispersive image of the electron

distribution along an entrance slit with photographic plates. The spectrum image formed

in this way is directly related to the energy-loss probability function. However, the angular

resolution was obtained at the expense of the energy resolution, which was in the range

1–1.5 eV. Furthermore, this method suffered from alignment problems (finding the optimal

parameters of the analyzer or aligning the quadrupole before the spectrometer entrance). This

first method vanished with the rise of the second one in the mid-nineties, which was proposed

as a result of the development of new EELS acquisition devices such as the Gatan 666 PEELS or

the GIF [1]. It consists in projecting a diffraction pattern with known incident and scattering

angles on the spectrometer. The desired angular information is selected by a small objective

lens aperture. This method may be modified by shifting the diffraction pattern before the

entrance slit of the acquisition device instead of using an objective lens aperture to select

the desired angular information. The main limitation of this method is the image-coupling

in diffraction mode in the crossover of the spectrometer that induces a broadening of the

spectral information, thus drastically affecting the energy resolution. A further issue is the

very limited area of the diffraction pattern accessed at one time.

1.2 Motivation

The aim of this project is to set up a reliable experimental technique to retrieve the momentum

transfer resolved single scattering distribution and dielectric function at very low energy losses

with good angular and energy resolutions, and to compare the experimental results with ab

initio calculations within the time dependent density functional theory and Bethe-Salpeter

equation.

The presented experimental technique is based on angular resolved EELS. Indeed, an ap-

propriate data treatment using a Kramers-Kronig analysis (KKA) as sketched in Figure 1.1

in principle allows the retrieval of the dielectric tensor ε(ω, q) from an EELS spectrum. The

advantage of this technique over others is that with a fair spatial resolution (220 nm), a good

energy resolution (1 eV) as well as a very good angular resolution (0.5 nm−1) may be achieved.

However, a number of difficulties complicate the task of retrieving the dielectric function from

EELS measurements, the most significant being multiple scattering, the presence of the zero

loss peak, the resolution of the spectrometer, its aberrations that interfere with the scattering

angle and the fact that the orientation of the momentum transfer changes with energy loss.

The angular information is mandatory to obtain the values of ε for q 6= 0. The link between

the EELS spectrum and the single scattering distribution was first derived by Ritchie in 1957
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KKA 

Deconvolution

Aperture correction 

Normalization 

EELS spectrum 

Single scattering distribution 

Loss function I(E) 

Normalized loss function (-1/ )

(1/ ), 1, 2,
, , R, T 

Figure 1.1: Sketch of the data treatment necessary to retrieve the dielectric tensor experimen-
tally from an EELS spectrum.

and is given by [1, 37]:

d2σ

dωdΩ
≈ 1

π2a0m0v2na

(
1

θ2 +θ2
E

)
ℑ

[ −1

ε(ω, q)

]
(1.1)

where the surface and relativistic effects are neglected. Taking the case of metallic specimens

of average thickness, these effects may be omitted since surface effects are insignificant and

relativistic effects such as the Čerenkov radiation do not exist.

Nevertheless, even with the simplified equation (1.1), the Kramers-Kronig analysis is still

extremely complicated as it requires a data set from 0 to ∞ in energy, and relies on the

use of Fourier transforms. It is therefore sensitive to inaccuracies in the data at low energy,

to extrapolations at high energy, and to noise. Consequently, it is preferred to retrieve the

normalised momentum dependent loss function ℑ(−1/ε(E , q)
)

and to compare it to the

normalised momentum dependent loss function obtained via ab initio calculations. Since

these calculations are model-based, experimental results are needed to verify their accuracy.

For this work, silver has been used as a test case. Silver is a noble metal which has the highest

electrical and thermal conductivity of all metals as well as the lowest contact resistance. It is

thus well suited to plasmonic applications [38], and consequently, a description of the angular

resolved loss function is of strong interest. However, the band structure of silver (Figure 1.2) is

quite complicated and many different calculations have been proposed to retrieve its dielectric

tensor. Experimental investigations on this material are still in progress, this thesis being part

of the body of theses studies.
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Γ X W L KΓ DOS (1/eV)0 4

Figure 1.2: Band structure of silver and density of states. The Fermi level is indicated by the
dashed line.

1.3 Structure of the manuscript

This manuscript is divided into seven chapters and six appendix sections:

Chapter 2 gives a short overview of the transmission electron microscope and a more detailed

description of the instrument used for this work (JEOL 2200 FS).

Chapter 3 summarizes the preparation of the silver samples for TEM observations. The most

important steps of the preparation procedure are detailed in Appendix A.

Chapter 4 describes the theory related to this work, in particular scattering, EELS and angu-

lar resolved EELS, as well as energy filtered TEM. The back-ground of the theoretical

calculations is explained and the dynamics and resolutions defined.

Chapters 5 and 6 show the experimental results obtained and provide details on the method

developed in this work. The angular resolved low loss EELS retrieval is explained step

by step in chapter 5 and the results obtained with silver samples are presented. They

are compared to already published results in chapter 6. All the routines used for the

experimental data analysis may be found in Appendix D.

Chapter 7 provides a summary of the whole project and gives an outlook for further possible

improvements of the developed method.
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Additional information is provided in four appendices. Appendix B gives a comment on nota-

tions when working in diffraction mode and Appendix C gives the JEOL alignment routine used

within this work with details of the settings of the lenses. Appendix E is an implementation

using Mathematica© of the Kröger formula. In contrast to that of Ritchie, the formula takes

into account both relativistic and surface effects under a normal incident beam. Appendix F

consists of two tables, which give respectively the physical constants and the units employed

in this work.

This project has been financed by the Swiss National Science Foundation (SNSF) under

number 200021-120308 and performed in the Laboratoire de Spectrométrie et Microscopie

Electronique (LSME) and the Centre Interdisciplinaire de Microscopie Electronique (CIME) at

EPFL.
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2 Instrumentation

2.1 The Transmission Electron Microscope (TEM)

As its name suggests, a Transmission Electron Microscope (TEM) allows to investigate matter

by projecting an electron beam on a sample and imaging the transmitted beam. Using

electrons instead of photons allows to investigate matter down to the atomic scale. Indeed, the

wavelength of visible light is around λ≈ 500 nm whereas the electrons can have much shorter

wavelengths when being accelerated at high energies (e.g. a high tension of 200 kV accelerates

electrons to a wavelength equivalent to λ= 2.51 pm). However, the Abbe formula, used for

the estimation of the resolution of light microscopes is not fulfilled due to the aberrations of

the magnetic lenses, which can only partially be corrected. These aberrations limit the spatial

resolution of a transmission electron microscope to about 1 Å (although a recent high-order

aberration corrected microscope reached a spatial resolution of 50 pm [39].

It is possible to enrich the possibilities of the microscope by adding various detection devices

such as for example X-ray analyzers or in- or post-column spectrometers which can analyze

the energy lost by the electron beam. Furthermore, the different possible running modes

of the microscope make the transmission electron microscope a powerful tool for material

investigation.

Since the electrons needs to travel across the whole microscope column (about 3 m in length),

a high vacuum is necessary. A vacuum of 2·10−5 Pa is achieved with a system of turbomolecular,

diffusion and vane pumps. An ion pump is used in the gun, where an extremely high vacuum

is needed (∼ 10−8 Pa).

Once the electrons are accelerated in the gun, they flow through a first set of lenses (the

condenser lens system) to form a probe. This probe is finally enlarged/focused with the

objective pre-field lens and acts as illumination of the specimen (usually a disc of 2.3 mm or

3 mm in diameter). After passing through the specimen, the electron beam is projected on a

phosphorescent screen or an acquisition device (section 2.3).
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2.1.1 Image and diffraction mode

Image mode is the most common way of operating. Acting as a "simple" microscope, the TEM

magnifies a part of the specimen, allowing atomic resolution. It is thus possible to determine

the atomic arrangement and defects in the specimen. The beam path of this operating mode

is shown on the left hand side of Figure 2.1.

Diffraction mode is the best way to analyze the crystallographic structure of specimens. Indeed,

a correct interpretation of the diffraction pattern determines the crystallographic structure

and its defects (if present) [40].

As shown on the right hand side of Figure 2.1, the diffraction pattern of a specimen is easily

accessible by changing the strength of the intermediate lens and subsequently the projector

lens system.

In the same way than in image mode, the size of a diffraction pattern can be increased.

However, it is not measured in term of "magnification", but in "camera length" (CL) (see

section 4.1 for explanation). In a TEM, the distances between the specimen and the projection

screen (or entrance of the acquisition device) is not physically changed, but modified by

changing the focus of the lenses in the projector lens system.

The post-specimen crossover in Figure 2.1 is an important place in the beam path. Indeed, in

image mode it pictures a demagnified diffraction pattern and in diffraction mode a demag-

nified image of the specimen. The higher the magnification/camera length, the smaller the

conjugated crossover. This relates to the conservation of the brightness.
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2.1. The transmission electron microscope

Specimen

Objective lens

OLA / 
Back focal plane

SAA

Image / 
Diffraction pattern

Final image / 
Diffraction pattern

Intermediate lens

Post-specimen
crossover

Projector lens
system

Figure 2.1: Electron beam path when the microscope is operated in standard image (left hand)
and diffraction (right hand) mode. Features annotated in gray locate all real image formation
and diffraction pattern positions in the column respectively.
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2.2 Specificities of the JEOL 2200 FS

The JEOL 2200 FS installed at CIME (Figure 2.2) has following specificities: a Schottky FEG

with 80–200 kV HT range, a Cryo pole piece with Cs of 2.2 mm, 0.27 nm point and 0.14 nm

lattice imaging resolution. According to the manufacturer, the best energy resolution possible

is about 0.8 eV. The microscope is equipped with an in-column Ω filter with an intrinsic

dispersion of 1.2 µm/eV at 200 keV, a Gatan UltraScan™ 1000 CCD camera and an imaging

plates or film chamber (http://cime.epfl.ch/jeol-2200fs). A Gatan MonoCL3 using the XiClone

software (http://www.gatan.com/sem/xiclone.php) has been adapted to the TEM column. A

cut-away view of the column with all lenses and apertures is shown in Figure 2.3.

Gun

Sample holder

Work station

TV monitor
CL detector

Camera chamber

Figure 2.2: Image of the JEOL 2200 FS installed at CIME.
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2.2. Specificities of the JEOL 2200 FS

FEG
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v
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a: GUN-A1 Gun 1st deflector coil

b: GUN-A2 Gun 2nd deflector coil

c: CL1 1st condenser lens

d: CL2 2nd condenser lens

e: CL-STIG CL stigmator coil

f: CL-A1 CL 1st deflector coil

g: CL-A2 CL 2nd deflector coil

h: CM Condenser minilens

i: OL Objective lens

j: OL-STIG OL stigmator coil

k: OM Objective minilens

l: IS1 1st image shift coil

m: IS2 2nd image shift coil

n: IL-STIG IL stigmator coil

o: IL1 1st intermediate lens

p: IL2 2nd intermediate lens

q: IL3 3rd intermediate lens

r: IL4 4th intermediate lens

s: FL-STIG1 Filter lens 1st stigmator coil

t: FL-A1 Filter lens 1st deflector coil

u: FL Filter lens

v: FL-A2 Filter lens 2nd deflector coil

w: FL-STIG2 Filter lens 2nd stigmator coil

x: PL1 1st projector lens

y: PL-A IL deflector coil

z: PL2 2nd projector lens

CLA

OLA

HCA

SAA

ENTA

slit

Figure 2.3: Cut-away view of the JEOL 2200 FS, showing all the lenses and apertures. The
specimen is represented by an arrow. Source: instruction handbook of the JEM-2200FS.
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2.2.1 The Field Emission Gun (FEG)

There are two main classes of electron sources (so-called "guns") for TEM: thermionic and

field emission guns. The main difference between these two kind of guns is the way the

electron beam is generated. Where a tungsten wire or a crystal (LaB6 or CeB6) is heated to emit

electrons for a thermionic gun, an electric field pulls the electrons out of the tip (single-crystal

tungsten (W) for a cold FEG or Zirconium oxide (ZrO) coated <100> tungsten maintained at

a high temperature around 1700K for a Schottky FEG). The principle of a Schottky FEG is to

enhance a thermionic source by lowering the emission barrier with a strong electric field.

The JEOL 2200 FS used for this work is equipped with a Schottky FEG. The main advantage

of the FEG over a thermionic source is the much higher brightness (up to tree orders of

magnitude), the higher coherence, a narrower energy distribution, the possibility to create

a much smaller electron beam in diameter, and from a technical point of view, the lifetime

(5 times higher than a LaB6). Contrary to the cold FEG, the Schottky FEG has a symmetrical

energy distribution. Table 2.1 shows the main characteristics of the different electron sources

mentioned (source: [40]).

Table 2.1: Characteristics of the principal electron sources.

Units Tungsten LaB6 Schottky FEG Cold FEG

Operating temperature K 2700 1700 1700 300
Current density (at 100 kV) A·m−2 5 102 105 106

Gun crossover size nm > 105 104 15 3
Brightness (at 100 kV) A·m−2·sr−1 1010 5 ·1011 5 ·1012 1013

Energy spread (at 100 kV) eV 3 1.5 0.7 0.3
Lifetime hr 100 1000 > 5000 > 5000

The most important characteristics for this work are the brightness and the energy spread.

The characteristics of the JEOL 2200 FS at CIME are 0.8 eV energy resolution (zero loss FWHM)

and a brightness of 4 ·1012 A·m−2·sr−1 at 200 keV according to the manufacturer.
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2.2.2 The in-columnΩ filter

As shown in Figure 2.3, theΩ filter is placed in the TEM column just before the projector lenses.

Its name comes from theΩ-like shape the electron beam travels while flowing through the

prisms, as shown in Figure 2.4.

Crossover

Crossover (Energy dispersive plane)

Object Plane

Image Plane

(a) Beam path in x plane

Crossover

Crossover (Energy dispersive plane)

Object Plane

Image Plane

(b) Beam path in y plane

Figure 2.4: Beam path through theΩ filter in the x plane and the y plane, perpendicular and
parallel to the magnetic field of the filter lens respectively. Source: instruction handbook of
the JEM-2200FS.

The first in-column filter has been developed by Castaing and Henry in 1962 [15] (Figure 2.5a).

However, the necessity of an electrostatic mirror limits the usability of this kind of filter to

beam energies of 100 kV maximum. Therefore, a newΩ shaped filter design made uniquely

of magnetic lenses has been introduced by Senoussi et al. in 1971 [41]. The first test on an

Ω filter has been performed in Toulouse by Zanchi et al. [42]. Since then, differentΩ filters

have been designed and improved [43–46]. In the mid-eighties, Perez et al. simulated another

in-column filter design known under "α filter" [47], which however has never been built. A

further design where the entrance and exit beam cross twice within the filter and the aberration

correction calculated has been published by Uhlemann and Rose [48]. The filter has recently

been manufactured and used in the SESAM project [49] under the acronym MANDOLINE

(Figure 2.5b).

There are two possible operation modes for an in-column filter: as a spectrometer or as an

energy filter (Figure 2.6). In the first case, the whole energy spectrum can be projected on one

of the different acquisition devices.

The second operation mode is possible by inserting a slit in the energy-dispersive plane at

the exit of the filter, as shown in Figure 2.7. The width and the horizontal position of the slit
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E0E0-ΔE

Crossover 
(Energy dispersive plane)Energy filtering slit

Achromatic image plane

Entrance image plane

Crossover

Filter entrance aperture

Mirror

V1

V2

V0

(a) Castaing-Henry filter

M1
M2

M3

C1
C2

C3
C4

C5

C6
C7

C8
C9

Crossover 
(Entrance pupil plane)

Entrance image plane

Achromatic plane

Energy selecting slit
Crossover
(exit pupil plane)

E0E0-ΔE

(b) MANDOLINE filter

Figure 2.5: Beam path in the Castaing-Henry filter (a) and in the MANDOLINE filter(b). The
solid line corresponds to the beam without energy loss and the dashed line corresponds to
the path of electrons which underwent an energy loss ∆E . The red dashed lines indicate
special planes in the filter. In (b), M1 is a homogenous magnet, M2 and M3 two symmetrically
arranged inhomogeneous magnets and C1–C9 are aberration correction sextupoles.

are variable, allowing the selection of a central energy position and an energy range around it.

This way of doing is then called Energy Filtered Transmission Electron Microscopy (EFTEM)

and is explained further in section 4.4.

As the JEOL 2200 FS has a complete projecting lens system before the filter (the intermediate

lens system), it can produce either a diffraction pattern or an image as the entrance object of

the filter. Thus, the JEOL 2200 FS can be operated in four different modes: image/spectrum,

diffraction/spectrum, image/EFTEM and diffraction/EFTEM. Some confusion may arise from

the fact that the EFTEM mode is often called image mode as opposed to spectrum mode.

In the spectrum modes, the energy-dispersive plane of the filter is taken as object for the

projector lens system, whereas the exit pupil plane is used in EFTEM modes. The link between

the exit pupil plane and the energy-dispersive plane is shown in Figure 2.8. It is to notice that

the exit pupil plane shown in this figure is virtually reconstructed by back-projection from the

slit plane, as the real exit pupil plane is distorted on the beam path within the last magnet of

the filter. From the beam path, it is clear that a diffraction pattern is formed in the energy-

dispersive plane when an image is in the exit pupil plane and vice-versa. Since the entrance

pupil and the exit pupil are conjugated, as well as the entrance crossover is conjugated with

the exit crossover of the filter (the energy-dispersive plane), an image is formed in this last

plane in diffraction EFTEM mode. This is the so-called "image coupling in diffraction mode".
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Spectrum

Chromatic image plane (spectrum, energy selecting slit)

Achromatic image plane

 Filter

Image or diff. pattern on the SEA (achromatic object plane)

Crossover (chromatic object plane)

Sample Intermediate lens system

(a) Filter as a spectrometer

Chromatic image plane (spectrum, energy selecting slit)

Achromatic image plane

Filter

Image or diff. pattern on the SEA (achromatic object plane)

Crossover (chromatic object plane)

Sample Intermediate lens system

Projectior lens system

Filtered image

(b) Filter as an energy filter

Figure 2.6: Operation modes of an energy filter, either as a spectrometer (a) or as an energy
filter (b). In both cases, the entrance object of the filter is the object imaged in the crossover
after the illumination lens system. The projector lens system is tuned to project either the
whole spectrum from the chromatic image plane or the filtered image from the achromatic
plane depending on the operation mode of the filter. The planes of same colors are conjugated.
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Crossover  (Entrance aperture plane)

Crossover (Energy dispersive plane)

Object plane
(Entrance pupil plane)

Achromatic plane
(Exit pupil plane)

E0 E0-ΔE

Slit

Figure 2.7: Ray path in the specific case of the JEOLΩ filter. The red dashed lines correspond
to the special planes in the filter: the entrance and exit crossovers and pupils. Image source:
instruction handbook of the JEM-2200FS.

The geometry of theΩ filter is not trivial. Indeed, at least tree conditions have to be fulfilled to

avoid aperture and distortion aberrations and to get an achromatic image on the exit pupil

plane [46, 50]:

1. the geometry of the filter must be central plane symmetry;

2. the central trajectory at the slit plane must be parallel to that at the entrance aperture

plane;

3. two pairs, the entrance aperture plane and the slit plane, and the entrance pupil plane

and the exit pupil plane must be symmetric about the central plane.

Thanks to the central symmetry, almost half of the second rank aberrations vanish. Curving the

inner pole-piece surface of the magnet or curving the entrance and exit faces of the pole-piece

generates a sextupole filed [51], thus no additional magnets are needed for further second

rank aberrations correction. TheΩ filter is manufactured in such a way that the remaining

aberrations which cannot be completely corrected are minimised. One of the most important

remaining aberration is the non-isochromaticity, which is treated in section 5.1.1.
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Energy dispersive plane

Exit pupil plane

Exit pupil plane

Energy  dispersive plane

Figure 2.8: Link between the exit pupil plane and the energy-dispersive plane. A diffraction
pattern is formed in the energy-dispersive plane when an image is in the exit pupil plane and
vice-versa.
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2.2.3 Nano-Beam Diffraction (NBD)

Preliminary remark: even if JEOL uses the acronym NBD as "Narrow Beam Diffraction"

(instruction handbook of the JEM-2200FS), the possibility of creating a probe in the nm scale

(down to 1.0 nm), induces people to call this mode "Nano-Beam". This last name or the

acronym will be used in this work.

The NBD mode is a particular sample illumination mode possible with the JEOL transmission

electron microscopes. The standard use of this illumination mode is thought to have nano-

scale probe for conventional diffraction, allowing to generate a diffraction pattern from a very

small area. However, and this is what is used for this work, it is possible in this mode to set up a

parallel illumination in the range of 50–500 nm diameter depending on the selected Condenser

Lens Aperture (CLA) [52] without a selecting area aperture. Figure 2.9 shows the illumination

of the specimen in TEM parallel illumination mode with a selecting area aperture inserted

(left hand side) and in NBD parallel illumination mode (right hand side). The Selecting Area

Aperture (SAA), back-projected on the specimen, induces a virtual aperture that limits the

illuminated area. However, since the area covered by the parallel incident beam is much larger

than the size of that virtual aperture, the intensity of the beam after the SAA is weak. In NBD

mode, the size of the illuminated area when the illumination is parallel depends only on the

size of the condenser lens aperture. The full intensity of the incident beam is concentrated

on the illuminated area and thus the total intensity after the specimen much brighter than in

TEM SAA mode.

Therefore: the main advantage of the NBD illumination mode is the possibility to have a

parallel beam on a small illuminated area and with high intensity.

18



2.2. Specificities of the JEOL 2200 FS
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Figure 2.9: Beam path for parallel illumination in TEM SAA (left hand side) and in NBD mode
(right hand side).
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2.3 Acquisition devices

Since the beginning of TEM, a phosphorescent screen has been used to detect the high-energy

electron beam. In the JEOL 2200 FS, a camera is pointed toward the screen and sends the

image to a computer. Snapshots can then be taken.

Lifting up the phosphorescent screen gives the possibility to access a Gatan UltraScan™ 1000

CCD camera. This is a 2k × 2k pixel device for a total detection area of 28.7×28.7 mm with

a pixel size of 14 µm. The maximal amount of counts before saturation is 64’000, giving a

dynamic range of 16 bits. The read-out speed is 4.0 Mpx/sec and the read-out noise lower

than 30 CCD electrons.

Retracting the CCD camera makes the way free to the camera chamber, where photographic

films or Imaging Plates (IP) can be inserted. Since the development of the negative films is

quite complicated and the film itself is "one way use", this technique is not really used any

more. On the other hand, imaging plates are still used. Indeed, they have several advantages:

they can be re-used up to 1000 times according to the manufacturer (http://www.ditabis.

de/imagingplatescanner_micron.html), the scan is automated resulting in high-resolution

digital images, the detection area is much larger than for a CCD camera (81×100 mm) with

the same pixel size of 14 µm, the dynamic range is linear over 6 orders of magnitude [53] and

the maximum electron dose per pixel is much higher allowing longer acquisition times (a

performed test leads to the conclusion that the IP saturates at about 4 times longer exposure

time than the CCD camera). IP’s are particularly interesting in diffraction mode since the

device cannot be damaged by high electron dose.

The acquisition principle is as follow: an electron from the beam reacts with the active layer of

the IP, which is a photostimulable phosphor layer with highly dispersed, doted (BaF(Br,I):Eu2+)

crystals. The incident electron generates several electron-hole pairs in the active layer, which

then are trapped by the Fluor centers of the crystalline structure [54]. The generation of

multiple electron-hole pairs induces a primary signal amplification of a factor 102–103.

The read-out is performed in a scanner, which stimulates the populated F-centers of the IP with

a laser at about 630 nm wavelength so that the electron-hole pairs can recombine, radiating

isotropically from the surface of the IP at a wavelength of 390 nm (the luminescent signal).

This signal is then collected by an elliptical mirror system and reflected to a photomultiplier

and finally converted into a digital signal.

One of the major disadvantage of imaging plates is the loss of Detection Quantum Efficiency

(DQE) at higher dose. Indeed, for an electron dose higher than 0.5 e−/µm2, the DQE of 0.8–0.9

decreases rapidly down to 0.2 due to a noise signal depending on the IP inhomogeneities, the

photomultiplier, the electronic devices and contribution of the Poisson distribution of the

laser beam, even with a high-DQE imaging plate scanner [55]. Recently, the lowering of the

characteristic noise of the IP by correction of the geometric distortion could improve the DQE

to almost 0.5 even for electron doses as high as 10 e−/µm2 [56].
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3 Silver sample preparation

The samples used in the present work are all pure silver (except if explicitly mentioned). The

requirements for the presented technique are a homogenous thickness of 30–50 nm over an

area of at least 250 nm in diameter, and there should be no contamination even with very large

exposure times on the same area.

Several different chemical or mechanical sample preparation techniques are presented in this

chapter, even if the resulting specimen is not good enough for this work, because almost no

free accessible literature exists for silver TEM sample preparation.
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3.1 Raw silver sample description

The sample used for mechanical and chemical preparation is 99.999% pure silver bought

at Alfa Aeser (http://www.alfa-chemcat.com/). The bars have a length of 25 mm and 7 mm

diameter (reference number 11473). Figure 3.1 shows the edge and the bottom respectively

from one of the bars, which has been chemically etched with nitric acid to reveal the grains.

This bar has been used to create two carrots of 3 mm diameter, which have finally been

processed by Electrical Discharge Machining (EDM) to 100 µm thin slices in a first time, 200,

300 and 400 µm in a second time because 100 µm slices had tendency to bend while cutting,

inducing dislocations. The sample preparation web page http://temsamprep.in2p3.fr gives

(a) Bulk silver: edge (b) Bulk silver: bottom

Figure 3.1: Optical microscope analysis of the surface of a piece of bulk silver. The grain size
seems to be about 1 mm and the surface quite rough. This roughness is probably due to the
slab preparation with EDM.

different preparation techniques for silver:

1. twin jet electrolytic thinning;

2. full bath electrolytic thinning;

3. twin jet chemical thinning;

4. full bath chemical thinning;

5. ion beam thinning;

6. focused ion beam thinning;

7. extractive replicas;

from which techniques 1, 5 and 6 have been used. The results of different attempts are

presented hereafter, and the tables with the technical data can be found in Appendix A.
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3.2. Mechanical thinning

3.2 Mechanical thinning

3.2.1 Ion Beam Thinning (IBT)

The very first sample has been prepared using a Fischione 1010 Ion Mill instrument on a

100 µm slab. A tension of 5 keV and 6 mA of current have been used with an attack angle of 6°

on the cooled down sample. This treatment applied for a total of 7 hours created three little

holes with thick edges. The same sample has been put again into the milling device with 5 mA

at 2.5 keV and an attack angle of 4° for 1.75 hours, followed by 1.5 hour at 3 keV and 3 hours at

500 eV. A resulting edge is shown in Figure 3.2. This method has been abandoned after this

Figure 3.2: Result after a total IBT of 13.25 hours with different milling conditions. This dark
field image at 38 kx magnification reveals a thick edge full of dislocations (red circles).

first attempt because it is extremely time consuming with a very poor result (thick specimen,

defects).

3.2.2 Focused Ion Beam (FIB) thinning

The FIB is an extremely useful tool for sample preparation. Indeed, it allows a very precise

TEM sample preparation (depending on the considered material for sample preparation, a

precision of 100–200 nm in thickness is guaranteed; every thickness below is a lottery since

the measurements are no more accurate) and in the same time, a SEM surface analysis can

be performed. This has been done on a 300 µm silver slab described at the beginning of this

section, revealing the size of some grains at almost 3.5 µm, but most of them being much

smaller with a size about 200 nm (Figure 3.3a). The analysis also reveals a quite rough surface

(Figure 3.3b). The surface roughness, showing some porosity (the black dots, well visible also

in Figure 3.4b), is most probably due to the slab preparation by EDM.
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(a) SEM analysis: grain size (b) SEM analysis: surface roughness

Figure 3.3: FIB SEM analysis of the surface of a piece of bulk silver. The grain size seems
to be about 1 µm and the surface quite rough. This roughness is probably due to the slab
preparation with EDM.

The TEM sample has been prepared by the "FIB H-bar" technique, well described in [57, 58]

and many others. It consists in milling a thin lamella out of the bulk material, lift it out

and stick it on a special TEM FIB lamella holder (e.g. an Omniprober Lift-Out grid, http:

//www.tedpella.com/Omniprobe_html/FIB-Omni.htm). Figure 3.4 shows the H-bar sample

just before the lift-out.

(a) FIB H-bar cut (b) FIB H-bar: closer look at the thin zone

Figure 3.4: FIB H-bar cut just before the lift-out. A closer look at the thin zone reveals a surface
porosity (red circles).

When the FIB lamella is put into a TEM, it reveals the thin H-bar zone, as shown in Figure 3.5a.

Going to higher magnification (Figure 3.5b), single grains with 200 nm length can be discovered.

As expected for a ion sample preparation, plenty of dislocations can be observed. For this last

reason, this sample preparation method has been discarded from the current work.
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3.3. Electrochemical thinning

(a) TEM view from the H-bar cut (b) Single grain in the thin zone of the FIB lamella

Figure 3.5: TEM view of the FIB lamella. A closer look at a single grain reveals the expected
dislocations induced by the ion thinning sample preparation method.

3.3 Electrochemical thinning

Electrochemical thinning is a widely used preparation method, which has the great advantage

to keep the crystalline structure of the sample unchanged, i.e. without introducing dislocations.

Several attempts have been performed by twin jet polishing using a Struers TenuPol-5, and

discarded for reasons explained hereafter.

3.3.1 Twin jet polishing with phosphoric acid

The first electropolishing attempt has been performed with a phosphoric acid solution, pro-

posed by Struers GmbH. The composition of the electrolyte is:

• 400 ml H3PO4@65% (phosphoric acid);

• 380 ml C2H6O (ethanol);

• 200 ml H2O (distilled water).

A typical sample resulting from this process is shown in Figure 3.6: the sample is almost

destroyed, and the amount left is black and rough. These samples have not been put into

a TEM since it is obvious that they are not suitable for a proper analysis. The result of all

polishing attempts with phosphoric acid can be found in the annex, Tables A.1 and A.2.
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Figure 3.6: Result from a twin jet polishing process with a phosphoric acid electrolyte. The
sample is almost destroyed and the rest is unusable.

3.3.2 Twin jet polishing with perchloric acid

It seems obvious that the phosphoric acid solution suggested by Struers GmbH does not work

for the purpose of this project on the silver slabs, so another solution proposed by Cockayne

et al. [59] has been tried. The idea is to start jet polishing with nitric acid and finish thinning

with a perchloric acid bath. These mixtures are composed as follows (prepared one day before

use):

• nitric acid mixture:

– 150 ml HNO3@65% (nitric acid);

– 850 ml H2O (distilled water);

• perchloric acid mixture:

– 10 ml HClO4@60% (perchloric acid);

– 900 ml CH3OH (methanol);

– 90 ml C3H5(OH)3 (glycerol).

The resulting samples are shown in Figure 3.7. Obviously, the nitric acid solution is too

corrosive for the silver, so it has been left out on the second day (see Table A.3 and A.4 for full

analysis). Under the light microscope, this last solution seems to be the right one, but putting

the sample in a TEM shows (Figure 3.8) that the sample is not thin enough, especially the need

for thin homogenous regions of at least 250 nm with equal thickness are not fulfilled.

Having a closer look at Figure 3.7b, one can notice little scratches in the thinned area, which

appear systematically when only perchloric acid is used as electrolyte. The question raised if

they are just an optical illusion. They are not, as next section will show.
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3.3. Electrochemical thinning

(a) Combination of nitric and phosphoric acid (b) Second attempt with phosphoric acid only

Figure 3.7: Silver preparation using nitric and perchloric acid as electrolyte. (a) is the result
using Cockayne et al. method and (b) results from using only the perchloric acid solution as
electrolyte.

Figure 3.8: TEM analysis of a perchloric acid twin jet polished silver sample. The sample is
rather thick and not homogeneously flat.
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3.3.3 Twin jet polishing with sulfuric acid

The perchloric acid electrolyte is not performing enough, so another technique has been

applied: a method proposed by Lyles et al. [60], and used by prof. Sigle1 and his team for

surface plasmon analysis [61]. The electrolyte is based on sulfuric and acetic acid mixed with

thiourea and has to be mixed in this special order:

• 115 ml CH3COOH (glacial acetic acid);

• 86 ml H2SO4 (concentrated sulfuric acid);

• 700 ml CH3OH (anhydrous methyl alcohol);

• 154 g NH2CSNH2 (thiourea).

Representative results of this technique are shown in Figure 3.9. Again, and this is recurrent

also with sulfuric acid prepared slabs, these scratches mentioned before are visible (Fig-

ure 3.9b). They seem to be grain oriented, and there is no explanation of the happening. A

suggestion may be preferential attack, but if it is, the reasons are not clear.

(a) Sulfuric acid prepared slab (b) Sulfuric acid prepared slab with well visible scratches

Figure 3.9: Silver preparation using a sulfuric acid solution as electrolyte. Scratches are slightly
visible in (a) and strongly evident in (b). The green circles in (a) show some contamination.

Using the sulfuric acid method has another drawback: since thiourea is a powder, if the mix

is not perfect, some residue may remain on the sample as contamination, as shown by the

green circles in Figure 3.9a. A closer look at this same sample in a TEM (Figure 3.10) shows

dislocations, probably due to the slice preparation by EDM.

A summary of the sulfuric acid technique used by Lyles et al. , Sigle et al. and this work can be

found in Table A.6.

1Prof. Wilfried Sigle, Max Planck Institute for Metals Research, Stuttgart.
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Figure 3.10: TEM analysis of a sulfuric acid solution prepared silver slab. The dislocations
probably come from the EDM cut of the silver carrot.
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3.4 Sputtering

All these attempts to create usable monocrystalline samples failed, thus a try with polycrys-

talline sample prepared by sputtering has been performed. This turned into a success.

Sputtering was performed with a NORDIKO 2000 (Nordiko Ltd, Havants, Hants, UK) mag-

netron sputtering machine. 99.99% pure Ag target (from Kurt J. Lesker) was used for depositing

the film. 50 W (380 volt) DC power was applied on the target to start the deposition with

20 sccm Ar flow in the chamber; pressure was maintained at 5 mTorr. Deposition rate was

observed to be 50 nm/min. The substrate was freshly (111) cleaved NaCl single crystal (usually

called rock salt) clamped on a 4 inches Si wafer. The sputtered film can then be easily released

by putting the substrate into distilled water and fishing the film with a copper grid after the

salt dissolved. This method has first been proposed by Layton and Campbell [62].

The resulting sample is a 50 nm (measured with the log-ratio method described in [1]) thin

polycrystalline film with around 50 nm grain size (Figure 3.11). It was observed that locally,

most of the grains are [001] oriented, showing that the sputtering conditions are such as the

film growing is almost epitaxial. The storage of the sample can be done in a medium vacuum

(about 5 ·10−2 Torr), ideally desiccated.

Furthermore, the specimen prepared with this method are those that show the smallest

contamination.

Figure 3.11: TEM image of a silver film prepared with the sputtering method.
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4 Theory

4.1 Electron scattering

When an electron beam is directed toward a specimen, different interactions are possible. A

non-exhaustive list of phenomena encountered in electron microscopy is shown in Figure 4.1.

TEM imaging usually makes use of the forward scattered electrons (after the specimen) and

Specimen

Incident beam

Backscattered
electrons (BSE)

Auger electrons

Secondary
electrons (SE)

Characteristic
X-rays

Visible light

Electron-hole
pairs

Bremsstrahlung
X-rays

Inelastically
scattered
electrons

Elastically
scattered
electrons

Direct beam

“Absorbed”
electrons

Figure 4.1: Possible interactions of the electron beam with a specimen.

the direct beam. Nevertheless, using additional detection devices, it is also possible to detect

the backscattered, secondary and Auger electrons, the X-rays (X-ray detector) and the visible

light (cathodoluminescence). These later topics are not treated in this work.
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Chapter 4. Theory

Electron scattering is driven by Coulomb interaction: the incoming electron (from the incident

beam) may interact with an electron or an ion of the specimen, elastically or inelastically.

The probability of interaction is proportional to the scattering cross-section σ, which varies

with the kind of interaction, the energy of the beam, the scattering angle and the incidence

direction if the specimen is anisotropic. The scattering cross section depends strongly on the

scattering angle, allowing to access angular information. This is given by the differential cross

section dσ
dΩ , whereΩ is a solid angle, as shown in Figure 4.2.
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Figure 4.2: Electron scattering by a single atom. The electrons are scattered at an angle θ
within a solid angle dΩ.

Elastic scattering is basically a deviation of the incident electron. The deviation angle is

determined by the atomic number Z of the scattering atom, the acceleration voltage of

incident electron and the impact parameter. Constructive interferences will produce the

bright spots of a diffraction pattern (an example of pattern being shown in Figure 4.3).
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4.1. Electron scattering

Inelastic scattering happens when the incident electron looses energy while interacting with

the specimen. A momentum transfer happen between the electron and the specimen.

The momentum transfer from the incident electron depends on the energy loss and thus

on the interaction with the specimen, which can be plasmon excitation, inter-band or

core-loss interaction and on the scattering angle. These interactions, analyzed in their

energy distribution, lead to the so-called "EELS spectrum", an example being shown

later in Figure 4.6.

This distinction between elastic and inelastic scattering arise from the fact that the system

considered for the interaction is made of the probe electron and the specimen. Strictly

speaking, the phonon losses (collective oscillation of the atoms of the specimen) are inelastic.

However, since their energy loss is about some meV, which makes them undetectable by EELS,

they are often called "quasi-elastic".

The whole theory about diffraction is well described e.g. in Williams and Carter’s "Transmission

Electron Microscopy" [40], so only the information about diffraction which is relevant for this

work is mentioned hereafter.
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020

200
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Figure 4.3: Silicon [001] diffraction pattern, camera length 60 cm. Gray scale is inverted for
better contrast.

33



Chapter 4. Theory

A diffraction pattern is characterized by a series of bright spots on a much less intense back-

ground which form a geometric figure – the pattern. It gives direct access to the crystallo-

graphic structure of the specimen.

The diffraction pattern is formed in the Back Focal Plane (BFP) of the objective lens. It

corresponds to the intersection of the Ewald sphere with the reciprocal lattice. Thus, the

reciprocal space is directly accessible. The "distances" in this space are measured in inverted

length (in this work, with units of nm−1), although other notations are possible (Appendix B).

The spots – which are Airy disks [40] – arise when the condition for constructive interference,

namely the Bragg conditions given by

λ= 2dhkl sinθB (4.1)

are fulfilled. Here, θB is the so-called Bragg angle of scattering, λ the wave length and dhkl

distance between lattice planes of the specimen. The spots are identified with help of the

so-called Miller indices [40]. The convention in crystallography is that the diffraction spot

from a specific (hkl ) plan is denoted hkl , where the 000 spot is the transmitted beam. The

zone axis, noted [UV W ], is the direction of the incident beam and is perpendicular to the

normal of all (hkl ) planes of the zero order Laue zone.

As mentioned in section 2.1.1, the "magnification" of the pattern depends on the selected

Camera Length (CL): the higher the CL, the larger the projected diffraction pattern.

Due to the geometric setup (Figure 4.4), the relation

R

L
= tan2θB ≈ 2θB (4.2)

holds, where R is the measured distance on the screen, L the camera length and 2θB the angle

between the transmitted and a diffracted spot. The approximation tan2θ ≈ 2θ is possible

since angles are not larger than 100 mrad in a TEM [1]. Using the Bragg equation (4.1), the

relation between R, L, the reflecting plane distance dhkl and the wavelength becomes:

Rdhkl =λL (4.3)

Thus, knowing the acceleration voltage of the beam and the camera length, it is easily possible

to retrieve the reflecting plane distance dhkl of the specimen by measuring the distance of a

diffraction spot with respect to the transmitted beam. And knowing the crystalline structure of

the materials (thus dhkl ) allows to precisely calibrate an arbitrary scattering angle θ at which

an EELS measurement is done.
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Figure 4.4: The camera length L is defined as the virtual distance between the specimen and
the projection screen (or entrance of the acquisition device). The transmitted and diffracted
spots are separated by R ≈ 2LθB . In TEM, L is changed by varying the excitation of the projector
lens system.

4.2 Electron Energy Loss Spectrometry (EELS)

A comprehensive description of EELS can be found e.g. in Egerton’s "Electron Energy Loss

Spectroscopy in the Electron Microscope" [1].

As the acronym suggests, an EELS spectrum shows the number of electrons which have lost

a certain amount of energy while interacting with the specimen, as sketched in Figure 4.5.

An example of EELS spectrum is shown in Figure 4.6. The major features visible in such a

spectrum are:
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Figure 4.5: Schematic representation of the origin of the EELS spectrum when electrons
interact with matter.

The Zero-Loss Peak (ZLP). For thin TEM lamella, this is the most intense peak. It corresponds

to the electrons which have not lost energy, meaning that they have only undergone

elastic scattering. It’s shape may be approximated by a gaussian because of the finite

energy resolution of the instruments. The ZLP allows to precisely set the zero of the EELS

spectrum, and its Full Width at Half Maximum (FWHM) gives the energy resolution of

the spectrum. The broadening of the ZLP comes from the intrinsic energy width of the

emission, the instability of the high tension and the instabilities of the lenses that cause

the ZLP to move, as well as the projector lens aberrations and the image/diffraction

coupling in the spectrometer.

Several small peaks. They correspond to plasmon excitation (collective oscillations of the

free electron gas), inter-band transitions and transitions from the valence band to an

unoccupied state in the transition band (see Figure 4.5). The region where they occur is

called the "low-loss region", since the amount of energy lost is about some tenth of eV.

These inter-band transitions and plasmon features allow to characterize the specimen

(e.g. [63]).

Sharp or smooth edges. These edges correspond to electrons which interact with core shell

electrons of the atoms of the specimen. These edges arise at the energies of the binding

energy of the core electrons to their nucleus, thus allowing a chemical analysis of the

specimen. A deeper analysis of these features even allow an analysis of the electronic

structure, which is one of the research topics of ELNES (Energy Loss Near Edge Struc-

tures). The theory of ELNES may be found in e.g. [64] whereas possible applications are

shown in [1].
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(c) EELS spectrum: core loss

Figure 4.6: Example of an EELS spectrum. (a) shows an unscaled spectrum of silver with the
full height of the ZLP. In thin specimens, the zero loss peak is over 100 times more intense than
plasmons or edges. (b) zooms into the red rectangle of (a), showing the low loss region and its
features. (c) shows the Pd M45 edge at 335 eV.
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4.3 Angular resolved EELS

Angular resolved EELS is a special technique of EELS where not only the energy loss is taken

into consideration, but also the scattering angle of the electrons. Indeed, taking into account

the scattering angle, it is possible to retrieve the double differential scattering probability,

described by Ritchie in 1957 [1, 37] without relativistic or surface effects:

∂2P

∂ω∂Ω
(ω, q) ∝ e2

π2~v2 ℑ
(

1

ε(ω, q)

)
(4.4)

which is proportional to the imaginary part of the inverse dielectric function ε, where ω is the

excitation frequency and q the momentum transfer. Using a Kramers-Kronig Analysis (KKA),

it is thus in theory possible to obtain the dielectric function of a sample on a practical way.

Ignoring a scaling parameter gives the relation

P (ω, q) ∝ℑ
(
− 1

ε(ω, q)

)
1

θ2 +θ2
E

(4.5)

where P is the loss probability, θ the scattering angle and θE the characteristic angle for the

energy loss ∆E , related to the excitation frequency ω by ∆E = ~ω. This characteristic angle

is directly linked to the energy loss since kθE corresponds to the shortening of the scattered

wave vector k ′, where k is the wave vector of the incident beam (Figure 4.7). It is given by

θE = ∆E
2m0γv where m0 is the rest mass of the electron, v the absolute speed of the electrons in

the beam and γ the relativistic factor γ= 1√
1+ v2

c2

. It may be approximated by the energy loss

over twice the energy of the incident beam θE ≈ ∆E
2E0

.

The scattering angle is linked to the momentum transfer q by

q2 = k2(θ2 +θ2
E ) (4.6)

This relation is possible since θ is extremely small so the small angle approximation holds.

Note: the expression "angular" comes from the link between the scattering angle and the

perpendicular component of the momentum transfer q⊥, as shown in Figure 4.7. Angular

resolved EELS is commonly abbreviated q-EELS, but may also (rarely) be found as AREELS

(e.g. [19]).

The advantage of EELS over optical measurements is that in EELS, the momentum transfer

q and the energy loss ∆E may be tuned independently, while in optical absorption, they are

linked, limiting this technique to very small q (often taken as 0).

38



4.4. Energy filtered TEM

sample

q⊥

q||

θΩ

q

k k’

Figure 4.7: Schematic draw of angular resolved EELS. Given an angle θ and q∥, it is possible to
retrieve the momentum transfer q⊥, since the wave number of the incident beam k is known.

4.4 Energy Filtered TEM (EFTEM)

The acronym EFTEM stands for Energy Filtered Transmission Electron Microscopy and de-

scribes a TEM acquisition method. It is only possible to do EFTEM if an energy filter is available

in the TEM column (explained in section 2.2.2) or after the TEM column (such as GIFs [65]).

The method has first been proposed by Jeanguillaume and Colliex [66], and consists in acquir-

ing a single image or a set of images/diffraction pattern of the same region of interest, where

each image/pattern, in this context called "slice", is taken at a different energy loss. These

slices are then put together in order to form a 3D data cube called "EFTEM stack", as sketched

in Figure 4.8. EELS spectra can then be produced by analyzing the data cube in the energy

direction. A particular application of this technique is plasmon analysis. Indeed, if a sharp

plasmon resonance energy is selected, the positions of the specimen that experience this loss

"lights up" in the image [67].

It is obvious that the stack shown in Figure 4.8 is an ideal case. Due to high voltage instabilities

in the gun, spatial drift of the specimen, remaining non-isochromaticity and other effects, the

data cube is distorted and cannot be used just by stacking the slices one over the other, but

has to be re-aligned. Schaffer et al. propose a way to do this data processing [68].

39



Chapter 4. Theory

δE

x

yE

Figure 4.8: Combination of filtered slices (green) to an EFTEM stack and possible extraction
of an EELS spectrum (blue). The resolution of the spectrum is modulated by the shift of the
energy selecting slit, the slit width δE and the intrinsic resolution of the instrument.

The advantage of this technique is the very good spatial resolution in each slice (the spatial

resolution of the EFTEM data cube), given by the spatial (x, y) resolution of the microscope.

If a diffraction pattern is acquired, the technique allows very good angular resolution. The

drawback is a limited resolution in energy that transfers to the extracted EELS spectra. The

energy resolution is given by the shift of the energy selecting slit after the filter as well as the

slit width δE and the intrinsic resolution of the instrument. Nevertheless, the best energy reso-

lution reachable with EFTEM nowadays is about 0.1–0.2 eV [69] when using a monochromated

microscope and a specially designed filter.
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4.4. Energy filtered TEM

EFTEM was originally developed as a technique for chemical analysis. Therefore, it is mainly

used in image mode, using core losses. In this work, EFTEM is used in diffraction mode.

Figure 4.9 illustrates the relationship between q , θ and θE as given in equation (4.6) in an

EFTEM stack acquired in diffraction. From a geometric consideration, and knowing that θ

is extremely small (maximum 100 mrad) so the small angle approximation sinθ ≈ θ holds,

the perpendicular component of the momentum transfer is given by q⊥ = kθ and the parallel

component is linked to the energy loss by q∥ = kθE .

θ

kk’

q
q

//

q

Figure 4.9: Visualization of the relationship between q , q⊥ = kθ and q∥ = kθE as given in equa-
tion (4.6). The total momentum transfer q (green) is in relation with the angular momentum
q⊥ and the energy loss momentum q∥ (both in red) by the Pythagoras theorem and q⊥ is
determined by the incident beam wave number k (cyan) and the scattering angle θ (in blue,
defined as the angle between the incident and the diffracted beam k and k ′ respectively).
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4.5 Theoretical computation

The single scattering distribution (which may be determined experimentally via the mo-

mentum transfer resolved energy loss function) allows in principle to retrieve the real and

imaginary part (ε1 and ε2 respectively) of the dielectric function ε(ω) via a Kramers-Kronig

Analysis (KKA) [1]. However, this retrieval is impossible when relativistic or surface effects

come into play. On the other hand, if the band structure of the analysed material is known

(which is the case for the noble bulk metal silver), it is possible to perform ab initio calculations

of the loss function. By doing so, the accuracy of the calculation model may be verified by

comparison with experimental results. This comparison is made in chapter 6.

The imaginary part of the dielectric function ℑ
[
− 1
ε(ω,Q)

]
is linked to the dynamic structure

factor s(ω,Q) via

s(ω,Q) = 2

v(Q)
ℑ

[
− 1

ε(ω,Q)

]
(4.7)

where Q is the momentum transfer and v(Q) = 4π
Q2 is the Fourier transform of the Coulomb

interaction.

Since the quantum-mechanical electron density fluctuations of the physical system described

by the dynamic structure factor [70] is directly related to the macroscopic density response

function χM by

s(ω,Q) =−2 ℑ(
χM(ω,Q)

)
(4.8)

the main quantity that needs to be calculated is χM. This macroscopic quantity is related to its

microscopic counterpart χG ,G ′(ω, q) via [71]

χM(ω,Q) =χG ,G (ω, q) (4.9)

where G is the reciprocal lattice vector, and Q = q+G , so that q is confined to the first Brillouin

zone. Within the linear-response formulation of the Time-Dependent Density Functional

Theory (TDDFT) [72, 73], the microscopic density-response function χ of the interacting

many-electron system is related to the density-response function χ0 of the corresponding

non-interacting Kohn-Sham system through the Dyson equation, which is, symbolically:

χ=χ0 +χ0(v + fXC)χ (4.10)

where fXC is the exchange-correlation kernel that accounts for all many-body effects, and χ0 is
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given as

χ0
G ,G ′(ω, q) = 2

Ω0

BZ∑
k

∑
n,n′

fn,k − fn′,k+q

εn,k −εn′,k+q +ω+ iη

×〈ψn,k |e−i (q+G)·r |ψn′,k+q 〉〈ψn′,k+q |e i (q+G ′)·r |ψn,k〉 (4.11)

Here, ψn,k , En,k , fn,k are single-particle wave functions, their eigenvalues, and occupation

numbers, respectively;Ω0 is the volume of the unit cell. While the approach is formally exact,

approximations are needed in practice [73]. In this work, two different simple approximations

are used. Setting fXC to 0 yields the Random-Phase Approximation (RPA), in which only the

classical Coulomb field of the induced charge density is accounted for when calculating χ.

The second approximation is the Adiabatic Local Density Approximation (ALDA or TDLDA),

in which fXC is given by [73]

f TDLDA
XC (r t ,r ′t ′) = δ(t − t ′)δ(r 1 − r 2)

dV LDA
XC (n)

dn

∣∣∣∣∣
n=n(r ,t )

(4.12)

The TDLDA kernel is local in space and time. Thus, its Fourier transform in time is frequency-

independent, and the transform in real space, f TFLDA
G ,G ′ (q), depends only on q and G −G ′.

An important concept in studying response functions is that of crystal local fields. Taking the

RPA as an example, one obtains from equation (4.10):

χ= (
1−χ0v

)−1
χ0 (4.13)

The calculation of χ therefore involves the inversion of the matrix 1−χ0v for each value of

q and ω. Calculations are numerically involved as one needs to include a sufficient set of

reciprocal lattice vectors for the representation of microscopic quantities, so that the final

result is converged. Neglecting all off-diagonal elements, or crystal local fields, is equivalent

to dealing with scalar functions rather than matrices. This is equivalent to the assumption

that the screening charge is independent of the position of the test charge inside the unit cell.

The comparison of response functions calculated with or without the inclusion of local fields

shows to what extent this assumption is realistic in a given material. Figure 4.10 shows the

computation of the loss function of silver in both cases with and without Local Filed Effects

(LFE). The difference of the two cases is evident and leads to the conclusion that the LFE

cannot be neglected above 30 eV for the calculation of the loss function of silver.
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Figure 4.10: Loss function of silver calculated with (solid lines) and without (dashed line)
consideration of the local field effects. The difference is evident and leads to the conclusion
that LFE are necessary for this computation.

4.6 Dynamics

The dynamic range refers to the capacity of an acquisition device to detect very strong and

very weak signals in the same image. It is defined as the ratio of the maximum number of

electrons needed to saturate a pixel, divided by the intrinsic read noise.

According to the manufacturer, the Gatan camera installed on the JEOL has a full 16 bits

dynamic range. However, the data acquired in the frame of this work and presented in chapter

6 need a dynamic range of almost 20 bits. This value has been determined as sketched in

Figure 4.11 on an experimental stack: an integration box of 0.1 nm−1 × 0.1 nm−1 × 3 eV is

created over the transmitted beam at q = 0 and at a place where the signal is weak at q 6= 0 of

the EFTEM data cube respectively. The ratio of the integrated intensities within the two boxes

gives the dynamic range. In practice, the two spectra on the right hand side of Figure 4.11 are

extracted from the EFTEM data cube via an integration surface of 0.1 nm−1 ×0.1 nm−1 over

the full energy range. The integration window of 3 eV is selected afterwards on the spectra: on

the ZLP in the q = 0 spectrum and on a place with weak energy loss for the q 6= 0 spectrum.
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Figure 4.11: Determination of the dynamic range needed: the red integration box corresponds
to the brightest part of the EFTEM stack, and the green integration box is at a place with weak
energy loss. The ratio of the integration value of the two boxes gives an estimation of the
requested dynamic. The picture on the right hand side shows the spectra integrated over a
surface of 0.1×0.1 nm−1 along the energy axis on the transmitted beam (upper panel; q = 0)
and on a place with weak signal at q 6= 0 in the diffraction pattern (lower panel) respectively.
The integration window of 3 eV is represented in each spectrum.

4.7 Resolutions

While doing angular resolved EELS, three resolutions determine the quality of the data [74]:

• spatial resolution;

• angular resolution;

• energy resolution.

Commonly, spatial resolution describes the capacity of an image-forming device (e.g. a

microscope, a camera, a telescope) to distinguish small details of an object. However, in the

context of angular resolved EELS, the spatial resolution is given by the size of the illuminated

area, which is the size of the probe on the specimen. In the frame of this work, the illumination

has to be parallel and the illuminated area as small as possible. A compromise to fulfill as

much as possible those two contradictory requirements was found in the use of the NBD

mode.

The angular resolution determines the smallest perpendicular angular momentum transfer

q⊥ detectable. This momentum transfer is directly measurable in a diffraction pattern, which

makes the diffraction mode convenient for angular resolved EELS measurements. The sharp-

ness of the details in the diffraction pattern are driven by the camera length, the binning during

the acquisition and the parallelism of the incident beam. Ideally, the diffraction spots are
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point sources. However, a remaining beam convergence (the incident beam on the specimen

is never perfectly parallel), as well as the spherical and chromatic aberrations of the lenses [40]

induce a broadening, making the diffraction spots appear as disks. The experimental angular

resolution is given by the angular FWHM of the transmitted beam at 0 eV energy loss.

The energy resolution determines how faint details in the EELS spectra will be detected. In

EFTEM, the energy resolution is given by the convolution of the size of the crossover before

the filter entrance with the width δE of the energy selecting slit. Experimentally, the energy

resolution is defined as the FWHM of the ZLP of the transmitted beam (q = 0).

The theoretically best possible resolutions on the JEOL 2200 FS at CIME are given in Table 4.1.

Table 4.1: Theoretical best resolutions of the JEOL at CIME

Resolution value condition issue
Spatial 50 nm CLA4 S/N ratio
Angular 4 µrad CL = 250 cm @ bin1 orientation, oversampling
Energy 0.8 eV optimal alignment intrinsic limit

The main issues working at these resolutions are the following:

Spatial resolution In the frame of this work, a spatial resolution of 50 nm is only achieved

by using a CLA4 in NBD mode. Since the CLA4 is tiny (10 µm in diameter according to

JEOL), only a small part of the source current is used, and the signal to noise ratio is

lowered to a point of non-usability of the microscope. Therefore, CLA3 with a diameter

of 40 µm was used, giving a lateral resolution about 220 nm.

Angular resolution 250 cm is the highest possible camera length of the microscope. However,

if it is used to image the transmitted beam, the diffraction spots are out of the field of

view and the orientation is therefore lost. Furthermore, due to the intrinsic limit of the

angular resolution, one may just be oversampling. Since the first diffraction spots are in

the field of view at a camera length of 80 cm (or lower), this setting is used in the present

work.

Energy resolution Using an energy selecting slit width smaller than δE = 0.5 eV may give

rise to edge effects and other aberrations. Furthermore, such a small slit width do not

improve the accuracy of the information since the Schottky FEG limits the intrinsic

energy resolution of the microscope to 0.8 eV. To improve this value, a monochromator

would be mandatory.
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5 Energy Filtered Nano-Beam Electron
Diffraction (EFNBED)

The data acquisition technique presented in this work is called Energy Filtered Nano-Beam

Electron Diffraction (acronym EFNBED), since it combines energy filtered diffraction (diffrac-

tion EFTEM) with the nano-beam illumination mode. EFTEM is provided by the in-column

Ω filter and allows the acquisition of a whole data set from which the angular resolved EELS

information can be extracted. The NBD mode is used for parallel illumination on a small area

with much higher intensity than the TEM or SAED mode.
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Chapter 5. Energy filtered nano-beam electron diffraction

5.1 Microscope alignment

First of all, it is necessary to align the microscope in order to get a parallel illumination in

the nano-beam mode, which is not the standard operation. Indeed, parallel illumination

is mandatory to guarantee the angular resolution, which would otherwise be blurred by

convolution with the convergence angle. At this point, it is important to mention that a perfect

parallel illumination on the specimen is ipso facto impossible, since the electrons of the beam

follow a helical trajectory relative to the optical axis [75, 76] (one should thus write "almost

parallel illumination", with quote marks).

To manage a parallel illumination in nano-beam diffraction mode, the microscope is first

aligned in TEM mode with parallel illumination. An alignment procedure may be found in

Appendix C. Once the microscope is aligned in TEM mode, it is put in NBD mode and the

desired CLA inserted. At this step, the bright tilt has to be corrected again, since the behavior

of the condenser lenses is changed in NBD mode. To get a parallel illumination, the diffraction

spots have to be made as small as possible in diffraction mode by changing the probe size.

Here, the following assumption is made: if the diffraction spots are the smallest in TEM mode

and the diffraction focus is not modified, then the previous alignment is kept and the projector

lens system images the back focal plane of the objective lens. Thus, the diffraction spots

should be the smallest with the same diffraction focus when the illumination is parallel also in

NBD mode for the same reason. A practical way to verify the parallelism of the illumination is

to change the focus of the objective lens: if the size of the illuminated area on the screen does

not change, one can be sure that the illumination is "parallel". Then focusing the diffraction

pattern with the intermediate lenses (IL) will image the BFP of the objective lens.

At this point, it is important to mention that the spectrum alignment is done with a FL

energy offset of 5 eV for the EFNBED method. Indeed, the EFTEM acquisition routine in

DigitalMicrograph does not allow to start at negative energy values. Aligning the spectrum

at 5 eV and starting the EFTEM acquisition at 0 eV gives access to the negative tail of the ZLP,

which will be important for the Batson correction. There are two possibilities to generate an

energy offset: either with the acceleration voltage of the gun (HT) or with the excitation of the

filter lens (FL). The last one is preferred for this work since it lets the specimen illumination by

the condenser lens unchanged. This is also the reason why this energy shift method is used in

STEM-EELS mode.
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5.1. Microscope alignment

5.1.1 Major alignment issues using anΩ filter

Image-coupled diffraction pattern

As mentioned in section 2.2.2 and sketched in Figure 5.1, the spectrum of a diffraction pattern

is image-coupled, and inversely the spectrum of an image is diffraction-coupled.

Filter

OL

IL

PL

Entrance crossover

Slit

CCD

Specimen

Diffraction

Image

Diffraction modeImage mode

Figure 5.1: Coupling in image and diffraction mode: an inverse relation. In image mode
(left hand side), a diffraction pattern is coupled with the spectrum at the energy slit and
in diffraction mode (right hand side), an image is coupled with the spectrum at the energy
slit. Since small magnifications/CL are used in EFTEM, large CL/magnification occur at the
entrance window and the slit respectively.

Since the two crossovers before and after the filter are conjugated, the energy spectrum in

the crossover after theΩ filter is convoluted with the object in the crossover before the filter.

Thus, if the feature is close to a Dirac function (e.g. a diffraction spot, which is an Airy disk),

the energy-loss spectrum will be convoluted with this sharp function, leading to the spectrum

itself with almost the nominal resolution of the system. However, if the feature in the pre-filter

crossover is a large image (not a point source), then the spectrum will be convoluted with
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Chapter 5. Energy filtered nano-beam electron diffraction

that image and consequently broadened. To demonstrate this broadening, an example of a

diffraction EELS spectrum taken with different selecting area apertures is shown in Figure 5.2.

This image-coupling is the main reason why it has been chosen to use the NBD mode for this

work, although advantage of the NBD is taken to have high brightness. Figure 5.3 shows the

absolute resolution and the relative resolution with respect to the SAA respectively for the

TEM diffraction mode with the JEOL 2200 FS at CIME.

-5 0 5 10 15 20 25 30 35 40 45 50 55 60eV

SAA4

SAA3

SAA2

Figure 5.2: Example of image-coupling in diffraction EELS spectra using different selecting
area apertures. The larger the aperture, the worse the resolution of the spectrum. The insets
show the 2D spectrum in each case. The bright spot in the insets correspond to the convolution
of the ZLP with the selecting area aperture. The bright features marked by the red circles are
contribution from the diffraction rings of the polycrystalline NiOx . SAA4 has a size of 225 nm,
SAA3 a size of 360 nm and SAA2 a size of 800 nm back-projected on the specimen.
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Figure 5.3: Absolute resolution (a) and Relative resolution with respect to the selected SAA
(b) of the JEOL 2200 FS at CIME in TEM diffraction mode, depending on the chosen camera
length. The surprising behavior at 120 cm camera length is a factory misalignment. It has
been corrected after this acquisition and certified satisfactory by JEOL.

Isochromaticity

Isochromatic stands for "of same color", meaning in the context of electron microscopy "of

same energy". Non-isochromaticity is defined as the difference between the selected energy

at the center of an image and that at outer regions [50]. Correcting the non-isochromaticity to

a high level would need several sextupoles, which would drastically complicate the alignment

of theΩ filter. Thus, a remaining non-isochromaticity is to be taken into account, even with

an optimal filter alignment. In diffraction mode, this remaining non-isochromaticity may lie

in a range as large as 1–20 eV, depending on the conditions of the intermediate lens system

and the projector lens system.

In practice, non-isochromaticity is easily detected in image mode when the image in the

filed of view changes in non-concentric circle shape if an energy-selecting slit is entered and

slightly moved. This circles must be understood as follow: the "vacuum spectrum", namely

the spectrum when there is no specimen and no other aperture than the CLA, shows like two

nested cones joined at their top (Figure 5.4). The outer cone is wrapped with the "Zero Loss"

plane and the inner cone is just a caustic that disappear when the object of the Ω filter is

reduced (e.g. with an SAA as shown in Figure 5.5a or an ENTA aperture), or with a smaller

illuminated region. In the normal case, an SAA slit is always inserted to remove the caustic, in

order to get the EELS signal from the specimen. In diffraction mode, the behavior is not so

easy to see. Indeed, instead of a nice ring, only the places where Bragg spots exist are visible,

as shown later in Figure 5.7.

By changing the isochromaticity, which affects the I L1–4 lenses depending on the running

mode of the microscope (see Table C.1 for detailed behavior), the position of the entrance

crossover for the filter is modified, thus changing the shape of the cone at the hight of the slit,

as shown in Figure 5.6. Figure 5.6b shows very well the distortion incurred by the zero loss
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Chapter 5. Energy filtered nano-beam electron diffraction

cone (and accordingly the whole spectrum) when isochromaticity is not optimally aligned.

Using a slit in this case selects different energies at the top and the bottom of the spectrum,

leading to an energy shift in the EFTEM stack. Isochromaticity can only be adjusted when an

energy slit is inserted, as demonstrated hereafter.

ZL 50 100 Energy (eV)

Figure 5.4: Shape of the spectrum without a specimen. The "Zero Loss" plane is the surface of
the outer cone. The yellow scale shows the energy axis on the cone axis.

If the energy selecting slit is inserted, it cuts the spectrum perpendicularly to the cone axis.

Figure 5.5b shows a 5 eV slit inserted on the vacuum spectrum. On the exit pupil plane, it will

look like a ring. In image mode, correcting the non-isochromaticity is done by making the ring

become as small as possible with the isochromaticity adjustment tool (adjust the intermediate

lens system to be uniform in energy) and make the ring become a disk as large as possible

with the slit position in order to select the very top of the cone, as sketched in Figure 5.7.
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5.1. Microscope alignment

(a) Vacuum spectrum with an SAA1 inserted (b) Vacuum spectrum with a 5 eV slit inserted

Figure 5.5: Vacuum spectrum with a selecting area aperture SAA1 (a) and an energy slit (b)
inserted. The SAA cuts off the caustic and all part of the zero loss wider than the aperture
projected on the filter entrance. The energy selecting slit cuts through the spectrum at a given
energy. Part of the caustic and the ZL is still visible here because no specimen and no SAA is
present. Gray scale is inverted for better contrast.

(a) Vacuum spectrum, negative non-isochromaticity (b) Vacuum spectrum, positive non-isochromaticity

Figure 5.6: Vacuum spectrum with strong non-isochromaticity in the negative direction (a)
and the positive direction (b). Gray scale is inverted for better contrast.
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Chapter 5. Energy filtered nano-beam electron diffraction

(a) Negative non-isochromaticity (b) Positive non-isochromaticity

(c) Wrong slit position (d) Well adjusted isochromaticity and right slit position

Figure 5.7: (a) and (b) show possible situations when the isochromaticity is not adjusted. To
correct it, the ring has to be made as small and symmetrical as possible using the isochro-
maticity adjustment tool (c). The ring is centered on the screen using the FLA button and
adjusting the slit position makes the ring become a disk (d).
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In diffraction mode, the alignment of theΩ filter for optimal isochromaticity is much more

complicated to reach, especially because the microscope does not behave the same in image

and in diffraction mode. Indeed, in image mode, the isochromaticity adjustment affects all the

I L lenses depending on the magnification, whereas lens I L3 is changed in diffraction mode

when the camera length is lower or equal 120 cm and I L4 is affected if the camera length is

higher. The detection of non-isochromaticity in diffraction mode is quite simple (but tricky to

align, as shown hereafter): if the energy selecting slit is moved across the zero loss (0 eV) and

the diffraction spots do not "light up" together, then the diffraction pattern is not isochromatic.

An example of such a non-isochromatic diffraction pattern is shown in Figure 5.8.

-1 eV

(a) Uncorrected, -1 eV

0 eV

(b) Uncorrected, 0 eV

1 eV

(c) Uncorrected, 1 eV

-1 eV

(d) Corrected, -1 eV

0 eV

000
200

(e) Corrected, 0 eV

1 eV

(f) Corrected, 1 eV

Figure 5.8: Single diffraction pattern at different energies showing non-isochromaticity (upper
series). The red arrows show the spots lighting up and vanishing depending on the selected en-
ergy. The lower diffraction pattern series show an isochromaticity-corrected stack at different
energies around the ZL. Gray scale is inverted for better contrast.

The correction of this non-isochromaticity is done by using the isochromaticity adjustment

tool and moving the energy slit to make the diffraction spots light up simultaneously. Unfortu-

nately, and unlike in image mode, it is not possible in diffraction mode to move the center of

the optimal isochromaticity to the center of the image field, because the FLA correction do

only move the diffraction pattern, not the optimal center. This makes the correction even more
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complicated, since the center of isochromaticity most probably lies between the diffraction

spots, making it invisible.

Achromaticity

Non-achromaticity is the mismatch between the achromatic image plane (the exit pupil plane)

of theΩ filter and the focus of the first projector lens. The achromatic image plane is the one

where the path of the electrons from a given incident beam (with respect to the filter entrance)

and which have undergone an energy loss meet the path of the electrons from the same beam

without energy loss within the last magnet of theΩ filter (Figure 2.7).

In practice, non-achromaticity is easily detected in diffraction: if it is present in a diffraction

pattern, little tails (shown in Figure 5.9a), which are actually energy-loss spectra, appear at each

diffraction spot. Those tails are the energy spread of the electrons which do not have the same

energy as the rest of the transmitted/diffracted beam (so each diffraction spot could work as a

spectrum). Other effects that affect a non-achromatic diffraction pattern is the "squeezing"

(a) Chromatic diffraction pattern

000

200

(b) Achromatic diffraction pattern

Figure 5.9: Diffraction pattern before (a) and after (b) achromaticity correction. The inset in
(a) show the upcoming tails at the diffraction spots: an energy-loss spectrum. Gray scale is
inverted for better contrast.

of the spots perpendicular to the tail, a small rotation and a change in magnification of the

whole diffraction pattern. Non-achromaticity is corrected by simply using the "achromaticity"

correction in the filter menu, which affects the focus of first projector lens. The achromaticity

is extremely stable over time and in most of the cases, only a check is needed at the beginning

of the TEM session.
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5.2. Data acquisition

5.2 Data acquisition

Before the effective data acquisition, it is strongly recommended to perform a beam shower at

the place where the acquisition will be done. Indeed, since the specimen will be illuminated

with high intensity on a small area for quite a long time (up to an hour or even more in

some cases), it is necessary to do everything to minimize contamination (an example of

contamination being shown in Figure 5.10). If the sample allows it, put it into a plasma cleaner.

Good beam shower results are obtained for EFNBED by removing the condenser lens aperture

in NBD mode and illuminate a three times larger area of the specimen than effectively used

for data acquisition for approximatively one hour.

200 nm

Figure 5.10: Example of contamination if the beam shower is not applied. The specimen is
silicon, the image was taken in NBD image mode. The black circle in the center is a carbon
contamination "pillar" which grows under the intense illumination. These pillars may grow
on and under the specimen, and reach a size of over 10 times the sample thickness [77].

5.2.1 Acquisition with the CCD camera

As demonstrated in section 4.6, the required dynamics by EFNBED is extremely high, thus the

data is acquired in two data sets, which then are combined together.
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The first EFNBED data cube contains the zero loss peak of the final data set. In order to

ensure that the data cube contains the whole ZLP an its tails, the energy range should be at

least from -5 to 5 eV. The negative value of -5 eV for the first slice is achieved by aligning the

microscope with a filter energy shift of FL = 5 eV. The exposure time and binning shall be

chosen such as the CCD camera does not saturate when acquiring the diffraction pattern at

the maximum of the ZLP. Care has to be taken not to chose an exposure time which is too short

(less than 0.1 s), since shutter effects such as the tails (red arrow) shown in Figure 5.11 may arise.

This figure also shows two horizonal black lines (green arrows) which most probably come

from the high intensity (diffraction spots) at the internal boundary of the CCD camera (the

Gatan UltraScan™ 1000 CCD detection area is a combination of four quadratic 1024×1024 px

devices). Such artifacts have to be strictly avoided, since they alter the acquired data and thus

the resulting information.

Figure 5.11: Possible artifacts in data acquired with a CCD camera: tails due to a shutter effect
(red arrow) and black lines (green arrows), most probably due to high intensity on a CCD area
boundary.

The second EFNBED data cube contains the low loss region. The exposure time shall be

chosen such that the transmitted beam of the diffraction pattern taken at the energy loss of

the most intense feature in the low loss region is just below the saturation limit of the CCD

camera. This requires a good knowledge of the EELS spectrum of the sample and a "quick

intermediate analysis" to determine the intensity of the feature. To increase the signal to noise

ratio, it is possible to sum several frames of the same slice. The binning allows to reduce the
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5.2. Data acquisition

exposure time of each slice and consequently the acquisition time of the whole stack. Indeed,

this data cube takes the most time to be acquired. However, the gain in time has a cost in

angular resolution, as explained in section 4.7. The first slice of this data cube should be as

close as possible to the ZLP, but far away enough not to saturate the CCD camera with the

exposure parameters.

In order to avoid to have to perform a binning or an interpolation in the energy direction, it is

strongly recommended to use the same energy slit width δE and the same energy step for the

acquisition of the two EFNBED data cubes.

5.2.2 Acquisition with imaging plates

When using imaging plates, it is recommended to insert an ENTA aperture. This allows then

to subtract the "background noise" remaining on the IP. Some tests have been performed to

analyze this remaining noise, and it turned out that it is not necessarily uniform (there might

be some gradient) and the level is independent of the cleaning time. The mean value is about

17.5 with a standard deviation of 21.5 counts; the maximum pixel value is about 180. The

origin of this background is uncertain, nevertheless one can assume that it may come from the

cleaning light, from the plate itself (if it becomes old) or even from the scanner. An example of

a diffraction pattern taken on an IP with an ENTA inserted is shown in Figure 5.12a.

(a) Example of an IP with ENTA
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Figure 5.12: Example of an imaging plate with an ENTA2 aperture (a). The line profile (b)
shows the gradient of the background intensity from the top to the bottom of (a) at a place
masked by the ENTA.

Since the imaging plates are not software driven, the binning is necessarily 1 (although a

binning is possible at the readout) and thus the exposure time may be increased by 4n with

respect to the one used for the low loss region EFNBED stack, where n is the binning used for

the acquisition of the low loss EFNBED stack. The factor 4 comes from the fact that the IP
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Chapter 5. Energy filtered nano-beam electron diffraction

saturate at 4 times longer exposure time than the CCD camera does.

The quantity of plates is limited to 50 in the IP box, and the read-out takes a rather long time. It

is thus recommended to use a reasonably wide slit (e.g. δE = 1 eV) and no energy overlapping

from one IP to the other to cover the low loss region.

The background noise of each IP has to be corrected individually. This can be done by inter-

polating the background of the region covered by the ENTA and extrapolate the background

of the whole plate from this. The background is then subtracted from the plate scan in order

to get the effective data. The IP scan data set shall finally be stacked together and used as an

EFNBED data cube.

It is also possible to combine CCD and IP by acquiring the zero loss data cube on the CCD

and the low loss region on the IP (thus gaining intensity where the signal is weak). By doing

so, it is important to crop the IP EFNBED data cube in order to match the size of the zero loss

data cube. Special care has to be taken that the pixel size of both data cubes match before the

combination.

5.3 Data formatting

Since the data for this work has been acquired with DigitalMicrograph™ (DM), it is easy to

perform the whole analysis with this software. The first action to do is combining the zero loss

EFNBED stack and the low loss region EFNBED stack into a single data cube. This is done

taking into account the different binning and the different exposure time. The combination of

the two stacks is performed by scaling the overlapping energy range of the low loss stack to

the one of the zero loss stack such as the difference from one stack to the other is minimized.

The overlapping part of the zero loss stack is then removed and the whole low loss EFNBED

data cube added to the ZL EFNBED data cube.

Once the stacks combined, following corrections have to be performed:

1. Removal of the cosmic rays, appearing as very intense pixels. This may be done e.g. with

a DM built-in script called "Remove X-rays." (this name is unlucky, as those intensities

are cosmic rays and not x-rays).

2. Correction of the spatial drift (when using imaging plates), the image distortion, the

energy drift and the non-isochromaticity, as explained by Schaffer et al. in [68]. A Digi-

talMicrograph script doing this correction has been written by Dr. Lucas1.

3. Batson correction for plural scattering removal as well as angular distribution correc-

tion. These corrections are implemented within the data analysis routines shown in

appendix D. Details about the Batson correction are given in section 6.1.3 in the descrip-

tion of this routine.
1Dr. Guillaume Lucas, scientist, CIME, EPFL.
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5.4. Comparison with post-column q-EELS techniques

The important correction in step 2 is the non-isochromaticity, since there is almost no energy

drift (some small fluctuations in the beam energy may occur) and no image distortion in a

diffraction pattern series. The mentioned DM script generates a non-isochromaticity map

from the EFTEM stack (an example of such a map is shown in Figure 5.13) and performs the

correction in each slice. From this image, one can see that the non-isochromaticity is not

centered. This is always the case in EFTEM diffraction.
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Figure 5.13: Example of a non-isochromaticity map. Once the map is generated, each slice of
the EFTEM stack is adequately corrected.

5.4 Comparison with post-column momentum dependent EELS tech-

niques

Nowadays, two main methods using post-column devices are known for momentum transfer

resolved EELS acquisitions. Both perform the data acquisition in diffraction mode, since the

angular information is already contained in the diffraction pattern. However, as will be shown,

only a small fraction of the information is used.

Several different designs of post-column spectrum devices have been created since the begin-

ning of EELS analysis [78]. However, until the early 70’s, it was not possible to reach an energy

resolution better than a few eV and the incident beam had to be lower than a few keV for angu-

lar resolved EELS. In 1971, Curtis and Silcox presented a spectrum analyzer (Figure 5.14a) [36],

based on a Wien filter [79].
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Chapter 5. Energy filtered nano-beam electron diffraction

(a) Spectrum analyzer (b) Beam path in the spectrum analyzer

Figure 5.14: (a) Post-column spectrum analyzer developed by Curtis and Silcox and (b) beam
path within the device in the non-dispersive plane (left hand side) and energy-dispersive plane
(right hand side) respectively.

The innovation of this device compared with the earlier energy analyzers was the slowing

down of the electrons before the spread in the energy direction and the re-acceleration before

projecting on photographic plates. By doing so, the energy resolution does no more depend

on the stability of the high voltage supplies at an acceleration voltage of 100 kV , but depends

only on the spread in energy of the incident beam (generated by a thermionic gun at that time)

and on the Boersch effect which augments the thermal motion of the electrons [12]. Due to

the Boersch effect, the energy resolution is limited to 1–1.5 eV (the best resolution achieved at

the time of publication was 1.5 eV). The dispersion of the device is determined by the offset

potential which slows down the electrons from the end of the column to the center of the

energy spreading cross-field.

The angular resolution is obtained at the expense of the energy resolution and both depend on

the spectrum analyzer entrance slit used because of the conservation of the brightness. Since

the selecting slit has more weight in the energy resolution than the design of the spectrum

device, Curtis and Silcox chose a Wien filter since the Möllenstedt filter [80] requires a very

narrow slit.
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5.4. Comparison with post-column q-EELS techniques

The spectrum analyzer designed by Curtis and Silcox suffers from different aberrations which

limit the resolution of the final angular resolved EELS map:

• a non-linear distortion of the space in which the spectrum exists. The linearity may be

improved, but only at the expense of the energy resolution. The energy interval is also

non-linear, which induces a change in the height of the loss peaks.

• Chromatic aberration, especially the one from the analyzer entrance quadrupole induce

a tapering in the energy spectrum.

• A lack of orthogonality between the different alignment controls induce a skewing of

the energy loss axis in the spectrum.

• The re-accelerating lens induces a pincushion which leads to a magnification of about

10% more at the extreme ends of the final image with respect to the center.

An example of a map acquired with this spectrum analyzer in diffraction mode is shown in

Figure 5.15. The specimen is a 100 nm thin Al foil. The dispersion curve is seen about the 000

beam at each plasmon loss level and bright strikes can be seen for each of the first diffraction

rings.

E

θ
000 beam

Diffraction ring strikes
Plasmons

Figure 5.15: Angular resolved EELS map of a thin Al foil by Curtis and Silcox.
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Chapter 5. Energy filtered nano-beam electron diffraction

This device has also been used by Leapman [21] for the analysis of the orientation dependence

of core edges from the anisotropic materials graphite and hexagonal boron nitride. The spectra

were acquired with an energy resolution of 1.4 eV and the microscope was set up in selected

area diffraction to reach an angular resolution of 2 ·10−4 rad, corresponding to q = 0.86 nm−1

for an incident electron beam at 75 keV.

In the mid-nineties, post-column EELS devices such as PEELS [1] and GIFs [65, 81] have been

developed. With these devices, instead of using a slit and spread the image or diffraction

pattern in the energy direction, an aperture (selecting area aperture in image mode and

objective lens aperture in diffraction mode) is used to limit the information projected on

the spectrometer. The angular resolved EELS map is thus reconstructed from several EELS

spectra. For angular resolved EELS, the OLA is used to select the desired momentum transfer

q and a spectrum is acquired. The aperture is then shifted and a new spectrum is acquired.

An alternative to moving the objective lens aperture is to keep an ENTA fixed and shift the

diffraction pattern with the projector lens system. However, both of these variants are not

necessarily accurate. With this method, the energy resolution is limited by the image-coupling

in diffraction mode, and the angular momentum resolution is correlated to the size of the

aperture. This kind of device is nowadays widely used, some examples being listed hereafter.

Wang et al. determined the momentum-dependent charge transfer in a high-Tc superconduc-

tor [24]. Using a cold FEG, they reached an energy resolution of 0.5 eV. The presented spectra

have been acquired with a momentum transfer difference of at least 0.9 nm−1 one from the

others.

The group of Neyer et al. performed an analysis of plasmon coupling using an asymmetric

illumination on cross sectional metallic multilayers [82]. The illumination geometry, designed

by the same group in 1994 [83], is applied to avoid contribution from the substrate to the EELS

signal. The momentum resolution is optimized by using almost parallel illumination of the

specimen area of interest, and the wave vector resolution is roughly ±0.2 nm−1 at a beam

acceleration voltage of 100 kV. The energy resolution is not specified.

Plasmons of multishell carbon and boron nitride nanotubes have also been studied by Kociak

et al. [84]. They operated a STEM VG at 100 kV with a probe size of 0.5–1 nm. The energy

resolution was 0.7 eV and the apertures were selected to give a convergence angle of 7.5 mrad

and a collection angle of 16.5 mrad.

Laffont et al. used plasmons as a tool for in situ evaluations of physical properties for carbon

materials [85]. The relation between the plasmon peak energy and the electrical resistivity, the

Young modulus, the interlayer distance and the thermal conductivity respectively has been

determines for 18 different carbon materials. The diffraction mode had specific conditions

with incidence angle α = 5.1 mrad and collection angle β = 0.5 mrad. The probe size was

about 100 nm and the energy resolution about 0.9 eV. The momentum transfer sampling was

set to q = 0.2 nm−1 in a range q = 0.2 nm−1 to q = 1 nm−1.
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5.4. Comparison with post-column q-EELS techniques

Recently, Bertoni et al. used a GIF in the filter mode for determining the characteristic angle

θE and the cut-off angle of a thin polycrystalline aluminum foil [35]. The energy resolution

was about 1.2 eV and the angular resolution was q = 0.3 nm−1. The purpose of the work

was to demonstrate a model based fitting technique to extract the loss function from the

angular resolved spectra instead of using a deconvolution technique. The loss function is

estimated by using a nonlinear least-square minimization algorithm for the fit. The results

are represented as 2D 60×24 mesh (E , q) maps with axes relative to the plasmon energy and

the Fermi wave vector qF of aluminum. The collection half-angle of the spectrometer was

0.3 mrad and Bertoni et al. used a script that permits the automatic acquisition of a series

of spectra corresponding to different values of q⊥ along a defined direction acting on the

projector lens deflectors of the microscope, thus shifting the diffraction pattern instead of

selecting the area of interest with an OLA.

Both presented techniques have a major disadvantage: they only use a small part of the

diffraction pattern for a single acquisition. An enormous waste of information occurs therefor.

The sketch of the angular resolved EELS map reconstruction is shown in Figure 5.16.
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(b) Post-column EELS devices

Figure 5.16: Sketch of momentum dependent EELS acquisition methods. (a) Curtis and Silcox
use a slit to select the part of the diffraction pattern which is spread in the energy direction.
(b) A series of EELS spectra is acquired while moving an aperture along the θ axis.

In both cases, the amount of information acquired in one time is restricted to the size of the

selected aperture/slit. When a slit is used, its size is determining the energy resolution of

the method. When an aperture is used (newer method with post-column EELS devices), the

angular resolution is limited by the size of this aperture.

The advantage of EFNBED over the presented methods is that more 3D voxels are acquired at

one time (which makes EFNBED very efficient), and that the angular resolved EELS map is

extracted afterwards. Thus, all available information is used. Furthermore, the spatial, angular

and energy resolution are independent one from the other and all limited to the intrinsic

resolutions (angular, energy) and installed devices (spatial) of the microscope.
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Chapter 5. Energy filtered nano-beam electron diffraction

5.5 EFNBED using imaging plates

As mentioned in section 4.6, EFNBED pushes the CCD camera to its limits with the dynamics,

even by separating the acquisition of the zero loss peak and the low loss region. A possibility

to overcome this limit is the use of imaging plates. Some new issues such as stacking the IP

read-outs together or the decreasing of the DQE while working in diffraction mode may arise.

In order to determine these new challenges, a whole set of silicon data from 2 to 41 eV with

a step of 1 eV has been acquired using the acquisition process mentioned in this chapter.

The background has been removed from each plate using a fit routine (similar to the one

used for the non-isochromaticity detection) and the resulting diffraction pattern have been

stacked together and aligned. An energy-loss spectrum resulting from this stack is shown in

Figure 5.17a.

The unusual shape of the spectrum (especially around 20 eV) leads to following conclusion:

the gain (or sensitivity) of the IP differs from plate to plate. This may have different origins:

• The plates are not from the same series, thus the active layer may not be the same for

each plate.

• The plates have not been used the same number of times. Since they are re-usable for

about 1000 times, there must be a degradation of the active layer each time.

• The degradation of the active layer may also take effect with the age of the plates.

• The DQE is not the same for each plate.

Two possibilities are suggested to overcome this issue:

1. Measure of the gain: if there is a possibility to measure the gain of each plate, it would be

possible reconstruct a gain-corrected stack to perform the q-EELS analysis. A solution

would be an additional information on the plate in form of a "single point source illumi-

nation". If a place on each plate with the ENTA aperture as background is illuminated

with the same source for the same amount of time, then the sensitivity of the plate can

be determined by scaling the resulting spot of this source. This point source could be

the beam of the microscope in the vacuum (without specimen). However, it is not 100%

straightforward to guarantee that the intensity from the beam will stay constant that

long.

2. A less complex, but also less precise solution would be the fit of the EELS spectrum

with a (much) noisier one taken with the CCD camera. The idea is the following: the

spectrum taken with the CCD camera serves as reference for the scaling of the imaging

plates (relative to the sensitivity). Once the IP stack corrected, the more precise data (for

the reasons mentioned in section 2.3) can be extracted for the q-EELS analysis.
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Figure 5.17: Spectrum taken at the transmitted beam in the reconstructed imaging plate stack
(a) and the silicon spectrum from the EELS atlas [86] (b) adapted to the energy range of (a) for
comparison.
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6 Angular resolved EELS with Energy
Filtered Nano-Beam Electron Diffrac-
tion
6.1 Data extraction

Once the data are acquired and combined in a single non-isochromaticity corrected EFTEM

data cube, it can be analyzed and the angular resolved low loss EELS information extracted.

This is done in two different ways, which are described hereafter.

6.1.1 Working conditions

The data presented in this chapter was acquired on a sputtered silver film with a sample

thickness of 50 nm for silver, determined with the thickness measurement method described

by Egerton [1]. The sample has been put into a ion polishing machine for gentle surface

contamination removal (25 minutes at 0.6 kV beam, 8° at the bottom and 5° on the top,

followed by 5 minutes at 0.4 kV at same angle conditions) prior to an electron irradiation

(usually called "beam shower") of 1 hour in the TEM column.

The acceleration voltage and the emission current of the microscope were set to 200 kV and

60 µA respectively. CLA3 with a diameter of 40 µm was used, giving a parallel illumination

area with 220 nm diameter on the specimen in NBD mode with a spot size of 1.8 nm and

convergence alpha3. A filter lens energy (FL) shift of 5 eV has been applied before setting the

0 eV position of the energy selecting slit.

As explained in section 5.2.1, the zero loss stack and the low loss stack were acquired separately.

Both stacks were taken using a camera length of 80 cm centered on the transmitted beam

(so that the first diffraction spots are visible), a slit width of δE = 0.5 eV and a step of 0.25 eV

between each slice. The ZL stack has been acquired from 0–12 eV, which gives an effective

energy range of -5–7 eV with the FL shift. The exposure time of each slice was set to 0.15 s with

a CCD binning of 1, giving a total acquisition time of 271.8 s for 48 slices. The low loss stack

has been acquired in an effective energy range of 2–42 eV. The exposure time of each frame

was 0.75 s with a CCD binning of 4, giving a total exposure time of 542.7 s for 160 slices.
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Chapter 6. Angular resolved EELS with EFNBED

Before the recombination of the two stacks, the ZL data cube has been binned with a DM

routine in the (x, y) planes, in order to match the low loss data cube. The final EFNBED

data cube after re-alignment has a dimension 505 px×506 px×183 slices, which corresponds

to 398 nm−1 ×399 nm−1 ×45.75 eV. The angular resolution in the stack is 0.5 nm−1 and the

energy resolution is 1 eV, with a residual non-isochromaticity of 1.6 eV corrected after the

recombination (section 5.3).

Note: the norm of the wave vector k is defined in physics as k = 2π
λ , whereas k = 1

λ in crys-

tallography. These two definitions lead to a scaling factor of 2π between the scale bars of

the diffraction patterns acquired with DigitalMicrograph (using the physical definition) and

the values reported in this work (crystallographic definition in order to match the theoretical

calculations).

6.1.2 Radial integration

The "Radial integration" analysis is done with the RadialIntegration.s script (fully copied

in appendix D). This script takes the whole data cube and scans several times through the

different slices (at different energies, the dashed rings in Figure 6.1). Each scan is done with a

different analysis area, a ring with a width chosen by the user (this width may also be called

"integration step"). The first scan is performed at the center of the diffraction pattern (the

transmitted beam, whose position is determined automatically as being the brightest pixel

in the most intense slice) and the ring is increased each scan until reaching 5/8 of the edge

distance of the stack in the (x, y) plane (the value 5/8 has been chosen arbitrarily, but it gives

good results). Each scan results in a line of a q-EELS map which corresponds to the EELS

spectrum for a given scattering angle (corresponding to the radius of the ring). This spectrum

is divided by the surface of the ring for normalisation.

θ

E
θ

200

020

Figure 6.1: Schematic representation of the radial integration. The stack is scanned through
the energy direction (green dashed rings) with a given radius (namely the scattering angle θ).
Once the scan performed, the radius is increased and the scan performed again.
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6.1. Data extraction

6.1.3 Batson correction

At each part of a diffraction pattern, there is contribution from the single scattering process

towards this position and from plural scattering from anywhere else. In this work, plural

scattering is considered as a combination of one single inelastic scattering process and one

or more elastic scattering processes, as done by Batson and Silcox in 1983 [20] (Figure 6.2).

The reason is that the deconvolution of plural inelastic scattering processes is much more

complicated, requiring the use of Bessel functions as shown by Su and Schattschneider [87].
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Figure 6.2: The idea behind the Batson correction is that the single inelastic plus elastic
scattering at q is the sum of the inelastic scattering at q (a) plus the elastic scattering from the
image (which corresponds to the integral of the diffraction pattern) [20] (b).

With their method, Batson and Silcox use an EELS spectrum taken in image mode to perform

the plural scattering correction on the diffraction EELS spectra. However, the energy range be-

tween the spectrum acquired in image mode and the recombined EFTEM stack do not match,

and it is quite challenging to correct this in DM. Therefore, the spectrum used for the Batson

correction in this work is directly reconstructed from the EFTEM stack by summing each slice

and adding it as the value at the given energy in the spectrum for the Batson correction. The

comparison between the reconstructed spectrum and a spectrum acquired in image mode on

the same place of the specimen and with same illumination conditions is shown in Figure 6.3.

The collection angle for the acquisition of the spectrum in image mode was 10.5 mrad, which

corresponds approximatively to 2θB for silver with an acceleration voltage of 200 keV (the first

diffraction spots were just hidden by the OLA1) since d200, Ag = 0.2005 nm. A slight energy shift

of the spectrum acquired in image mode with respect to the reconstructed spectrum is visible,

and a discrepancy appears in the low loss region. The difference in intensity at high losses

comes from the fact that for the reconstructed spectrum, the first diffraction spots are taken

into account, thus more electrons which have not undergone any energy loss are considered,

lowering the relative intensity of the low loss region with respect to the ZLP. The increasing
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Chapter 6. Angular resolved EELS with EFNBED

energy shift with increasing energy loss comes from a inaccurate energy calibration either of

the dispersion or of the FL shift: considering the edge at 25 eV energy loss, the energy shift

is about 0.75 eV, which is a mismatch of 3%. This is also a reason why the Batson correction

works better with the reconstructed image spectrum. The energy resolution (the FWHM,

measured on both spectra) during this session was about 0.9 eV.
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Figure 6.3: Comparison between the image mode acquired (red line) and the reconstructed
spectrum for the Batson correction. The spectra are scaled to match over the dashed integra-
tion window (3 eV). There is good agreement, thus the Batson correction may be performed
with the reconstructed spectrum without altering the data.

Batson and Silcox demonstrate mathematically [20] that all contributions to the scattering may

be decomposed into a combination of quasi-elastic scattering (close to the ZLP), and electronic

multiple-scattering when the multiple inelastic scattering is neglected. Furthermore, they

prove that the intensity distribution produced by normalizing the image spectrum to the quasi-

elastic intensity at each momentum transfer q is a good approximation to the quasi-elastic

plus electronic (plasmon) scattering at q , leading to the normalization over an energy window.

The multiple electronic scattering intensity as a function of scattering angle is obtained by

the intensity in the BFP. Thus, subtracting the normalized image spectrum from the originally

acquired spectrum leads to the single scattering EELS spectrum.

The effect of the Batson correction is demonstrated in Figure 6.4. The correction process

goes as follows: the reconstructed spectrum (red spectrum in Figure 6.4c) is scaled to the

EELS spectrum of a given momentum transfer q . The scaling is performed by multiplying the

reconstructed spectrum by a scalar such that the integration of the ZLP over a given energy

window (3 eV for this work) are equal in both spectra. The corrected spectrum (light green filled

spectrum in Figure 6.4c) is obtained by subtracting the scaled reconstructed spectrum from

the uncorrected one (turquoise filled spectrum in Figure 6.4c). This correction is performed

line by line over the whole uncorrected map (Figure 6.4a) in order to finally obtain the Batson

corrected map, as shown in Figure 6.4b.
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(a) Uncorrected q-EELS map
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(b) Batson corrected q-EELS map
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(c) Sketch of the Batson correction

Figure 6.4: Sketch of the Batson correction. A spectrum at a given momentum transfer q (the
turquoise filled spectrum in (c), here at q = 6.283 nm−1) is extracted from the uncorrected
map (a). The image spectrum for Batson correction (red spectrum in (c)) is scaled to the initial
EELS spectrum over an energy window of 3 eV on the ZLP and subtracted, giving the final
Batson corrected light green spectrum in (c). Doing so for each q gives the corrected map (b).
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Chapter 6. Angular resolved EELS with EFNBED

After the Batson correction, the angular distribution correction is performed within the ex-

traction routine by dividing each pixel of the map by the Lorentzian function f (E ,θ) = 1
θ2+θ2

E
,

where (E ,θ) are the coordinates of the considered pixel, θ being converted into q via q = kθ.

Remembering the loss probability (equation (4.5)), this Lorentzian function is, next to a scaling

factor, the only undesired term in the double differential scattering probability in order to

retrieve the dielectric tensor. The final angular resolved EELS map is shown in Figure 6.5.
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Figure 6.5: Angular resolved EELS map of [001] oriented silver. The energy range is from
–4.75 to 40.25 eV with a step of 0.25 eV. The spectra are from q = 0 to q = 19.73 with a step of
0.126 nm−1. The map is in "temperature" colors, meaning the warmer the color, the more
intensity at this place.

Figure 6.5 is a Bethe surface obtained using EFNBED. The energy range is from –4.75 to 40.25 eV

from left to right with a step of 0.25 eV. The spectra are from q = 0 to q = 19.73 nm−1 from

the top to the bottom with a step of 0.126 nm−1. The first 7 eV (the noisy part on the left) is

the ZLP, which has been removed with the Batson correction. The upper part of the map (the

blue edged black area, 9 spectra corresponding to q = 0 to q = 1.13 nm−1) has contribution

from the transmitted beam. This part appears black because of the Batson correction. Indeed,

the transmitted beam has mostly elastically scattered electrons, thus the ZLP is much more

intense with respect to the low-loss part than elsewhere. This ZL/low-loss ratio gives then a

wrong estimation for the Batson correction and too much "multiple scattering electrons" are
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6.1. Data extraction

removed in the low-loss region, making this part negative.

The effective information is contained in the green-red-yellow area, colored with a "tempera-

ture" color code, meaning the warmer the color, the more intensity at this place. Thus, the

yellow vertical line at about 25 eV corresponds to the most intense peak in the map, which is an

inter-band transition from the d state to unoccupied states above the vacuum level. Starting

at a certain momentum transfer (when the yellow line broadens, at about q = 12.5 nm−1)

contribution from the first diffraction spots 200, 2̄00, 020 and 02̄0 arises and alter the signal.

Some tests have been performed using Principal Component Analysis (PCA) on the data before

doing the radial integration analysis. It follows that using too few principal components almost

kills the data as shown in Figure 6.6a, and using enough components smoothen the variance

in the map, but doesn’t improve the data in a significant way (Figure 6.6b). Thus, PCA was not

applied for this work. The reason is that PCA is a good method to improve data made out of

linear combinations of components. However, since angular resolved diffraction EELS is far

from a linear phenomenon, almost all components are needed to reconstruct the data.
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(b) q-EELS maps with 39 principal components out of
172

Figure 6.6: q-EELS map with PCA. Using too few components almost kills the data (a), and
using enough components smooth the map (b).

Note: the calculation time of an angular resolved EELS map may be quite long depending

on the size of the EFTEM stack and the entered integration step. 50 minutes were necessary

to compute Figure 6.5 with a step of 1 pixel. It is possible to see the advancement of the

calculation in the "Progress" bar in DigitalMicrograph.
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Chapter 6. Angular resolved EELS with EFNBED

6.2 Comparison with theoretical calculations

The calculations presented here were performed with the full-potential linearized augmented

plane-wave code Exciting [88]. Wave functions were expanded up to the cutoff parameter

RmtKmax = 8, and ground state calculations were carried out using the Generalized Gradient

Approximation (GGA) of Pedrew et al. [89] for the exchange-correlation potential. The loss

function is given by ℑ(−1/ε) = v ℑ(χ). It corresponds to the Born approximation to the

scattering problem [70]. Here χ is the density-density response function and v is the bare

Coulomb interaction. In the construction of the non-interacting density-density response

function χ0, the GGA wave-functions as well as the single-electron eigenvalues were used.

The loss function was calculated in the energy range of 0–55 eV to avoid an overlap with the

silver M-edge (excitation from 3p orbitals to the Fermi level), which occurs at ∼58 eV in GGA.

Response function calculations were converged when including empty states up to 200 eV

above the Fermi level. The interacting response function χ has been obtained in the RPA

from the solution of the Dyson equation, symbolically χ=χ0 +χ0vχ [73]. The calculation of

the q-dependent loss function was performed in two energy ranges. In the first one, which

covers energies up to 15 eV, the dispersion of two plasmon peaks has been calculated. Here,

local-field effects are very small and have been therefore neglected. The computation required

a very dense k-point sampling, i.e. an off-symmetry 30×30×30 regular k-point mesh. For

energies between 10 and 55 eV, the dispersion of peaks caused by inter-band transitions have

been determined taking into account local-field effects and including at least three shells of

reciprocal space vectors in the inversion of the Dyson equation. In this case, an off-symmetry

20×20×20 regular k-point mesh has been used. These sets of k-point meshes were chosen

because of practical reasons. The lowest plasmon peak is very narrow, thus it is essential to

have dense k-point sampling in the low-energy range. In contrary, peaks caused by inter-band

transitions are substantially wider, and therefore a sparser grid suffices.

Figure 6.7 is the resulting q-EELS map, calculated from the band structure of silver along the

[111] zone axis, published in 2010 [63]. At first sight, there is good agreement. All expected

peaks are visible, except peak 1 which is hidden by the ZLP in the experimental data and

has been removed with the Batson correction. At higher q , the small peak at energy 8–9 eV

(white ellipse in Figure 6.8) predicted by the theory is confirmed. Peak number 2 has an energy

dispersion with an almost quadratic shape. This shape is also predicted by the theory [63].

Peak 3 is in good agreement, as well as the merge of peaks 2 and 3 (black ellipse in the

experimental data, and easily recognizable in the theoretical map). Peaks 4 and 5 seems

to be much sharper in theory than found experimentally. Nevertheless, it is possible to see

the inter-band transition (peak number 4) narrowing with increasing q predicted by the

theory confirmed. The general broadening of the peaks in the acquired map comes from the

resolution of the microscope, which is at about 1 eV, and probably also from some remaining

contamination. Furthermore, starting on q = 12.5 nm−1, there seems to be contribution from

the first diffraction spots, which makes the comparison between theory and experiment more

and more difficult. In any case, it is possible to see that at low momentum transfer, the peaks
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Figure 6.7: Theoretical angular resolved EELS map along the [111] zone axis for q = 0.26 nm−1

to q = 18.49 nm−1. The red rectangle shows the area covered by Figure 6.5 in energy (from
2.75 eV to 40.25 eV).

are easily recognizable and they vanish with increasing q .

The peaks and edges may be explained with the behavior of the real and the imaginary part of

the dielectric function ε1 and ε2 respectively, since the loss function is given by

ℑ
(
−1

ε

)
= ε2

ε2
1 +ε2

2

(6.1)

Peak 1 is a bulk low-energy plasmon. It is present at a frequency at which a zero of ε1 occurs

and ε2 is small [6, 90]. However, it is not a simple Drude-type collective excitation of the free

electrons in the sp band, otherwise the plasmon would occur at the plasmon frequency ωp ,

which is estimated at 9.2–9.5 eV [91,92]. The origin of peak 1 is the interplay of the free-electron

plasmon resonance and the lowest strong optical absorption band, this later corresponding to

the onset of transitions from occupied d states to empty states above the Fermi level [63]. Peak

2 occurs as a consequence of a very small value of ε1. It results from an interplay between a

free-electron plasma resonance, a strong absorption peak at 4–5 eV and higher lying optical

bands. Even if peak 2 is quite broad, the small value of ε1 allows to classify this peak likewise

as the plasmon peak. ε1, ε2 and the loss function in the energy ranges 0–15 eV where peak 1
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Figure 6.8: 3D representation of the map shown in Figure 6.5. The map is cropped to match
the theoretical data in q shown in Figure 6.7. The energy range is from 2.75 eV to 40.25 eV. The
intensity range is optimised for best visibility.

and 2 occurs are shown in Figure 6.9a. It is clearly visible in Figure 6.9b that each peak in ε2

caused by the inter-band transitions from filled d states to those in the unoccupied manifold

which yields a large Density Of States (DOS) has a corresponding peak in the loss function.

Figure 6.10 shows the overlap of the theoretical data (red line, calculated with a broadening

corresponding to an energy resolution of 1 eV) and the experimental data (black line) for

a selection of four different q for comparison. The agreement between the theory and the

experiment is good, even if the intensity of peak 2 is systematically lower and the intensity of

peak 4 systematically higher in the theory. The mismatch grows with increasing q for peak

3 where the agreement is growing for peak 5. For q = 12.50 nm−1, all peaks disappear in the

background curve, consolidating the statement that the comparison between the theory and

the experiment is limited in q to this value.
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Figure 6.9: ε1, ε2 and the loss function calculated in the energy ranges 0–15 eV (a) and 10–55 eV
(b) for bulk Ag, using a broadening of 0.1 eV. In (a), the loss function has been multiplied by 10
for better visibility.
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Chapter 6. Angular resolved EELS with EFNBED

6.2.1 Directional integration

So far in this section, theoretical data were calculated along the [111] direction, whereas the

experimental data has a [001] zone axis and is integrated over a circle, thus contains everything

within the x y0 plane. Recently published calculations [93] shown in Figure 6.11, present a

slight difference in the loss function in different high-symmetry directions with increasing

momentum transfer for silver. In order to determine if this difference is also detectable

experimentally with EFNBED, a directional integration routine has been implemented.
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Figure 6.11: Loss functions of Ag for different momentum transfers along high-symmetry
crystallographic directions.

The directional integration script DirectionalIntegration.s (which can be found in appendix D)

calculates a q-EELS map starting at the transmitted beam spot of the diffraction pattern

(determined automatically as the brightest pixel in the most intense slice) in four directions.

The four directions are calculated from a single (x, y) coordinate entered by the user. Fig-

ure 6.12b shows an example of the analysis area determined by the position (36,500) which is

the coordinate of the lower left 2̄2̄0 diffraction spot in Figure 6.12a (the position of the peaks

may be determined by the FindPeakPositions.s routine described in Appendix D). The red,

green, blue and yellow trapezoids are the regions from where the information is picked out

and summed. The trapezoids have a height determined by the user (in pixel size) and the

width is proportional to the distance of the transmitted beam with a ratio 3/40. This may be

adjusted in the script, but there is a trade off between angular resolution and the signal to

noise ratio.
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6.2. Comparison with theoretical calculations

(a) EFTEM diffraction stack (b) Analysed area in the 220–group direction

Figure 6.12: Example of the analysed area with the directional integration routine towards the
lower left 2̄2̄0 diffraction spot. The red, green, blue and yellow trapezoids are the zones from
which the information is taken out.

Once the map is constructed, the Batson correction and the angular distribution correction are

applied. The user is asked to enter the "direction" of the analysis at the end of the calculation

for the naming of the resulting map. An example of maps calculated towards the 200 – 2̄00

– 020 – 02̄0 spots (referred hereafter as the 200–group) and the 220 – 22̄0 – 2̄20 – 2̄2̄0 spots

(referred hereafter as the 220–group) is shown in Figure 6.13. In this figure, the two maps are

not of the same size, since the distance between the transmitted beam and the first spot is in

ratio
p

2 for 220–group with respect to 200–group.
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(a) Directional 200–group integration of [001]
silver
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(b) Directional 220–group integration of [001]
silver

Figure 6.13: q-EELS map calculated with directional integration. The energy range is from
2.75 to 40.25 eV with a step of 0.25 eV. The angular momentum range is q = 1.26 nm−1 to
q = 13.19 nm−1 for (a) and q = 1.26 nm−1 to q = 18.66 nm−1 (b), both with a step of 0.126 nm−1.
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Chapter 6. Angular resolved EELS with EFNBED

The comparison between the results from the radial and the directional integration respectively

shows similar maps with an easily recognisable inter-band transition at 25 eV and the almost

parabolic shaped dispersion of peak number 2. As in the radial integrated map, starting

on q = 12.5 nm−1 for the 200–group integration map and q = 12.5
p

2 = 16.67 nm−1 for the

220–group integration map, some contribution from the diffraction spot starts to alter the

data.

Figure 6.14 shows the subtraction of the cropped 220–group map from the 200–group map.

Since no clear structure is visible, one can conclude that the difference of energy loss depend-

ing on the high symmetry direction predicted by the theory is clearly below the experimental

detection limit. Therefore, the experimental over a circle integrated data containing everything

within the x y0 plane is compared with calculations done along the [111] direction, which is

the most comprehensive data set yet calculated.
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Figure 6.14: Difference between the 200 and the cropped 220 map. From this map, it is obvious
that the difference between the two directions is below the actual experimental resolution.

The analysed region in the band structure of silver in the present section is represented in

Figure 6.15
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Γ X W L KΓ

expt 220 calc 111 expt 200

Figure 6.15: Band-structure of silver, where the red region corresponds to the analysed region
by theoretical calculations and the combination of the two yellow areas the regions covered by
the experimental data.

6.3 Comparison with other experimental data

The plasmon peak 1 has been extensively studied by different groups (e.g. [90,94–98]). However,

since this peak is not visible in the experimental data presented in this work, no comparison

will be performed.

The low-loss region up to 25 eV of silver has been studied for over four decades at q = 0 (optical

data, e.g. [99–103]) as well as momentum transfer resolved [92,104,105]. A selection of different

works is presented hereafter and the data presented in this chapter compared to it.

Otto and Petri measured the plasmon dispersion and the d → f extended fine structure of

silver in 1976 [104]. The specimen were polycrystalline silver films of different thicknesses,

43 nm in the case of the data reproduced in Figure 6.16a. The beam energy was set to 25 keV.

The spectrum analyzer was based on a Hartl type filter lens [106], with which an energy
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Chapter 6. Angular resolved EELS with EFNBED

resolution of 0.8–1.0 eV and an angular resolution of 0.25 nm−1 was achieved. The lateral

resolution of their microscope setup is not specified.

(a) Data from Otto and Petri
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Figure 6.16: Reproduction of the momentum transfer resolved loss spectrum from Otto and
Petri [104] (a) and corresponding spectra of this work (b). The spectra are normalized with
respect to the peak at 25 eV and shifted for clarity. The dashed part in the spectra of (a)
correspond to multiple scattering which is not drawn for clarity. The momentum transfers are
given in Å−1.

The spectrum at q = 0.725 nm−1 is not drawn in Figure 6.16b since the setup of the microscope

used for the acquisition of the data presented in this section does not allow a value of q

that close to the transmitted beam (a new acquisition with a higher camera length would be

necessary). All the other spectra are drawn and reproduce very well the features shown by

Otto and Petri. The only slight discrepancy is visible at the second plasmon peak 2 at q = 1.45,

which is higher in the data presented in this work.
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6.3. Comparison with other experimental data

Schöne et al. performed a theoretical and experimental study of the dynamical electronic

response of silver [105]. The experimental data was acquired at 200 keV on a GIF operated in

spectroscopic mode. The sample was a single crystal oriented in the [110] zone axis, prepared

by polishing and ion-milling. The diffraction pattern was moved over the entrance aperture

of the energy filter to select the desired momentum transfer q . The spectra were multiple

inelastic-scattering corrected via the Batson method up to momentum transfer q < G
2 . The

resulting data is represented as solid lines in FIG. 5. of [105] (as well as Fig. 1. in [107]).

This data is reproduced in Figure 6.17a, where q is in units of 2π
a with the lattice parameter

a = 4.09 Å for silver. The energy resolution is not mentioned in the publication.
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Figure 6.17: Reproduction of the momentum transfer resolved loss spectrum from Schöne
et al. [105] (a) and corresponding spectra of this work (b). The red square in (a) corresponds
to the energies covered by the data presented in this work. The spectra in (b) are normalized
with respect to the peak at 25 eV and shifted for clarity. The units of q are 2π

a .

Compared to the data of Schöne et al. , the relative intensities of peak 2 do not agree in the case

of q = (1/4, 1/4,0), good agreement occurs in the case of q = (1/2, 1/2,0) and there is a discrepancy

in the height of peak 2 in the case of q = (1/2, 1/2,0). Schöne et al. conclude their publication by

claiming a disagreement in the relative heights of the peaks and the drop-off at high energies

(higher than 60 eV) in their experiment with respect to their calculations. The comparison

shown in the previous section also show a discrepancy in the relative peak height, but less

pronounced than in the work of Schöne et al.

Recently, Werner et al. measured the optical constant of silver and gold [103] using Reflection

Electron Energy Loss Spectrometry (REELS). A data analysis approach has been reported in

2006 [101, 108], where the deconvolution method consists in cross-convolute two spectra

acquired at high difference in beam energies (5 kV and 40 kV respectively). Werner and
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Chapter 6. Angular resolved EELS with EFNBED

coworkers managed with this method, which requires a relatively heavy data treatment, to

extract the dielectric function ε. Thanks to REELS, an energy resolution better than 0.5 eV

is achievable. Therefore, it has not only been determined that the plasmon peak 1 at 3.8 eV

in silver can be decomposed into a contribution of a surface excitation at 3.7 eV and a bulk

excitation at 3.9 eV, but also a very precise loss spectrum, shown in Figure 6.18a has been

measured.
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Figure 6.18: Reproduction of the loss spectrum measured with REELS by Werner et al. [103]
(a) and corresponding spectrum of this work (b). The red square in (a) corresponds to the
energies covered by the data presented in this work. The arrow in (b) show the energy of 3.8 eV
which corresponds to the narrow plasmon peak 1.

The comparison between the REELS spectrum from Werner et al. and a spectrum close to

q = 0 nm−1 from the data presented in this chapter shows that except the extremely narrow

peak 1 which is only visible as a weak edge (the arrow indicates the position 3.8 eV), the relative

intensities of the peaks are in good agreement. A broadening of the peaks is clearly visible,

which is due to the energy resolution of 1 eV instead of maximum 0.5 eV for the REELS data.

6.4 Conclusion

The experimental data presented in this work are in good agreement with theoretical cal-

culations [63] as well as previous angular resolved EELS data of silver [104, 105] and optical

data obtained with reflection EELS [103]. The spatial resolution is not mentioned in the

publications cited here, thus no comparison can be performed.

Compared to Otto and Petri, the energy resolution of 0.8–1 eV is also achieved with the

presented method. The angular resolution of 0.25 nm−1 with an beam energy of 25 keV cannot

be achieved with the JEOL 2200 FS at 200 keV, limited by the lens and filter aberrations to

0.5 nm−1. The energy resolution of 0.5 eV obtained with REELS by Werner et al. may only be

achieved with a monochromated microscope.
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7.1 Conclusions

In this work, I have presented a reliable experimental and analytical technique to retrieve the

momentum transfer resolved single scattering distribution at low energy losses with good

accuracy. The energy resolution of the final angular resolved EELS data map is limited by

the energy resolution of the microscope, as well as by the width of the energy selecting slit.

This is also the limiting factor in the investigations at very low energies, especially in the

infrared region (less than 1 eV energy loss). Nevertheless, the 1 eV energy resolution of the

JEOL 2200 FS was good enough to compare semi-quantitatively the experimental results

with ab initio calculations obtained within the time dependent density functional theory

and Bethe-Salpeter equation. This comparison has been made with theoretical calculations

by A. Alkauskas that used the random phase approximation [63]. Further comparisons with

experimental data from Otto and Petri [104], Schöne et al. [105] in TEM and Werner et al. [103]

with REELS also show good agreement.

Several optical alignments and operational modes of the JEOL 2200 FS have been tested,

and finally nano-beam diffraction was found to be the optimal running mode. Our work

provides for the first time a full 3D energy loss data cube in diffraction mode with energy

and angular resolutions of 1 eV and 0.5 nm−1 respectively. After processing, the energy and

angular relevant data span an energy loss range from 2.75 eV to 40.25 eV and the angular

momentum transfer up to 12.5 nm−1. Although theoretically, without CCD camera binning

and the maximum available camera length of the JEOL (250 cm), a momentum transfer

resolution of 0.04 nm−1 would have been possible, the effective angular resolution was limited

by the smallest obtainable beam convergence as well as by the remaining aberrations of the

microscope.

The energy range of the presented data set (2.75 eV to 40.25 eV) has been obtained with a

sampling step of 0.5 eV. Within this work, the absolute lower limit of the accessible energy

range on the JEOL 2200 FS installed at CIME has been reached. This limit is determined by

the resolution of the microscope since the tails of the ZLP hides the signal at very low energy
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loss. The higher energy limit may be chosen arbitrarily high, considering a software limit (the

DigitalMicrograph version installed on the JEOL at CIME is limited to data cubes of ∼ 750 Mo

memory size in practice). Making the slit width narrower than δE = 0.5 eV only results in an

oversampling, the microscope having an energy resolution of ∼ 0.8 eV.

The presented technique can be reproduced on any transmission electron microscope equipped

with an in-column energy filter. The critical alignments are the parallelism of the beam in

NBD mode and the correction of the non-isochromaticity of the filter. As the acquisition time

of a single data cube is large (approximatively 1.5 hours), the stability of the microscope and

its environment are also critical. In this aspect, the in-columnΩ filter of the JEOL 2200 FS is of

great advantage as its energy stability is much higher than that of a post-column filter. Further-

more, it has been demonstrated that the proposed method provides working ranges in energy,

spatial and angular resolution limited only by the performance of the microscope. Previous

techniques did not provide experimental results showing an energy resolution independent of

the spacial and angular resolutions.

7.2 Outlook

While the directional analysis method is limited to square diffraction patterns (e.g. for the

analysis of [001] oriented single cubic crystals), the script could easily be adapted to other

symmetries. It is possible to increase the number of scanning sectors (if necessary) and

to change the scanning angle between these areas in order to increase the possibilities of

diffraction pattern scanning. A much more evolved script may have the possibility to ask for

the crystal structure and the zone axis, and perform the subsequent analysis in all directions

of interest.

The limitation of the lateral resolution on the specimen is directly linked to the condenser

lens optics and the size of the condenser lens aperture. Technically, the presented method

is suitable for any selected condenser lens aperture. In this work, the CLA3 with a diameter

of 40 µm has been used, giving an illuminated area of about 220 nm in diameter. The CLA4

(with a diameter of 10 µm) has been tested, giving an illumination area with a diameter of

50 nm. However, working with this aperture is almost impossible, since most of the electrons

of the incident beam are blocked and thus the signal to noise ratio is much too low. An

intermediate condenser aperture (20 µm) would probably be a good compromise. Using

another microscope which allows higher intensities in the nano-beam mode with a small

condenser lens aperture would also improve the lateral resolution.

In section 5.5, it was shown that the data acquisition method using imaging plates suffers

from issues related to the IP’s non-isotropic background and the variable sensitivity of the

photostimulable layer from plate to plate. However, two investigation ideas are also mentioned

to overcome these issues: the first method proposes to illuminate all plates used for acquiring

the data set with a reference beam (which should be absolutely constant over the whole

period of marking the IP’s for best accuracy) which would then allow calibration of the plates
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individually, and the second method suggests using a noisy data set acquired with the CCD

camera to calibrate the plates and then to use the reconstructed stack to extract the data

from the IP’s. Even if the imaging plates system developed in the early sixties is primitive, the

much higher dynamic of the plates allows a better signal to noise ratio than a CCD camera,

increasing the precision and the clarity of the resulting data. However, the improvement

of electron detection devices could make the use of imaging plates obsolete. This year, an

improved CMOS detector has been released by Gatan: the K2™ series (http://www.gatan.

com/products/digital_imaging/products/K2/index.php). It is a 4k × 4K Direct Detection

camera (doing an electron to electron conversion, opposed to the traditional CCD cameras

performing an integration of the analog signal obtained by an electron to light conversion)

which makes it much more sensitive, has a higher read-out rate, and even more important in

the frame of this work, has a much higher dynamic range and a much higher intrinsic signal

to noise ratio than the CCD camera. The access to a higher dynamic range is possible via

summation of frames (realizable because of the fast readout, where a conventional CCD needs

approximatively 2 s).

In the last years, the development of monochromated transmission electron microscopes has

improved energy resolution to below 100 meV. With such an energy resolution, it is probable

that applying the method presented in this work would not only allow investigation of the

infrared region, but also to get an angular resolved EELS data set of such unprecedent accuracy

that it makes the comparison with theoretical calculation straightforward at any energy with

enough precision to move forward in theoretical modeling.
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Appendix A. Silver sample preparation: technical data
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A.2. Perchloric acid
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Appendix A. Silver sample preparation: technical data
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A.4. Synthesis of all sulfuric acid techniques

A.4 Synthesis of all sulfuric acid techniques

Table A.6: Comparison of H2SO4 electrolytes preparation for Ag 99.999%.

Lyles et al. Sigle et al. CIME

Mix (in order) glacial AcOH*
conc. H2SO4

MeOH+Thiourea**?

glacial AcOH*
conc. H2SO4

MeOH+Thiourea**

glacial AcOH*
conc. H2SO4

MeOH+Thiourea**
Cooling ice LN in electrolyte ice (bath)

Note solution lasts for 20–30
samples; discard when
elemental sulfur pre-
cipitate

Shake for long
time; if still some
Thiourea, it doesn’t
matter

It takes a long time
until Thiourea is dis-
solved

Storage not specified room tempera-
ture; keep bottle
cap only gently
screwed (avoid
overpressure)

in safety refrigerator

Sample � 3 mm; 50 µm thin
lamellas

not mentioned � 3 mm; 100, 200 and
300 µm thick lamel-
las, previously cleaned
with HNO3

Polishing @9V: removes
200 nm/sec

Several atempts

Cathode Platinum Platinum
Control several observations

during polishing
process

wait until polishing is
finished

Washing CS2 followed by an-
hydr. MeOH

anhydr. MeOH

Results 15–20 µm flat area nice results; works
well

no thin areas

Remark H2O rinsing causes a
distinct etching of the
surface; not enough
Thiourea engender a
faceting of the surface
(too much doesn’t mat-
ter)

Preferential attack on
grain boundaries?

*: Glacial acetic alcohol (CH3COOH), "glacial" standing for pure, anhydrous.
**: Thiourea ((NH2)2 CS).
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Appendix A. Silver sample preparation: technical data

A.5 Sample preparation devices

A.5.1 Ion milling devices

Two different ion milling devices have been used for this work: an E.A. Fischione Instruments,

Inc. 1010r Ion Millr instrument (http://www.fischione.com/products/model_1010.asp) as

well as a NVision 40 CrossBeamr FIB from Carl Zeiss SMT AG.

The Fischione 1010 has two position fixed HAD ion sources which are independently operable

from 0.5 to 6.0 keV. The mill angle can be adjusted between 0° and 45°. Milling is possible

either under an argon atmosphere (inert) or under a reactive gas atmosphere (thus interacting

with the sample while milling).

The FIB beam is produced by using ions from a gallium source, accelerated between 5 and

30 keV. With this beam, a thin lamella (the sample) is cut out of the bulk, lift out with a

needle (usually made out of tungsten) and welded on a FIB lift-out TEM grid (e.g. http:

//www.tedpella.com/grids_html/4510half.htm). More details on this method can be found

e.g. in [109] or [110]. Almost all kind of material can be prepared with this method. Another

method for FIB sample preparation, the so-called "H-bar" method, consists in milling directly

a thin layer of the specimen into the bulk material [57, 58].

A.5.2 Electropolisher

The CIME is equipped with a TenuPol-5 (Struers, http://www.struers.com) Twin Jet Electropol-

ishing device. The TenuPol-5 is a dedicated TEM-sample preparation system. It allows a

simultaneous electrolytic thinning from both sides of the sample to avoid damages. Further-

more, it has an automatic shut-off function which stops the thinning process as soon as a

hole appears (thanks to an infra-red detection system). It has also a scan function, allowing to

determine the correct polishing voltage. If the sample is very thick, it is also possible with the

TenuPol-5 to pre-thin it electrolytically (thus avoiding mechanical deformation).

A.5.3 Plasma cleaner

The plasma cleaner installed in the sample preparation lab of the CIME is a Model 1020

from E.A. Fischione Instruments, Inc. (http://www.fischione.com/products/model_1020.

asp). The plasma is generated in a high frequency oscillating field system coupled to a

quartz and stainless steel plasma chamber. The ion energy is less than 15 eV and the gas

is composed of 25% oxygen and 75% argon. The high vacuum of 10−6 Pa is created with an

oil-free turbomolecular drag pump backed with a multi-stage diaphragm pump in order to

have a dry and clean chamber. During the cleaning process, the pressure in the chamber is

maintained at about 50 mTorr.
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A.5. Sample preparation devices

A.5.4 Nordiko

For this work, some silver samples have been prepared by sputtering in the ceramic laboratory

of the EPFL. Sputtering was performed with a magnetron sputtering machine, NORDIKO 2000

(Nordiko Ltd, Havants, Hants, UK). 99.99% pure Ag target (from Kurt J. Lesker) was used for

depositing the film. More details can be found in section 3.4.

A.5.5 PIPS

The 691 Precision Ion Polishing System™ (PIPS) from Gatan, Inc. (http://www.gatan.com/

specimenprep/691_pips.php) has been used to clean samples which cannot be put into the

plasma cleaner. Basically, the PIPS consists of two Penning ion beams with miniature rare

earth magnets directed towards the sample. The energy (100 eV to 6.0 keV) and the angle of

the beams with respect to the specimen (-10° to +10°) can be adjusted independently one from

the other. The vacuum system of the sample chamber is identic to the one from the plasma

cleaner, and pure argon at 144 kPa is used to produce the ion beam.
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B Comment on diffraction notations

The scientific community could not agree on a single notation in diffraction: some people

measure the "distances" as fractions of Ghkl , some others in angles (θ mrad) and even others

in fraction of Brillouin Zone (BZ). This appendix gives the relation between the different

notations.
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Appendix B. Comment on diffraction notations

Figure B.1 gives the sketch of a point P at an angle θP of the transmitted beam 000 to-

wards a diffraction spot hkl , which is located at an angle 2θhkl , linked to dhkl via Bragg’s

law λ= 2dhkl sinθhkl ≈ dhkl 2θhkl , where λ is the wavelength.

0 GhklP
2θhkl

θP

Figure B.1: The two different notations "P is at θP from 000 towards hkl " and "P is at 1/x from
Ghkl " are equivalent.

From a vector point of view,

OP = 1

x
OG (B.1)

The angular notation is found as follows: combining equations (4.2) and (4.3) leads to

λ≈ 2dhklθhkl , and since λ= 2π
k (where k is the wave number),

θhkl =
2π

k

1

2dhkl
(B.2)

The relation between the direct and the reciprocal space (the last one being indicated by ∗) is

given by

dhkl =
2π

d∗
hkl

(B.3)

Thus, the angle θP is expressed as

θP = 1

x
(2θhkl ) = 1

x

d∗
hkl

k
(B.4)

The first Brillouin zone is constructed as follows: lines are drawn from the transmitted beam

to all the closest diffraction spots. The medians of all these lines correspond to the edge of

the first Brillouin zone. If forbidden reflections exist, they have to be taken into account and

the medians are to be taken on the line between the transmitted beam and the forbidden

reflections if they are closest. Mathematically spoken, BZhkl = 1
2 d∗

hkl . Combining this last

expression with (B.4) gives finally

θP = 1

x

2BZhkl

k
(B.5)

In addition, when comparing data in θ or fraction of G with data shown as fraction of BZ limit,

one should take care that often the first visible G is not a primary one. For example in f cc

structures, 100 reflections are forbidden and the first G is 200.
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Appendix C. Microscope alignment

The alignment of the microscope is a crucial step before each use, in order to ensure the right

beam path and subsequently the correct data acquisition. The alignment procedure used

in this work is given hereafter (the numbers in brackets corresponding to the sections in the

handbook of the JEM-2200FS):

Degauss The filter lens tends to grow a magnetic field by induction. It is important to degauss

the filter at the beginning of each microscope session.

Condenser lens aperture Insert the desired CLA and center it: at about mag 10kx, center

the spot while the beam is fully condensed, adjust the aperture position while the

spot is over-focused (open the beam clockwise). Adjust the condenser stigmators

approximatively with Cond Stig.

Eucentric height Press Std Focus and adjust the specimen high: use Image wobb X and

minimize the move with Z-shift.

Spectrum mode Neutralise PL, center the Spectrum ZLP (with FL shift and PLA-Y).

Gun shift Go to mag higher than 80kx. While Gun turned off, go to Spot 5 and center the beam

with the Shift buttons. Switch to Spot 1, switch on Gun and center the beam with the

Shift buttons. Repeat this sequence as many time as necessary.

Gun tilt (5.8.1) Click on Gun and Anode Wobbler (Alignment Panel) and make the movement

concentric.

Pivot points (Tilt and shift purity, 5.8.3)

• In image mode, click on TiltX Wobbler (Alignment Panel) and unify the split beam

with the Tilt compensator Def/Stig X. Do the same for TiltY Wobbler.

• Put in an SAA (e.g. SAA2) and spread the beam fully. In diffraction mode, defocus

the spot with Diff Focus (clockwise) and correct the caustic with Il Stig (make

the spot perfectly circular). Focus the spot again, click ShiftX Wobbler and unify the

split spots with Shift compensator Def/Stig X. Do the same for ShiftY Wobbler.

Beam tilt (Bright tilt "Voltage axis", 5.9.2) Go to mag 400kx ant press Std Focus, switch

HT wobb on and make the movement concentric with the Bright Tilt deflectors.

N.B.: Use TV cam for higher precision.

Other method: set mag to 200kx, find a recognizable feature and center it in DM. Turn

HT on and make the feature stable. Or: make Live FFT circular.

Check eucentric hight

Correct condenser stigmators

Isochromaticity (5.12.7c) Neutralize isochromaticity and align it as mentioned in section

5.1.1.
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Table C.1: Affected lenses during the alignment.

Button/knob Affected lens

FL F L f i ne
Cond Stig C L Sti g
Obj Stig OL Sti g
Dark Tilt Cond1 and Cond2
Bright Tilt Cond1 and Cond2
Image Shift Imag e1
Brightness C L2
Mag/Cam L all I L and OL f i ne in image mode1

all I L and PL1 in diffraction mode
PL1 and PL2 in spectrum mode2

Obj Focus OL f i ne
Diff Focus I L1 in diffraction mode
PLA PL1

The different alignment steps affect the lenses as shown in Table C.1.

Furthermore, theΩ filter may be aligned with following parameters (in brackets the affected

lens): Achromaticity (PL1), FL S1 (F L Sti g 1), FL S2 (F L Sti g 2), FLA (F L A2).

The Isochromaticity affects the lenses in a complicated way, as the influenced lens changes

depending on the magnification/camera length. Table C.2 gives the summary of the affected

lens/magnification link. The non-isochromaticity has to be realigned each time when the

working mode is switched from image to diffraction or inversely.

Table C.2: Affected lenses when changing Isochromaticity depending on the magnification
(image mode) or camera length (diffraction mode).

Mode I L1 I L2 I L3 I L4

Image 8’000 – 12’000 15’000 – 60’000 1’500 – 6’000 80’000 – 106

Diffraction — — 25 – 120 cm 150 – 250 cm

The switch between image and diffraction mode changes the behavior of following lenses: all

I L, F L A1, PL1 and Pr o j , which is almost the full lens system after the objective mini-lens.

The switch between TEM and NBD mode changes following lens currents: C L Sti g , Cond1,

Cond2, C L1, C L2 and C M and Spot . This corresponds to the illumination lens system, before

the specimen.

Since in electromagnetic lenses, the electrons rotate , it is not obvious in which direction the

different apertures of the microscope move. Figure C.1 gives the directions for the JEOL 2200 FS

at CIME in TEM mode with magnification higher than 8000x.

1The OM lens is off if the magnification is higher than 8000x.
2PL1 and PL2 change in the opposite direction: if the strength of PL1 is increased, the strength of PL2 decreases.
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Figure C.1: Behavior of the apertures in the JEOL in TEM mode at a magnification higher than
8000x.
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D DigitalMicrograph™ scripts

This appendix gives the source code for following DigitalMicrograph™ scripts used in this

work: "FindPeakPositions.s", "RadialIntegration.s" and "DirectionalIntegration.s". DigitalMi-

crograph™ is an imaging software developed by Gatan, Inc. (http://www.gatan.com/imaging/

dig_micrograph.php).
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Appendix D. DigitalMicrograph™ scripts

D.1 Find Peak Position

This script detects a number of peaks (defined by the user) in an image or a 3D stack above a

certain threshold, and returns the coordinates of the brightest pixel in the spot. The threshold

value is determined by the mean of the image increased by twice the quadratic mean. In the

3D stack, the most intense slice is determined before the peak analysis. The information is

written in the "Result" window, as well as in the Image Info of the "Peak Analysis" image.

image front:=GetFrontImage()
string name=front.ImageGetName()

number xLength=front.ImageGetDimensionSize(0)
number yLength=front.ImageGetDimensionSize(1)
number zLength=front.ImageGetDimensionSize(2)

//******************** Functions *********************************

// Checking stack for highest peak position
number FindMaxPosition(image Img, number &TransmittedX, \

number &transmittedY)
{

number nx=Img.ImageGetDimensionSize(0)
number ny=Img.ImageGetDimensionSize(1)
number nz=Img.ImageGetDimensionSize(2)
number k,valmax, z=0, newvalmax=0
image slice
for(k=0;k<nz;k++)
{

slice:=slice2(Img,0,0,k,0,nx,1,1,ny,1)
valmax=Sum(slice)
if(valmax>newvalmax)
{

max(slice,TransmittedX,TransmittedY)
z=k
newvalmax=valmax

}
}
Return(z)

}

// Find maximum in image
number xmax, ymax, valmax
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D.1. Find Peak Position

void FindMax(image img, number &xmax, number &ymax, number &valmax) \
valmax=Max(img,xmax, ymax)

// Set threshold value for peak size
number SetPeakThreshold(image img)
{

number temp
number threshold=(mean(img)+(2*rms(img)))
if(!(TwoButtonDialog("Threshold value for peak search is " \
+threshold+". \
Do you want to change it?", "No", "Yes")))
{

getnumber("Enter new threshold value", threshold, temp)
threshold=temp

}
return(threshold)

}

// Mask a peak
number MaskPeak(Image Img, image &mask, number xmax, number ymax, \

number valmax, number threshold)
{

number size=0, cropxmax, cropymax, cropvalmax=valmax, count=0
image crop:=Img.ImageClone()[ymax,xmax,ymax+1,xmax+1]
while(cropvalmax>=threshold)
{

size+=10
crop:=Img.ImageClone()[ymax-((size/2)+1), xmax-((size/2)+1), \

ymax+(size/2)+1, xmax+(size/2)+1]
crop=tert(iradius<(size/2)-1,0,crop)
FindMax(crop, cropxmax, cropymax, cropvalmax)

}
number radius=size/2
subarea zone:=mask[ymax-(radius+1), xmax-(radius+1), ymax+radius+1, \

xmax+radius+1]
zone=tert(iradius<radius,1,zone)
Return(radius)

}

//******************** Main ***************************************
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// Generate mask with dimension of the input image
image mask=BinaryImage("Mask",xLength,yLength)

// Ask number of peaks
number PeakNumber
if (!getnumber("How many peaks to find?", 9, PeakNumber )) \

Throw("Analysis aborted!")

number trash
number MaxSlice=FindMaxPosition(front,trash,trash)

Result(DateStamp()+" Most intense slice is #"+MaxSlice+"\n")

number nx=xLength, ny=yLength
number i, Xboundary=nx/5, Yboundary=ny/5, test, threshold= \

SetPeakThreshold(front), oldnx, oldny, tempx, tempy
image original=Slice2(front,0,0,MaxSlice,0,nx,1,1,ny,1)
string PeakString=("Most intense slice is #"+MaxSlice+"\n")

PeakString+=("Threshold at "+threshold+"\n")

Result("Start searching "+PeakNumber+" maxima; threshold = \
"+threshold+"\n")

for(i=0;i<(PeakNumber);i++)
{

// Find maximum and check if above peak threshold or near image
// boundary
FindMax(!mask*original, xmax, ymax, valmax)
if(!(valmax>threshold))Throw("Entered peak number higher than peaks \

above threshold!")

//Boundary test
while(!(((xmax-Xboundary)>0)&&((xmax+Xboundary)<nx)&&\

((ymax-Yboundary)>0)&&((ymax+Yboundary)<ny)))
{

/*if(OkCancelDialog("Peaks too close of image boundary! \
Image will be enlarged by (" +\

trunc(nx/4)+", "+trunc(ny/4)+") pixels to ensure analysis."))*/
{

image enlarged:=RealImage("Enlarged",4,nx+(nx/4),ny+(ny/4))
subarea intermed:=enlarged[ny/8,nx/8,ny+(ny/8),nx+(nx/8)]
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D.1. Find Peak Position

intermed=original
original:=enlarged
image enlargedMask:=BinaryImage("EnlargedMask",nx+(nx/4), \

ny+(ny/4))
subarea intermedMask:=enlargedMask[ny/8,nx/8,ny+(ny/8), \

nx+(nx/8)]
intermedMask=mask
mask:=enlargedMask
xmax+=trunc(nx/8)
ymax+=trunc(ny/8)
oldnx=trunc(nx/8)
oldny=trunc(ny/8)
nx=enlarged.ImageGetDimensionSize(0)
ny=enlarged.ImageGetDimensionSize(1)
tempx+=oldnx
tempy+=oldny
//Result("Image boundary reached: image has been enlarged\n")

}
//else Throw("Peaks too close of image boundary!" \

" Analysis stopped...")
}

Result("Found a maximum at position (" + (xmax-tempx) + ", " + \
(ymax-tempy) + ")\t with value "+valmax+"\n")

PeakString+=("Maximum at position (" + (xmax-tempx) + ", " + \
(ymax-tempy) + ")\n")

// Create mask on peak
test=MaskPeak(original, mask, xmax, ymax, valmax, threshold)
if(test>=Xboundary) Xboundary=test
if(test>=Yboundary) Yboundary=test

}

image output=(!Mask*original)[tempy,tempx,tempy+yLength,tempx+xLength]
output.SetName("Peak Analysis of "+name)

output.ImageSetDescriptionText(PeakString)

ShowImage(output)
//ShowImage(Mask)
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D.2 Radial Integration

The following script is the analysis of a diffraction EFTEM stack. The output is an EELS

spectrum map where the Batson correction [20] and the angular distribution correction 1
θ2+θ2

E
are taken into account. The user is free to chose the ring thickness for integration. The script

has to be modified if the acceleration voltage is different from 200 keV (E0) or if the integration

has to be performed wider than 5/8 of the image size (IntegrationDiagonalFraction).

// $BACKGROUND$

image front:=GetFrontImage()
string name=front.ImageGetName()

Number originX, originY, originZ, scaleX, scaleY, scaleZ, trash
String unitX, unitY, unitZ

front.ImageGetDimensionCalibration(0, originX, scaleX, unitX, trash )
front.ImageGetDimensionCalibration(1, originY, scaleY, unitY, trash )
front.ImageGetDimensionCalibration(2, originZ, scaleZ, unitZ, trash )

//******************* Functions ************************
void InverseInput (number &r1,number &r2)
{

number temp
if(r1>r2)
{

temp=r1
r1=r2
r2=temp
return

}
}
//Count non-zero pixels in an image
number CountPixels (image Img)
{

image CountPixel:=tert(Img>0,1,0)
number PixelNumber=Sum(CountPixel)
Return(PixelNumber)

}
// Calculate the radial integration
number RadialIntegration (image SelectedImage, number r1, number r2)
{
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D.2. Radial Integration

SelectedImage=tert(iradius>=r1 && iradius<=r2, SelectedImage, 0)
number total=sum(SelectedImage)/CountPixels(SelectedImage)
Return(total)

}
// Shows the selected area on the "Highest peak" slice
void ShowFrontImage(image Img, number r1, number r2, number dept)
{

number nx=Img.ImageGetDimensionSize(0)
number ny=Img.ImageGetDimensionSize(1)
image Slice:=Slice2(Img,0,0,dept,0,nx,1,1,ny,1)
Slice=tert(iradius>=r1 && iradius<=r2, Slice, 0)
image Output=slice
Output.ImageSetName("Analyzed area of "+name)
Output.ImageSetDimensionCalibration(0, originX, scaleX, unitX, 0 )
Output.ImageSetDimensionCalibration(0, originY, scaleY, unitY, 0 )
ShowImage(Output)

}
// Checking stack for highest peak position
number FindMaxPosition(image Img, number &TransmittedX, \

number &transmittedY)
{

number nx=Img.ImageGetDimensionSize(0)
number ny=Img.ImageGetDimensionSize(1)
number nz=Img.ImageGetDimensionSize(2)
number k,valmax, z=0, newvalmax=0
image slice
for(k=0;k<nz;k++)
{

slice:=slice2(Img,0,0,k,0,nx,1,1,ny,1)
valmax=Sum(slice)
if(valmax>newvalmax)
{

max(slice,TransmittedX,TransmittedY)
z=k
newvalmax=valmax

}
}
Return(z)

}

//****************** Body ****************************

111



Appendix D. DigitalMicrograph™ scripts

Result(DateStamp()+" Start radial integration of "+name+"\n")
number width = front.ImageGetDimensionSize( 0 )
number height = front.ImageGetDimensionSize( 1 )
number dept=front.ImageGetDimensionSize(2)
number MaxRadius=(height>=width) ? width/2 : height/2
number TransmittedFWHM=0, Step=5, transmittedX, transmittedY, MaxDept

//if(!getnumber("Enter transmitted peack width (px):", \
//15,TransmittedFWHM))exit(0)

if(!getnumber("Enter radial step (px):", 5,Step))exit(0)

// Check automatically for most intense slice
MaxDept=FindMaxPosition(front, transmittedX, transmittedY)

/* Center the transmitted beam:
take coordinates and create new stack with transmitted beam in center.
Dimensions are increased by "Shift" and old stack stuck in it.*/

number ShiftX=(trunc(width/2)-transmittedX)
number ShiftY=(trunc(height/2)-transmittedY)
number NewDimX=width+abs(ShiftX)
number NewDimY=height+abs(ShiftY)

image Increased=RealImage("Machin",4,NewDimX,NewDimY, dept)
image SliceIncreased

if(ShiftX>=0 && ShiftY>=0)
{

SliceIncreased:=Slice3(Increased,ShiftX,ShiftY,0,0,width,1, \
1,height,1,2,dept,1)

SliceIncreased=Slice3(front,0,0,0,0,width,1,1,height,1,2,dept,1)
}
else if(ShiftX<0 && ShiftY>=0)
{

SliceIncreased:=Slice3(Increased,0,ShiftY,0,0,width,1,1,height,1, \
2,dept,1)

SliceIncreased=Slice3(front,0,0,0,0,width,1,1,height,1,2,dept,1)
}
else if(ShiftX>=0 && ShiftY<0)
{

SliceIncreased:= Slice3(Increased,ShiftX,0,0,0,width,1,1,height,1, \
2,dept,1)

SliceIncreased=Slice3(front,0,0,0,0,width,1,1,height,1,2,dept,1)
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D.2. Radial Integration

}
else
{

SliceIncreased:=Slice3(Increased,0,0,0,0,width,1,1,height,1,2,dept,1)
SliceIncreased=Slice3(front,0,0,0,0,width,1,1,height,1,2,dept,1)

}

number IntegrationDiagonalFraction=5/8
// Analyze IntegrationDiagonalFraction of smaller image dimension
number SmallerSize=trunc(MaxRadius*IntegrationDiagonalFraction)

number TotalIntegrations=trunc((SmallerSize-TransmittedFWHM)/Step)
image LinePlot:=RealImage("",4,dept,1)
image ADCLinePlot:=RealImage("",4,dept,1)

image Map=RealImage("Map", 4, dept, TotalIntegrations)
image AngularDistributionCorrection=RealImage("ADC", 4, dept, \

TotalIntegrations)
image Slice, ADCslice
number i=0, k=0, r1=TransmittedFWHM, r2=r1+Step

image IncreasedForBatson=Increased.ImageClone()

number Theta, ThetaE, E0=200000 // Supposing 200kV acceleration voltage
//Fill map
for(i=0;i<TotalIntegrations;i++)
{

Theta=((((i+0.5)*(Step*scaleX))+(TransmittedFWHM*scaleX))*2*Pi()/2505)
Slice:=Slice2(Map,0,i,0,0,dept,1,1,1,1)
ADCslice:=Slice2(AngularDistributionCorrection,0,i,0,0,dept,1,1,1,1)
for(k=0;k<dept;k++)
{

ThetaE=(((k*scaleZ)-originZ)/(2*E0))
OpenAndSetProgressWindow("Radial integration process","Radius: " \

+(i+1)+"/"+(TotalIntegrations)+" ("+trunc((i*dept+k+1)/ \
(TotalIntegrations*dept)*100)+"%)","Channel: "+(k+1)+"/"+dept)

image FrontSlice=slice2(Increased,0,0,k,0,width,1,1,height,1)
number value=RadialIntegration (FrontSlice, r1, r2)
image GraphPoint:=LinePlot[0,k,1,k+1]
image ADCGraphPoint:=ADCLinePlot[0,k,1,k+1]
GraphPoint=value
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ADCGraphPoint=1000000*((Theta**2)+(ThetaE**2))
}
Slice=LinePlot
ADCslice=ADCLinePlot
r1=r2
r2=r1+Step

}

//ShowFrontImage(Increased, TransmittedFWHM, r2, MaxDept)

//Set up map look
Map.ImageSetDimensionCalibration(0, originZ, scaleZ, unitZ, 0 )
Map.ImageSetDimensionCalibration(1, (TransmittedFWHM*scaleX), \

(Step*scaleX), unitX, 0 )
Map.ImageSetIntensityScale(front.ImageGetIntensityScale())
Map.ImageSetIntensityUnitString("e-")
Map.SetZoom(8)
Map.ImageSetName("Radial integration map of "+Name)
Map.SetContrastMode(1)
Map.SetColorMode(4)

//Map.ShowImage()
//************************************************************************
//********************** Setup Batson correction *************************
//************************************************************************
/*if(!(ContinueCancelDialog("Perform Batson correction?")))
{

Map*=AngularDistributionCorrection
Map.ImageSetDescriptionText("Created on "+DateStamp()+"\n\n \

Inner radius:\t"+TransmittedFWHM+" px\nOuter radius:\t" \
+SmallerSize+" px\nStep:\t\t"+Step+" px")

ShowImage(Map)
Exit(0)

}*/
Result(DateStamp()+ " Performing Batson correction" \

" on radial integration map of "+name+"\n")
//*************** Functions *************************
number IntegrateOverWindow(image Spectrum, number EnergyWindow, \

number &Peak)
{

number Eorigin, Escale, Iscale, trash, HalfWindow, Integral
string unit
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D.2. Radial Integration

image Window

Spectrum.ImageGetDimensionCalibration(0, Eorigin, Escale, \
unit, trash )

Iscale=Spectrum.ImageGetIntensityScale()

if (Peak==0)
{

Max(Spectrum, Peak, trash)
Spectrum.ImageSetDimensionOrigin(0, (-Peak*Escale) )

}

HalfWindow=trunc(EnergyWindow/(2*Escale))
number MinWindow=((Peak-HalfWindow)>0) ? (Peak-HalfWindow) : 0
Window=Spectrum[0,MinWindow,1,(Peak+HalfWindow)]
Integral=Sum(Window*Iscale)
Return(Integral)

}

number IntegrateOverWindowWithFloatingPeak(image Spectrum, \
number EnergyWindow, number &Peak)

{
number Eorigin, Escale, Iscale, trash, HalfWindow, Integral
string unit
image Window

Spectrum.ImageGetDimensionCalibration(0, Eorigin, Escale, \
unit, trash )

Iscale=Spectrum.ImageGetIntensityScale()
Max(Spectrum, Peak, trash)
HalfWindow=trunc(EnergyWindow/(2*Escale))
number MinWindow=((Peak-HalfWindow)>0) ? (Peak-HalfWindow) : 0
Window=Spectrum[0,MinWindow,1,(Peak+HalfWindow)]
Integral=Sum(Window*Iscale)
Return(Integral)

}

/*number IntegrateOverWindowWithFixedPeak(image Spectrum, \
number EnergyWindow, number Peak)

{
number Eorigin, Escale, Iscale, trash, HalfWindow, Integral
string unit
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image Window

Spectrum.ImageGetDimensionCalibration(0, Eorigin, Escale, \
unit, trash )

Iscale=Spectrum.ImageGetIntensityScale()

HalfWindow=trunc(EnergyWindow/(2*Escale))
number MinWindow=((Peak-HalfWindow)>0) ? (Peak-HalfWindow) : 0
Window=Spectrum[0,MinWindow,1,(Peak+HalfWindow)]
Integral=Sum(Window*Iscale)
Return(Integral)

}*/
//*************** Body *************************
// Create Image Spectrum for plural scattering removal
image ImageSpectrum=RealImage("ImageSpectrum for Batson correction", \

4,dept,1)
for(i=0;i<dept;i++)
{

image FrontSlice=slice2(IncreasedForBatson,0,0,i,0,width,1,1,height,1)
number value=sum(FrontSlice)/(width*height)
value=(value>0) ? value : 0
image ImageGraphPoint:=ImageSpectrum[0,i,1,i+1]
ImageGraphPoint=value

}

ImageSpectrum.ImageSetDimensionCalibration(0, originZ, scaleZ, unitZ, 0 )
ImageSpectrum.ImageSetIntensityScale(front.ImageGetIntensityScale())
ImageSpectrum.ImageSetIntensityUnitString("e-")
ImageSpectrum.ImageSetName("Image Spectrum of "+Name+ \

" for Batson correction")
//ShowImage(ImageSpectrum)

// Perform Batson correction
number EnergyWindow=3

number ImageSpectrumMax=0
number ImageSpectumIntegral=IntegrateOverWindow(ImageSpectrum, \

EnergyWindow, ImageSpectrumMax)

image BatsonCorrectedMap:=Map.ImageClone()
image NormalizedImageSpectrum:=ImageSpectrum.ImageClone()
number MapISPeak
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number PeakShift, LeftCrop, RightCrop

for(k=0;k<TotalIntegrations;k++)
{

image slice:=BatsonCorrectedMap[k,0,k+1,dept]
number SliceIntegral=IntegrateOverWindowWithFloatingPeak(slice, \

EnergyWindow,MapISPeak)
NormalizedImageSpectrum:=ImageSpectrum.ImageClone()
NormalizedImageSpectrum*=(SliceIntegral/ImageSpectumIntegral)
PeakShift=ImageSpectrumMax-MapISPeak
if (PeakShift>0)
{

image CropedMapSlice:=slice[0,0,1,(Dept-PeakShift)]
image PartToSubstract:=NormalizedImageSpectrum[0, PeakShift, \

1, Dept]
CropedMapSlice-=(PartToSubstract)
RightCrop=(PeakShift>RightCrop) ? PeakShift : RightCrop

}
else if (PeakShift<0)
{

image CropedMapSlice:=slice[0,-PeakShift,1,Dept]
image PartToSubstract:=NormalizedImageSpectrum[0, 0, 1, \

(Dept+PeakShift)]
CropedMapSlice-=(PartToSubstract)
LeftCrop=(PeakShift<LeftCrop) ? PeakShift : LeftCrop

}
else
{

image PartToSubstract:=NormalizedImageSpectrum[0, 0, 1, Dept]
slice-=(PartToSubstract)

}
//NormalizedImageSpectrum.ShowImage()

}
BatsonCorrectedMap*=AngularDistributionCorrection
image CroppedMap=BatsonCorrectedMap[0,-LeftCrop,TotalIntegrations, \

(Dept-RightCrop)]
CroppedMap.ImageSetDescriptionText("Created on "+DateStamp()+"\n\n \

Inner radius:\t"+TransmittedFWHM+" px\nOuter radius:\t" \
+SmallerSize+" px\nStep:\t\t"+Step+" px\n\n \
Batson peak integration window: "+EnergyWindow+" eV")

CroppedMap.ImageSetDimensionCalibration(0, \
(originZ-(LeftCrop*ScaleZ)), scaleZ, unitZ, 0 )
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CroppedMap.ImageSetDimensionCalibration(1, \
(TransmittedFWHM*scaleX), (Step*scaleX), unitX, 0 )

CroppedMap.ImageSetIntensityScale(front.ImageGetIntensityScale())
CroppedMap.ImageSetIntensityUnitString("e-")
CroppedMap.SetZoom(8)
CroppedMap.SetInversionMode(0)
CroppedMap.ImageSetName("Batson corrected radial integration map of " \

+Name)
CroppedMap.SetContrastMode(1)
CroppedMap.SetColorMode(4)

ShowImage(CroppedMap)
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D.3 Directional Integration

The directional integration script computes the angular momentum transfer spectra taking

into account the contribution from the center towards a given direction (determined by the

user via image coordinates). The iteration step is defined by the user. The integration is done

until reaching the (x, y) coordinates. Since the routine works with four opposite directions, it

only works for "squared" diffraction pattern. For another crystal orientation, the script has to

be modified.

// $BACKGROUND$

ImageDocument imageDoc = CreateImageDocument( "New ImageDocument" )
imageDoc.ImageDocumentEnsurePlacedOnPage()
//******************** Functions ***************************
// Checking stack for highest peak position
number FindMaxPosition(image Img, number &TransmittedX, \

number &transmittedY)
{

number nx=Img.ImageGetDimensionSize(0)
number ny=Img.ImageGetDimensionSize(1)
number nz=Img.ImageGetDimensionSize(2)
number k,valmax, z=0, newvalmax=0
image slice
for(k=0;k<nz;k++)
{

slice:=slice2(Img,0,0,k,0,nx,1,1,ny,1)
valmax=Sum(slice)
if(valmax>newvalmax)
{

max(slice,TransmittedX,TransmittedY)
z=k
newvalmax=valmax

}
}
Return(z)

}

number CheckIfElasticDiffractionContribution(image Map, \
image LinePlot, number Iterator)

{
if(Iterator>5)
{
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number MapXsize=Map.ImageGetDimensionSize(0)
number LinePlotSum=Sum(LinePlot)
image slice:=Slice2(Map,0,(Iterator-6),0,0,MapXsize,1,1,5,1)
number MapSliceMean=Sum(slice)/5
number RaiseFactor=1.15
if(LinePlotSum>(RaiseFactor*MapSliceMean))Return(1)
Return(0)

}
Return(0)

}
//******************** Main *****************************
number nx, ny, nz
number scalex, scaley, scalez, originx, originy, originz, trash
string name, direction="000"
string unitx=" 1/nm", unitz

image front:=GetFrontImage()
front.GetName(name)
front.GetSize(nx, ny)
nz=front.ImageGetDimensionSize(2)
front.GetScale(scalex, scaley)
front.GetOrigin(originx, originy)
front.ImageGetDimensionCalibration(2, originz, scalez, unitz, trash)

imageDoc.ImageDocumentAddImage(front)
ImageDisplay imgDisplay = front.ImageGetImageDisplay(0)

Result(DateStamp()+" Start directional integration of "+name+"\n")

image mask:=BinaryImage("Mask", nx, ny)
Mask=0

number centerX, centerY, OldPeakX, OldPeakY, PeakX, PeakY
number Step, Offset=0

MostIntenseSlice=FindMaxPosition(front, centerX, centerY)

//if(!getnumber("Enter x coordiante of transmitted beam", \
nx/2, centerX))Throw("Integration aborted!")

//if(!getnumber("Enter y coordiante of transmitted beam", \
ny/2, centerY))Throw("Integration aborted!")

if(!getnumber("Enter x coordiante of a peak", 0, PeakX)) \
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Throw("Integration aborted!")
if(!getnumber("Enter y coordiante of the same peak", 0, PeakY)) \

Throw("Integration aborted!")
//if(!getnumber("Enter ZLP offset", 15, Offset)) \

Throw("Integration aborted!")
if(!getnumber("Enter analysis step", 5, Step)) \

Throw("Integration aborted!")

if(((PeakX-centerX)>0)&&((PeakY-centerY)<0))
{

OldPeakX=PeakX
OldPeakY=PeakY
PeakX=centerX-abs(OldPeakY-centerY)
PeakY=centerY-(OldPeakX-centerX)

}
else if(((PeakX-centerX)>0)&&((PeakY-centerY)>0))
{

OldPeakX=PeakX
OldPeakY=PeakY
PeakX=centerX-(OldPeakX-centerX)
PeakY=centerY-(OldPeakY-centerY)

}
else if(((PeakX-centerX)<0)&&((PeakY-centerY)>0))
{

OldPeakX=PeakX
OldPeakY=PeakY
PeakX=centerX-(OldPeakY-centerY)
PeakY=centerY-abs(OldPeakX-centerX)

}

number width = (centerX-PeakX), height = (centerY-PeakY)
number diagonal=Trunc(Sqrt((width**2)+(height**2)))

number IntegrationDIagonalFraction=1

number NumberIntegration=trunc(diagonal*IntegrationDIagonalFraction/Step)

image map:=RealImage("Map", 4, nz, NumberIntegration)
image AngularDistributionCorrection=RealImage("ADC", 4, nz, \

NumberIntegration)
image MapSlice, ADCSlice
image LinePlot:=RealImage("",4,nz,1)
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image ADCLinePlot:=RealImage("",4,nz,1)

number StepX=Step*width/diagonal, StepY=Step*height/diagonal
number Px1, Py1, newPx1, newPy1, Px2, Py2, newPx2, newPy2, Px3, Py3, \

newPx3, newPy3, Px4, Py4, newPx4, newPy4
number k, n
number Ax1, Ay1, Bx1, By1, Cx1, Cy1, Dx1, Dy1
ROI trapez1=NewROI()
number Ax2, Ay2, Bx2, By2, Cx2, Cy2, Dx2, Dy2
ROI trapez2=NewROI()
number Ax3, Ay3, Bx3, By3, Cx3, Cy3, Dx3, Dy3
ROI trapez3=NewROI()
number Ax4, Ay4, Bx4, By4, Cx4, Cy4, Dx4, Dy4
ROI trapez4=NewROI()
number test
/* */
newPx1=CenterX-Offset*width/diagonal
newPy1=CenterY-Offset*height/diagonal

newPx2=CenterX+Offset*height/diagonal
newPy2=CenterY-Offset*width/diagonal

newPx3=CenterX+Offset*width/diagonal
newPy3=CenterY+Offset*height/diagonal

newPx4=CenterX-Offset*height/diagonal
newPy4=CenterY+Offset*width/diagonal

number DeltaX, DeltaY, newDeltaX, newDeltaY, TrapezBasis=3/80

number Theta, ThetaE, E0=200000 // Supposing 200kV acceleration voltage

//Fill map
image clone=mask.ImageClone()
image mostIntense:=Slice2(front,0,0,MostIntenseSlice,0,nx,1,1,ny,1)

for (k=0;k<NumberIntegration;k++)
{
Px1=newPx1
Py1=newPy1
newPx1=Px1-StepX
newPy1=Py1-StepY
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DeltaX=TrapezBasis*(Px1-centerX)
DeltaY=TrapezBasis*(Py1-centerY)
newDeltaX=TrapezBasis*(newPx1-centerX)
newDeltaY=TrapezBasis*(newPy1-centerY)

Ax1=newPx1-newDeltaY
Ay1=newPy1+newDeltaX
trapez1.ROISetPoint (Ax1, Ay1)

Bx1=newPx1+newDeltaY
By1=newPy1-newDeltaX
trapez1.ROIAddVertex(Bx1, By1)

Cx1=Px1+DeltaY
Cy1=Py1-DeltaX
trapez1.ROIAddVertex(Cx1, Cy1)

Dx1=Px1-DeltaY
Dy1=Py1+DeltaX
trapez1.ROIAddVertex(Dx1, Dy1)

trapez1.ROIAddVertex(Ax1, Ay1)
trapez1.ROISetColor( 1, 0, 0 )
trapez1.ROISetIsClosed(1)
imgDisplay.ImageDisplayAddROI( trapez1 )

Px2=newPx2
Py2=newPy2
newPx2=Px2+StepY
newPy2=Py2-StepX

Ax2=newPx2-newDeltaX
Ay2=newPy2-newDeltaY
trapez2.ROISetPoint (Ax2, Ay2)

Bx2=newPx2+newDeltaX
By2=newPy2+newDeltaY
trapez2.ROIAddVertex(Bx2, By2)
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Cx2=Px2+DeltaX
Cy2=Py2+DeltaY
trapez2.ROIAddVertex(Cx2, Cy2)

Dx2=Px2-DeltaX
Dy2=Py2-DeltaY
trapez2.ROIAddVertex(Dx2, Dy2)

trapez2.ROIAddVertex(Ax2, Ay2)
trapez2.ROISetColor( 0, 1, 0 )
trapez2.ROISetIsClosed(1)
imgDisplay.ImageDisplayAddROI( trapez2 )

Px3=newPx3
Py3=newPy3
newPx3=Px3+StepX
newPy3=Py3+StepY

Ax3=newPx3+newDeltaY
Ay3=newPy3-newDeltaX
trapez3.ROISetPoint (Ax3, Ay3)

Bx3=newPx3-newDeltaY
By3=newPy3+newDeltaX
trapez3.ROIAddVertex(Bx3, By3)

Cx3=Px3-DeltaY
Cy3=Py3+DeltaX
trapez3.ROIAddVertex(Cx3, Cy3)

Dx3=Px3+DeltaY
Dy3=Py3-DeltaX
trapez3.ROIAddVertex(Dx3, Dy3)

trapez3.ROIAddVertex(Ax3, Ay3)
trapez3.ROISetColor( 0, 0, 1 )
trapez3.ROISetIsClosed(1)
imgDisplay.ImageDisplayAddROI( trapez3 )

Px4=newPx4
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Py4=newPy4
newPx4=Px4-StepY
newPy4=Py4+StepX

Ax4=newPx4+newDeltaX
Ay4=newPy4+newDeltaY
trapez4.ROISetPoint (Ax4, Ay4)

Bx4=newPx4-newDeltaX
By4=newPy4-newDeltaY
trapez4.ROIAddVertex(Bx4, By4)

Cx4=Px4-DeltaX
Cy4=Py4-DeltaY
trapez4.ROIAddVertex(Cx4, Cy4)

Dx4=Px4+DeltaX
Dy4=Py4+DeltaY
trapez4.ROIAddVertex(Dx4, Dy4)

trapez4.ROIAddVertex(Ax4, Ay4)
trapez4.ROISetColor( 1, 1, 0 )
trapez4.ROISetIsClosed(1)
imgDisplay.ImageDisplayAddROI( trapez4 )

ROIAddToMask(trapez1, Mask, 0, 0, nx, ny)
ROIAddToMask(trapez2, Mask, 0, 0, nx, ny)
ROIAddToMask(trapez3, Mask, 0, 0, nx, ny)
ROIAddToMask(trapez4, Mask, 0, 0, nx, ny)

Theta=((((k+0.5)*(Step*scaleX))+(Offset*scaleX))*2*Pi()/2505)
MapSlice:=Slice2(Map,0,k,0,0,nz,1,1,1,1)
ADCSlice:=Slice2(AngularDistributionCorrection,0,k,0,0,nz,1,1,1,1)
for (n=0;n<nz;n++)
{

ThetaE=(((n*scaleZ)-originZ)/(2*E0))
OpenAndSetProgressWindow("Directional integration process", \

"Angle: "+(k+1)+"/"+(NumberIntegration)+" (" \
+trunc((k*nz+n+1)/(NumberIntegration*nz)*100)+"%)", \
"Channel: "+(n+1)+"/"+nz)

image Slice:=Slice2(front,0,0,n,0,nx,1,1,ny,1)
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number value=Sum(Slice*Mask)/Sum(Mask)
image GraphPoint:=LinePlot[0,n,1,n+1]
image ADCGraphPoint:=ADCLinePlot[0,n,1,n+1]
GraphPoint=value
ADCGraphPoint=1000000*((Theta**2)+(ThetaE**2))

}
MapSlice=LinePlot
ADCSlice=ADCLinePlot
clone+=Mask*mostIntense
Mask=0

/*test=CheckIfElasticDiffractionContribution(Map,LinePlot,k)
if(test)break*/

}

clone.ImageSetName("Analysed area")
clone.ShowImage()
GetString("Analysed direction?","200", direction)

//Set up map look
Map.ImageSetDimensionCalibration(0, originz, scalez, unitz, 0 )
Map.ImageSetDimensionCalibration(1, (Offset*scaleX), (Step*scaleX), \

unitX, 0 )
Map.ImageSetIntensityScale(front.ImageGetIntensityScale())
Map.ImageSetIntensityUnitString("e-")

Map.SetZoom(8)
Map.SetContrastMode(2)
Map.ImageSetName("Directional "+direction+" integration map of "+Name)

/*image map_display
if(test)
{

OKDialog("Contribution of diffracted spot detected;" \
" analysis stopped...")

map_display:=Slice2(Map,0,0,0,0,nz,1,1,k,1)
}
else
{

map_display:=Map
}
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map_display.SetZoom(8)
map_display.SetContrastMode(2)
map_display.ImageSetName("Directional integration map of "+Name)

ShowImage(map_display)*/

/*image AnalysedRegion:=RealImage("Analysed region", 4, nx, ny)
image Slice:=Slice2(front,0,0,11,0,nx,1,1,ny,1)
AnalysedRegion=mask*Slice
ShowImage(AnalysedRegion)*/
//Map.ShowImage()
//ShowImage(Mask)

//************************************************************************
//********************** Setup Batson correction *************************
//************************************************************************
/*if(!(ContinueCancelDialog("Perform Batson correction?")))
{

Map*=AngularDistributionCorrection
Map.ImageSetDescriptionText("Created on "+DateStamp()+"\n\n \

ZLP offset:\t"+Offset+" px\nStep:\t\t"+Step+" px\n \
Analysed direction:\t"+direction)

ShowImage(Map)
Exit(0)

}*/
Result(DateStamp()+" Performing Batson correction" \

" on directional integration map of "+name+"\n")
//*************** Functions *************************
number IntegrateOverWindow(image Spectrum, number EnergyWindow, \

number &Peak)
{

number Eorigin, Escale, Iscale, trash, HalfWindow, Integral
string unit
image Window

Spectrum.ImageGetDimensionCalibration(0, Eorigin, Escale, \
unit, trash )

Iscale=Spectrum.ImageGetIntensityScale()

if (Peak==0)
{

Max(Spectrum, Peak, trash)
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Spectrum.ImageSetDimensionOrigin(0, (-Peak*Escale) )
}

HalfWindow=trunc(EnergyWindow/(2*Escale))
number MinWindow=((Peak-HalfWindow)>0) ? (Peak-HalfWindow) : 0
Window=Spectrum[0,MinWindow,1,(Peak+HalfWindow)]
Integral=Sum(Window*Iscale)
Return(Integral)

}

number IntegrateOverWindowWithFloatingPeak(image Spectrum, \
number EnergyWindow, number &Peak)

{
number Eorigin, Escale, Iscale, trash, HalfWindow, Integral
string unit
image Window

Spectrum.ImageGetDimensionCalibration(0, Eorigin, Escale, \
unit, trash )

Iscale=Spectrum.ImageGetIntensityScale()
Max(Spectrum, Peak, trash)
HalfWindow=trunc(EnergyWindow/(2*Escale))
number MinWindow=((Peak-HalfWindow)>0) ? (Peak-HalfWindow) : 0
Window=Spectrum[0,MinWindow,1,(Peak+HalfWindow)]
Integral=Sum(Window*Iscale)
Return(Integral)

}

//Count non-zero pixels in an image
number CountPixels (image Img)
{

image CountPixel:=tert(Img>0,1,0)
number PixelNumber=Sum(CountPixel)
Return(PixelNumber)

}

// Calculate the circular integration
number RadialIntegration (image SelectedImage, number r1, number r2)
{

SelectedImage=tert(iradius>=r1 && iradius<=r2, SelectedImage, 0)
number total=sum(SelectedImage)/CountPixels(SelectedImage)
Return(total)
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}
//*************** Body *************************
// Create Image Spectrum for plural scattering removal
image ImageSpectrum=RealImage("ImageSpectrum for Batson correction",4, \

nz,1)
for(k=0;k<nz;k++)
{

image FrontSlice=slice2(front,0,0,k,0,nx,1,1,ny,1)
number value=sum(FrontSlice)/(width*height)
value=(value>0) ? value : 0
image ImageGraphPoint:=ImageSpectrum[0,k,1,k+1]
ImageGraphPoint=value

}

ImageSpectrum.ImageSetDimensionCalibration(0, originZ, scaleZ, unitZ, 0 )
ImageSpectrum.ImageSetIntensityScale(front.ImageGetIntensityScale())
ImageSpectrum.ImageSetIntensityUnitString("e-")
ImageSpectrum.ImageSetName("Image Spectrum of "+Name+ \

" for Batson correction")
//ShowImage(ImageSpectrum)

// Perform Batson correction
number EnergyWindow=3

number ImageSpectrumMax=0
number ImageSpectumIntegral=IntegrateOverWindow(ImageSpectrum, \

EnergyWindow, ImageSpectrumMax)

image BatsonCorrectedMap:=Map.ImageClone()
image NormalizedImageSpectrum:=ImageSpectrum.ImageClone()
number MapISPeak
number PeakShift, LeftCrop, RightCrop

for(k=0;k<NumberIntegration;k++)
{

image slice:=BatsonCorrectedMap[k,0,k+1,nz]
number SliceIntegral=IntegrateOverWindowWithFloatingPeak(slice, \

EnergyWindow,MapISPeak)
NormalizedImageSpectrum:=ImageSpectrum.ImageClone()
NormalizedImageSpectrum*=(SliceIntegral/ImageSpectumIntegral)
PeakShift=ImageSpectrumMax-MapISPeak
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if (PeakShift>0)
{

image CropedMapSlice:=slice[0,0,1,(nz-PeakShift)]
image PartToSubstract:=NormalizedImageSpectrum[0, PeakShift, \

1, nz]
CropedMapSlice-=(PartToSubstract)
RightCrop=(PeakShift>RightCrop) ? PeakShift : RightCrop

}
else if (PeakShift<0)
{

image CropedMapSlice:=slice[0,-PeakShift,1,nz]
image PartToSubstract:=NormalizedImageSpectrum[0, 0, 1, \

(nz+PeakShift)]
CropedMapSlice-=(PartToSubstract)
LeftCrop=(PeakShift<LeftCrop) ? PeakShift : LeftCrop

}
else
{

image PartToSubstract:=NormalizedImageSpectrum[0, 0, 1, nz]
slice-=(PartToSubstract)

}
}

BatsonCorrectedMap*=AngularDistributionCorrection
image CroppedMap=BatsonCorrectedMap[0,-LeftCrop,NumberIntegration, \

(nz-RightCrop)]
CroppedMap.ImageSetDescriptionText("Created on "+DateStamp()+"\n\n \

Peak offset:\t"+Offset+" px\nStep:\t\t"+Step+" px\n\n \
Batson peak integration window: "+EnergyWindow+" eV")

CroppedMap.ImageSetDimensionCalibration(0, (originZ-(LeftCrop*ScaleZ)), \
scaleZ, unitZ, 0 )

CroppedMap.ImageSetDimensionCalibration(1, (Offset*scaleX), \
(Step*scaleX), unitX, 0 )

CroppedMap.ImageSetIntensityScale(front.ImageGetIntensityScale())
CroppedMap.ImageSetIntensityUnitString("e-")
CroppedMap.SetZoom(8)
CroppedMap.SetInversionMode(0)
CroppedMap.ImageSetName("Batson corrected directional "+direction+ \

" integration map of "+Name)
CroppedMap.SetContrastMode(1)
CroppedMap.SetColorMode(4)
ShowImage(CroppedMap)
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E.1 Motivation

As explained in chapter 4.3, the simpler relation between the loss function and the double

differential cross section neglects both, relativistic and surface effects. This is justified in the

case of metallic films of reasonable thickness, but might change for semi-conductors or very

thin films.

The idea behind this appendix was to compare experiments with theoretical calculations in

the case where those effects are relevant. In such cases, the complexity of the relation makes it

impossible to retrieve the loss function from the experimental data.

The complete relation between the loss function and the double differential scattering prob-

ability with consideration of surface and relativistic effects has been published in 1968 by

Erhard Kröger [111], thus commonly called "Kröger formula":
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The first term in the imaginary part, µ2

ε∗ϕ2 ·2a is the bulk term (a being half the sample thickness),

whereas the following terms correspond to the surface losses related to homogenous solutions

of the Maxwell equations (which are needed to fit the boundary conditions at interfaces or

surfaces) and relativistic effects [111]. This formula is an extension to the one published by

Ritchie in 1957 [37]. Kröger improved this formula further by considering an oblique incidence

in 1970 [112].

As demonstrated in chapter 6, it is possible to experimentally get the dispersion via the single
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scattering distribution. However, it is almost impossible to isolate the dielectric tensor ε(ω, q)

out of the Kröger formula. But it is possible to calculate the dispersion relation with the

formula and compare the experimental data with the calculated ones. The Kröger formula has

therefore been implemented using Mathematica© (http://www.wolfram.com/mathematica/).

To verify the correctness of the code, a comparison of the resulting simulation is compared to

the work of Erni and Browning [113] performed in 2008. The code is then further improved in

order to perform the calculations with any optical data in form of (λ, η, κ) triplets where λ is

the wavelength, η(λ) the refractive index and κ(λ) the extinction coefficient of the material.

By doing so, it is possible to simulate the behavior of the material extremely close to q = 0 (in

this work for scattering angle up to 250 µrad, which corresponds to q = 0.63 nm−1 at 200 kV

acceleration voltage) and extract relativistic effects such as guided Čerenkov radiation [114].

Since silicon is used in both cited cases, the code presented hereafter is also based on Si data.

E.2 Results of the implementation

The approach of the problem has been made in two steps. The first step is implementing the

formula in a continuous case, and the second step is transforming the formula such that it

allows the use of discreet data. The advantage of doing so is the guarantee that the simulation

does well while using lab measurements, these later being point measurements.

E.2.1 Continuous case

An approximation of the dielectric function of silicon has been proposed by Chen et al. [115].

It is proven (e.g. in [116]) that for non-magnetic materials, the relations

η(ω) =

√√√√√
ε2

1(ω)+ε2
2(ω)+ε1(ω)

2
(E.1)

κ(ω) =

√√√√√
ε2

1(ω)+ε2
2(ω)−ε1(ω)

2
(E.2)

hold, where η(ω) is the refractive index, κ(ω) the absorption coefficient, ε1(ω) and ε2(ω) the

real and the imaginary part of the dielectric function respectively. Combining (E.1) and (E.2)

leads to the formulation of ε1(ω) and ε2(ω) depending uniquely on η(ω) and κ(ω), which can

be determined experimentally:

ε1(ω) = η2(ω)−κ2(ω) (E.3)

ε2(ω) = 2η(ω)κ(ω) (E.4)
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Chen et al. demonstrate that using
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] (E.6)

with the values in Table E.1, as well as the background refractive index ηb = 1.015 gives a good

agreement with the experiment, where fi is the oscillator strength fraction, Γi the damping

factor and ωi the transition energy of the i th "critical-point transition" of electrons from the

valence to the transition band (which basically is an inter-band transition). The background

refractive index is due to the core electrons in inner shells [115].

Table E.1: Parameters in Eqs. (E.5) and (E.6) for Si.

i fi (eV2) Γi (eV) ωi (eV)

1 0.2 0.01 3.43
2 0.4 0.01 3.48
3 11.0 0.36 3.72
4 16.0 0.25 4.35
5 10.0 0.30 4.75
6 21.0 0.50 5.45
7 23.0 0.70 6.40
8 70.0 1.60 7.80
9 70.0 2.30 10.60

10 50.0 2.80 14.00

The functions η(ω) and κ(ω) using the parameters in Table E.1 are shown in Figure E.1a and

Figure E.1b respectively. The blue dotted data are the optical measurements from Palik as

reference.

It is important at this point to note that for the implementation of the Kröger formula, the

imaginary part of ε(ω) has to be negative ( [111], p. 121) for using following equation:

ε∗(ω) = ε1(ω)− ıε2(ω) (E.7)
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Figure E.1: Fit of the function η(ω) (a) and κ(ω) (b) by Chen et al. using formulas (E.5) and
(E.6) respectively, and the parameters in Table E.1. The optical measurements from Palik are
represented in blue (dots).

The final implementation of the continuous case is given by following code:

DR[ω_, kp_, v_, thi ck_] :=
Module

[{
a= thi ck/2, param= e∧2/(Pi∧2∗hbar∗ v∧2), arg =ω∗ (thi ck/2)/v ,

ε= ε[ω], β=β[v], µ=µ[ω, v],ϕ=ϕ[ω, kp, v],ϕ0 =ϕ0[ω, kp, v],

ϕ01 =ϕ01[ω, kp, v], λ=λ[ω, kp], λ0 =λ0[ω, kp],

L+ = Lp[ω, kp, thi ck/2], L− = Lm[ω, kp, thi ck/2]
}

,

param∗Im
[

µ2

ε∗ϕ2 2a

− 2kp2 (ε−ε0)2

ϕ4
0ϕ

4

(
ϕ4

01

ε∗ε0

(
Sin[arg]2

L+
+ Cos[arg]2

L−

)
+β2λ0

ε0

ω

v
ϕ2

01

(
1

L+ − 1

L−

)
Sin[2∗arg]

−β4ω
2

v2 λ0λ

(
Cos[arg]2 ∗Tanh[λ∗a]

L+
+ Sin[arg]2 ∗Coth[λ∗a]

L−

))]]
where the blue colored text are user-defined functions and the green text the parameters of

the function. The four parameters are the energy loss ω in eV, the angular information kp in

mrad, the speed of the electrons v in units of c and the thickness thi ck of the slab in nm.

Note: Kröger defines kp as k⊥ = (ky ,kz ) the wavenumber of the wave propagating perpen-

dicularly to the incoming wave (e.g. the beam of the microscope). The relation between the

deflection angle and the momentum transfer ~k in the same direction is given by

θi = ~ki

p0
(E.8)
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Appendix E. Implementation of the Kröger formula

where p0 is the momentum of the incident electrons, and i = y, z. Furthermore, the thickness

is defined to be 2a (thus the code a = thi ck/2).

A simulation of the dispersion relations of a 100 nm thick silicon slab is shown in Figure E.2.

The result is in good agreement with several works done on the same topic with silicon

[113, 117–119]. The main features are the light line ω= ck , the retardation Čerenkov losses

which run asymptotically to the value of 3.6 eV for Si with increasing k, inter-band transitions,

the surface plasmon (measured at 8.2 eV [117, 120] and calculated at 11.0 eV [113, 117]) and

finally the volume plasmon at 16.6 eV. Fig. 2(d) from Erni and Browning ( [113]) is the calculated

scattering probability in the (E ,θ)-plan of 200 kV electrons transmitting a Si film of 1000 nm

thickness, and is reproduced in this work as Figure E.3 for comparison.

Note: since the relation between the energy E and the pulsation ω is E = ~ω, and ~ has been

chosen as 1 for the calculations, the comparison between Figure E.2 and E.3 is direct.

Volume plasmon loss

Light line

Surface plasmon loss

Interband transition

Retardation loss

ω
 [e

V
]

θ [mrad]

Figure E.2: Calculation with the implemented Kröger formula using fitted silicon data from
0.5 to 22.5 eV loss with an angle from 0 to 0.25 mrad. The main features are indicated in white.
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E.2. Results of the implementation

Figure E.3: Reproduction of Fig. 2(d) from [113] for comparison. Calculation of the scattering
probability in a Si 1000 nm thick film with 200 kV electrons.
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E.2.2 Discrete case

The discreet case has been implemented using the silicon data found in the "Handbook of

Optical Constants of Solids" edited by Edward D. Palik [100]. Doing so gives the possibility

to compare directly the continuous and the discreet case for agreement. The data is given

in form of a table of three columns: λ in Ångström, and the values of η and κ for the given

wavelength. The header of the file shows like this:

; Optical constants for crystalline Si
;
; taken from:
;
; ’Handbook of Optical Constants of Solids’, Ed. by Edward D. Palik,
; Academic Press, Inc., 1985.
;
; Lambda (A) n k
;-----------------------------------------

6.19900 0.999905 3.19000*10^(-5)
... ... ...

Figure E.4 shows the data, where the wavelength λ has been transformed into the energy ω (in

eV) with following formula:

ω= 2π
c

λ
(E.9)

since in photon optics, λ= hc
E and E = ~ω. Choosing the Rydberg atomic units, ~= 1 thus the

energy can be directly described as ω with energy units1. Note that equation (E.9) is only true

for photon or X-ray optics. For electron,

λ= h√
2m0eE0

(
1+eE0

2m0c2

) (E.10)

has to be used [40]. Here, h is Planck’s constant, m0 the rest mass of electron, e the electric

charge of an electron, E0 the energy of the incident electron beam and c the speed of light.

Different possibilities are offered to implement the discreet case. One possibility is to modify

the final formula giving the dispersion relations such as it allows discreet data. This is not a

good option, since it would lead to a pixelized map with discreet values. Another possibility

would be to calculate ε1(ω) and ε2(ω) for each measured (λ, η, κ) using equations (E.3) and

(E.4) respectively and perform the interpolation of these functions, but this would be rather

fastidious. A third possibility, the one used in this work, is to directly interpolate the η(ω) and

11 Ry is defined as 1/2Eh where Eh = ~2

me a2
0

is the Hartree energy. 1 Eh = 27.21138 eV (source: CODATA)
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Figure E.4: η(ω) (blue) and κ(ω) (purple) from Palik’s "Handbook of Optical Constants of
Solids" [100].

κ(ω) data with a third-order spline function and do the calculation of ε1, ε2 and the dispersion

relation with it. The interpolation is shown in Figure E.5

With the interpolated functions, it is again possible to use the Kröger formula used for the

continuous case. The implementation code shows a slightly modified formula (all modified

functions are called fit[...] in the discreet case) so computation in the discreet and the

continuous case may be performed simultaneously. A comparison between the continuous

and the discreet calculation of the dispersion relations is shown in Figure E.6.
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Figure E.5: Interpolation (purple line) of η(ω) (a) and κ(ω) (b) of Palik’s optical data (blue dots).
The result is shown from 0–7 eV for better visibility in the featured zone, but the interpolation
covers the whole area up to 30 eV shown in Figure E.4.

ω
 [e

V
]

θ [mrad]

(a) Kröger’s dispersion relation in the continuous case

ω
 [e

V
]

θ [mrad]

(b) Kröger’s dispersion relation in the discreet case

Figure E.6: Calculation of the dispersion relations for Si using Kröger’s formula. (a) is calculated
using the refractive index and the absorption coefficient calculated by Chen et al. [115]. (b)
is calculated using Palik’s optical data. The maps are calculated for an energy loss of 0–5 eV
with an angular dispersion of 0–0.03 mrad. Acceleration voltage is 200 kV and the specimen
thickness is 100 nm. The major features are identical, although the feature at 3.6 eV is hardly
visible and the guided modes much more pronounced in the discreet case.
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E.3. Implementation code

E.3 Implementation code

Mathematica© code for the simulation of the Kröger formula in the continuous and the

discreet case. The continuous case is implemented using the parameters given by Chen

et al. [115] for the refractive index η(ω) and the absorption coefficient κ(ω) for silicon. The

discreet case gives a fit of the measured silicon data by Palik [100] for the same coefficients. To

enable the comparison between the two cases in the same file, the code of the formula for the

discreet case has been slightly modified (the formula is the same , only some function names

change).

E.3.1 Definition of symbols and constants

¿ PhysicalConstants`
¿ Units`
¿ Notation`

Symbolize
[
λ0

]
Symbolize

[
ϕ0

]
Symbolize

[
ϕ01

]
Symbolize

[
ε0

]
Symbolize

[
L+

]
Symbolize

[
L−

]
Symbolize

[
m0

]
(* Parameters in atomic Rydberg units *)
e = Sqrt[2];
hbar = 1;
c = 2/FineStructureConstant;
ε0 = 1/(4 Pi);
m0 = 1;
eV = Convert[PlanckConstantReduced * SpeedOfLight *

FineStructureConstant/BohrRadius, ElectronVolt]/(2 ElectronVolt);
mrad = 1/1000;
nm = 10−9(Meter/BohrRadius);

E.3.2 Calculation of ε(ω) (Chen et al. Phys. Rev. B 48 (1993) [Continuous case])

Calculation of η,κ, ε1, ε2 and ε

f = {0.2, 0.4, 11.0, 16.0, 10.0, 21.0, 23.0, 70.0, 70.0, 50.0};
Γ = {0.01, 0.01, 0.36, 0.25, 0.30, 0.50, 0.70, 1.60, 2.30, 2.80};
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Appendix E. Implementation of the Kröger formula

ωi = {3.43, 3.48, 3.72, 4.35, 4.75, 5.45, 6.40, 7.80, 10.60, 14.00};
ηb = 1.015;
κ[ω_] := Sum[ f �i�∗Γ�i�∗ω/(((ω−ωi�i�)2 + (Γ�i�)2)∗ ((ω+ωi�i�)2 + (Γ�i�)2)), {i,10}];

η[ω_] := ηb−0.5∗Sum[ f �i�∗(ω2−(ωi�i�)2−(Γ�i�)2)/(((ω−ωi�i�)2+(Γ�i�)2)∗((ω+ωi�i�)2+
(Γ�i�)2)), {i,10}];

ε1[ω_] :=−κ[ω]2 +η[ω]2;

ε2[ω_] := 2∗κ[ω]∗η[ω];

ε[ω_] := ε1[ω]−ε2[ω] I;

E.3.3 Import data from Palik [Discrete case]

Data import and transformation

dataraw = Import[ToFileName[NotebookDirectory[], "Si_palik_exp.txt"],
"Words"]

Read-in [λ, η,κ]

offset = 36;

data = Table[{dataraw〚i〛, dataraw〚i+1〛, dataraw〚i+2〛},
{i, offset, Length[dataraw], 3}];

dataLength = Length@data;

datalambda = Table[ToExpression[data〚i,1〛, {i,Length[data]}]];
datan = Table[ToExpression[data〚i,2〛], {i, Length[data]}];
datak = Table[ToExpression[data〚i,3〛], {i, Length[data]}];
dataenergy = Array[Convert[PlanckConstant, ElectronVolt*Second]/

ElectronVolt * SpeedOfLight/(ToExpression[datalambda〚#〛] *
10∧(-10) Meter) &, Length[data]];

Table of PNK

PNK = Sort[Table[{dataenergy〚i〛, datan〚i〛, datak〚i〛},
{i, Length[datalambda]}]];

epsilon1 = Array[-PNK〚#,3〛∧2 + PNK〚#,2〛∧2 &, Length[data]];
epsilon2 = Array[2 * PNK 〚#,3〛 * PNK〚#,2〛 &, Length[data]];

Energy [eV]

energy = Transpose[PNK]〚1〛;
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E.3. Implementation code

Dielectric function

epsilon = Array[epsilon1〚#〛 - epsilon2〚#〛 I &, Length[data]];

ηω = {(PNK // Transpose)〚1〛, (PNK // Transpose)〚2〛} // Transpose;

κω = {(PNK // Transpose)〚1〛, (PNK // Transpose)〚3〛} // Transpose;

ε1ω = {(PNK // Transpose)〚1〛, -((PNK // Transpose)〚3〛)∧2 +
((PNK // Transpose)〚2〛)∧2} // Transpose;

ε2ω = {(PNK // Transpose)〚1〛, 2((PNK // Transpose)〚3〛) *
((PNK // Transpose)〚2〛)} // Transpose;

Interpolation

interη = Interpolation[ηω, Method → "Spline"];

interκ = Interpolation[κω, Method → "Spline"];

fitη [ω_] := interη[ω];
fitκ [ω_] := With[{a = interκ[ω]}, If[ a ≥ 0.01, a, 0.01]];

Computation of ε1 and ε2

fitε1[ω_] := -fitκ[ω]∧2 + fitη[ω]∧2;
fitε2[ω_] := 2 * fitκ[ω] * fitη[ω];
fitε[ω_] := fitε1[ω] - fitε2[ω]I;

E.3.4 Dispersion relation (E. Kröger, Z. Phys. 216 (1968))

Functions for continue case

β[v_] := v/c;

γ[v_] := 1/Sqrt[1−β[v]2];

µ[ω_, v_] := Sqrt[1−ε[ω]∗β[v]2];

λ[ω_,kp_] := Sqrt[kp2 −ε[ω]∗ (ω)2/c2];

λ0[ω_,kp_] := Sqrt
[
kp2 −ε0 ∗ (ω)2/c2

]
;

ϕ[ω_,kp_, v_] := Sqrt[(λ[ω,kp])2 + (ω)2/v2];

ϕ0[ω_,kp_, v_] := Sqrt[(λ0[ω,kp])2 + (ω)2/v2];

ϕ01[ω_,kp_, v_] : Sqrt
[
kp2 + (ω)2/v2 − (ε[ω]+ε0)∗ (ω)2/c2

]
;

Lp[ω_,kp_, a] =λ0[ω,kp]∗ε[ω]+λ[ω,kp]∗ε0 ∗Tanh[λ[ω,kp]∗a];

Lm[ω_,kp_, a_] =λ0[ω,kp]∗ε[ω]+λ[ω,kp]∗ε0 ∗Coth[λ[ω,kp]∗a];
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Appendix E. Implementation of the Kröger formula

DR[ω_,kp_, v_, thi ck_] :=
Module

[{
a= thi ck/2,param= e2/(Pi2 ∗hbar∗ v2),arg=ω∗ (thi ck/2)/v,

ε= ε[ω],β=β[v],µ=µ[ω, v],ϕ=ϕ[ω,kp, v],ϕ0 =ϕ0[ω,kp, v],

ϕ01 =ϕ01[ω,kp, v],λ=λ[ω,kp],λ0 =λ0[ω,kp],

L+ = Lp[ω,kp, thi ck/2],L− = Lm[ω,kp, thi ck/2]
}

,

param∗Im
[

µ2

ε∗ϕ2 2a

− 2kp2 (ε−ε0)2

ϕ4
0ϕ

4

(
ϕ4

01

ε∗ε0

(
Sin[arg]2

L+
+ Cos[arg]2

L−

)
+β2λ0

ε0

ω

v
ϕ2

01

(
1

L+ − 1

L−

)
Sin[2∗arg]

−β4ω
2

v2 λ0λ

(
Cos[arg]2 ∗Tanh[λ∗a]

L+
+ Sin[arg]2 ∗Coth[λ∗a]

L−

))]]

Function for discreet case (calculated from fitted η(ω) andκ(ω))

fitµ[ω_,v_]:=Sqrt[1-fitε[ω]*β [v]∧2];

fitλ[ω_,kp_]:=Sqrt[kp∧2-fitε[ω]*(ω)∧2/c∧2];

fitϕ[ω_,kp_,v_]:=Sqrt[(fitλ[ω,kp])∧2+(ω)∧2/v∧2];

fitϕ01[ω_,kp_,v_]:=Sqrt[kp∧2+(ω)∧2/v∧2-(fitε[ω]+ε0 )*(ω)∧2/c∧2 ];

fitLp[ω_,kp_,a_]:=λ0[ω,kp]*fitε[ω]+fitλ[ω,kp]*ε0*Tanh[fitλ[ω,kp]*a];

fitLm[ω_,kp_,a_]:=λ0[ω,kp]*fitε[ω]+fitλ[ω,kp]*ε0*Coth[fitλ[ω,kp]*a];

fitDR[ω_,kp_, v_, thi ck_] :=
Module

[{
a= thi ck/2,param= e2/(Pi2 ∗hbar∗ v2),arg=ω∗ (thi ck/2)/v,

ε= fitε[ω],β=β[v],µ= fitµ[ω, v],ϕ= fitϕ[ω,kp, v],ϕ0 =ϕ0[ω,kp, v],

ϕ01 = fitϕ01[ω,kp, v],λ= fitλ[ω,kp],λ0 =λ0[ω,kp],

L+ = fitLp[ω,kp, thi ck/2],L− = fitLm[ω,kp, thi ck/2]
}

,

param∗Im
[

µ2

ε∗ϕ2 2a

− 2kp2 (ε−ε0)2

ϕ4
0ϕ

4

(
ϕ4

01

ε∗ε0

(
Sin[arg]2

L+
+ Cos[arg]2

L−

)
+β2λ0

ε0

ω

v
ϕ2

01

(
1

L+ − 1

L−

)
Sin[2∗arg]

−β4ω
2

v2 λ0λ

(
Cos[arg]2 ∗Tanh[λ∗a]

L+
+ Sin[arg]2 ∗Coth[λ∗a]

L−

))]]
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F Tables of values

F.1 Fundamental constants and unit

Table F.1: Fundamental constants and definitions.

Name Symbol Value Units

Bohr radius (4πε0~2(moe2)−1) a0 0.529 ·10−10 m
Speed of light in vacuum c 299′792′458 m·s−1

Permittivity of space ε0 8.854 ·10−12 F·m−1

Electron charge e −1.6022 ·10−19 C
Planck’s constant h 6.62607 ·10−34 J·s

4.13567 ·10−15 eV·s
Reduced Planck constant (h(2π)−1) ~ 1.05457 ·10−34 J·s

6.58212 ·10−16 eV·s
Electron rest mass m0 9.1095 ·10−31 kg

511′000 eV·c−2

Electron rest energy m0c2 511′000 eV
Rydberg energy (h2(2m0a2

0)−1) R 13.61 eV
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Table F.2: Conversion in SI units.

Unit Symbol SI equivalent

Meter m length unit
Kilogram kg mass unit
Second s time unit
Ampere A electric intensity unit
Radian rad angular unit
Kelvin K temperature unit
Steradian sr solid angle unit
Angström Å 10−10 m
Coulomb C A·s
Degree Celsius °C "temperature in K" + 273.15
Farad F s4·A2·m−2·kg−1

Hour hr 3600 s
Inch in 0.0254 m
Joule J kg·m2·s−2

Pascal Pa N·m−2

SCCM sccm 1.67 ·10−8 m−3·s−1

Torr Torr 133.322 N·m−2

Volt V kg·m2·s−3·A−1

electron-volt eV 1.6022 ·10−19 J
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