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The Swiss Federal Institute of Technology in Lausanne (EPFL) is in the process of digitizing 

an exceptional collection of audio and video recordings of the Montreux Jazz Festival (MJF) 

concerts. Since 1967, five thousand hours of both audio and video have been recorded with 

about 60% digitized so far. In order to make these archives easily manageable, ensure the 

correctness of the supplied metadata, and facilitate copyright management, one of the desired 

tasks is to know exactly how many songs are present in a given concert, and identify them 

individually, even in very problematic cases (such as medleys or long improvisational peri-

ods). However, due to the sheer amount of recordings to process, it is a quite cumbersome 

and time consuming task to have a person listen to each concert and identify every song. 

Consequently, it is essential to automate the process. To that end, this paper describes a strat-

egy for automatically detecting the most important changes in an audio file of concert; for 

MJF concerts, those changes correspond to song transitions, interludes, or applause. The pre-

sented method belongs to the family of audio novelty-based segmentation methods. The gen-

eral idea is to first divide a whole concert into short frames, each of a few milliseconds 

length, from which well-chosen audio features are extracted. Then, a similarity matrix is 

computed which provides information about the similarities between each pair of frames. 

Next, a kernel is correlated along the diagonal of the similarity matrix to determine the audio 

novelty scores. Finally, peak detection is used to find significant peaks in the scores which 

are suggestive of a change. The main advantage of such a method is that no training step is 

required as opposed to most of the classical segmentation algorithms. Additionally, relatively 

few audio features are needed which leads to a reduction in the amount of computation and 

run time. It is expected that such a pre-processing shall speed up the song identification pro-

cess: instead of having to listen to hours of music, the algorithm will produce markings to in-

http://www.montreuxjazz.com/
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dicate where to start listening. The presented method is evaluated using real concert record-

ings that have been segmented by hand; and its performance is compared to the state-of-the-

art.  

PLEASE DO NOT CHANGE THE HEADER THAT WILL CONTAIN THE LOGOS 

1. Introduction 

At EPFL, the Montreux Jazz Digital Project aims at digitizing the archives of the Montreux 

Jazz Festival (MJF) concerts. A few figures: since 1967, 5000 hours of audio and video are stored 

on 10000 magnetic tapes. These archives contain approximately 40000 songs. The safeguarding of 

this heritage has begun in 2010 and will continue until early 2015 when 100% of the archives (1.2 

Petabytes) will be processed and stored. In order to improve these archives, make them easily man-

ageable, facilitate copyright management and help with quality control, several applications are 

desired such as the detection of audio events. In particular, it is required to know exactly which 

songs were sung in a given concert and even songs in a medley. However, due to the sheer amount 

of recordings available, it is quite cumbersome and time consuming to listen to each concert and 

note down the songs; it is therefore required to automate the process.  

Detection of song changes using stochastic models is described in [1]; however, it is assumed 

that there are pauses between the songs which is not always the case for the MJF concerts. Related 

methods for semantic audio segmentation which deals with finding the constituents of a song like 

the intro, chorus, and bridge are described in [2], [3], [4], and [5]. In this paper, we describe a meth-

odology to automatically segment MJF audio file concerts in order to aid human listeners and 

speedup the process of songs identification. Audio novelty scores presented in [4] are used for de-

tection of song changes instead of structures within the same song.   

The proposed approach is described in Section 2. Section 3 presents the experiments we car-

ried out and the performance results. Finally, the conclusion and suggestions for future work are 

presented in Section 4. 

2. Concert Segmentation 

A concert recording generally contains several acoustic events including the songs, applause, 

and interludes. The first step in segmenting a concert into those separate events is to represent the 

audio recording in a format suitable for analysis. This is done by extracting the so-called audio fea-

tures from the raw audio signal. Then, these audio features which describe the signal are used by the 

segmentation module to generate a proper segmentation. 

2.1 Audio features 

Audio feature vectors are computed from small successive frames of size fN  (in samples) 

with an overlap of 
oN  (in samples). The number of frames M contained in a signal of length N  is 

given by the formula: 
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where .    stands for the floor function. In order to avoid edge effects when transforming it to the 

frequency domain, each frame is weighted by a Hann window (defined in [6] p. 397 for instance). 

2.2 Segmentation 

Once the audio is reduced to feature vectors (one per frame); the segmentation process can 

begin. The method used here follows [4]. The idea is to calculate the similarity between two succes-
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sive frames; if they are different, then a change is possibly detected. So first, a distance measure is 

required. 

 

2.2.1 Distance Measure 

A distance measure is used to quantify the similarity (or dissimilarity) between two feature 

vectors. One such measure is the cosine similarity, which for two feature vectors 
ix  and 

jx  is cal-

culated as follows: 
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where .,.   denotes the inner product and || . ||  the Euclidean norm. The values range between 

[ 1,1]  with 1 for parallel vectors and -1 for antiparallel. It is a suitable measure because it is not 

affected by the energy levels where if the energy is low in two feature vectors, they can still have a 

high similarity score [4]. 

 

2.2.2 Similarity Matrix 

Using the distance measure, the similarity between each pair of frames can be computed and 

placed in a similarity matrix S  of size M M  where: 

 

   
2

, ( , ) 1,2,. ,, ..iji j d i j M  S  (3) 

 

Figure 1 shows an audio excerpt and its corresponding similarity matrix. As indicated on the 

figure, the excerpt contains the ending and beginning of two different songs separated by applause. 

The checkerboard patterns where the changes occur are visible in the center of the similarity matrix.  

 

2.2.3 Novelty Score 

A novelty score is computed at each frame where the frames with high scores indicate a 

change and thus the audio should be segmented there. To calculate the score, a “checkerboard ker-

nel” KH  of size  , 2,3,...K K K M   , is used. An example of such a kernel when 4K   is pro-

vided below: 
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Then, the 2D cross-correlation, r , between the kernel and the similarity matrix at each frame 

is calculated as follows: 

 r( ) corr , m

K Km  H S  (5) 

 

where m

KS  is the part of the similarity matrix with the same size of the kernel and centered at coor-

dinates ( , )m m : 
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Thus, r is high at locations where the checkerboard patterns of the matrix match up with those 

of the kernel i.e. the positive and negative parts of the kernel multiply their respective positive and 

negative parts on the matrix.  

 
 

Figure 1: top: waveform of a song change, bottom: corresponding similarity matrix. 

  
Note that K  here determines the extent of boundary detection: smaller kernels detect changes 

on a lower level like individual musical notes. The kernel is correlated only along the diagonal of 

the similarity matrix to get a score along the time dimension. Then, the scores are normalized to 

between 0 and 1. Using the generated novelty score at each frame, peak detection is used (with a 

threshold value) to find the local maxima and thus determine the positions of change.  

 

Only peaks above a threshold are considered as song changes. In our algorithm, the threshold 

is adjusted automatically to the data. The hypothesis is that when a change occurs, the indicative 

peak is much higher than the other scores or weaker peaks in the same audio window. Therefore, 

the threshold   is chosen according to the standard deviation of the scores in that window: 

 

     (7) 



 

 

ACOUSTIS2013NEWDELHI, New Delhi, India, November 10-15, 2013                                                     5 

 

where  , respectively  , are the mean and standard deviation of the cross-correlation values, 

 (1), (2),..., ( )r r r Mr , in the audio file, and   is a scalar.  

 

2.2.4 Evaluation 

In order to evaluate the performance of the segmentation, two measures can be used: recall 

and precision. Given the ground truth i.e. correct segmentation, recall is the ratio of the number 

correctly detected boundaries to the number of boundaries in the ground truth (it measures how 

good the system is at finding the required boundaries and equals 1 if all the correct boundaries have 

been found). Whereas precision is the ratio of the number of correctly detected boundaries to all 

detected boundaries regardless they are right or wrong (it equals 1 if only correct boundaries were 

found): 

 

number of correct boundaries

number of ground truth boundaries
recall   

number of correct boundaries

number of all boundaries
precision   

  

3. Experiment 

The dataset consists of 50 MJF concerts. All wave files are mono and sampled at 48 kHz. The 

total duration is of 60 hours 43 minutes 32 seconds. There was a total of 1132 manually placed 

segments (song, applause, interlude) that served as the ground truth for evaluating the system. A 

subset of this dataset was used for tuning the parameters (frame size, kernel size, detection thresh-

old, audio features). It consisted of 5 randomly chosen concerts of total duration 6 hours 29 minutes 

1 second with 99 manual segments. Audio features that have been compared are the spectrum, 

MFCC, chroma features, and their combinations; however, the spectrum gave the best results. Fi-

nally, the parameters giving us the best results are summarized in Table 1. 

 

Table 1: Parameter values for the experiment. 

Frame size (in samples) fN  8192 (170 ms) 

Overlap (in samples) oN  0 

Threshold parameter   4.5 

Kernel size (in number of frames) K  64 

Audio features x  
Lower spectrum (50 first coefficients) 

by using the MIRToolbox [7]. 

 

Note that in [2] the checkerboard kernel was tapered using a Gaussian function. From our ex-

perience, not using a Gaussian weighting provides a slightly better result. 

 

The segmentation results were evaluated with a tolerance of   10 seconds around the manual 

ground truth segmentation. We get a recall of 78.7% which is more than 8% higher than reported in 

[1]; while the precision is 23.3%. On inspecting some of the manual segmentations, it could be ar-

gued that some segments should actually start earlier or later since it is subjective; this affects the 

recall. However, for the precision, when listening to the extra added segments, it is usually the case 

that the beat stopped and started; or there is a sudden silence; or even a short impulse sound like a 

whistle. 
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4. Conclusion 

This study was concerned with song change detection for the Montreux Jazz Festival con-

certs. The algorithm that has been developed is based on audio novelty detection. Several audio 

features were tried; the best was found to be the lower frequency spectrum. Other parameters like 

the frame size and whether to weight the checkerboard kernel were optimized. Finally, the algo-

rithm was tested on 50 MJF concerts and achieved a recall value of 78.7%. 

Suggestions for further improvement include overlapping the windows from which frames are 

extracted since it could be the case that a change between the windows is missed; also, overlapping 

the frames themselves could be useful. Moreover, for MJF concerts, it is interesting to note that 

there are 3 main audio events: music, speech, and applause which may occur between songs or even 

during a song. This extra knowledge can by all means be leveraged to improve the song change 

detection system. For instance, salient features for speech or applause can be used to detect their 

respective events which usually occur before or after songs and thus improve the song detection 

accuracy. 

Future work includes matching the detected segments in the end to their respective events. 

And also, if a database of songs is available, each song can be matched to get its title and other 

metadata. Furthermore, it is also possible to utilize the video as well where during a song; the cam-

era is most likely focused on the performers then switches to the audience at the end during the ap-

plause; so the scene changes can be a useful addition. 
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