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Abstract. We study the single-phase flow in a saturated, bounded heterogeneous porous medium. We model the permeability as a log-normal random field. We perform a perturbation analysis, expanding the solution in Taylor series. The approximation properties of the Taylor polynomial are studied, and the local convergence of the Taylor series is proved. With a counterexample we show that, in general, the Taylor series is not globally convergent to the stochastic solution as the polynomial degree goes to infinity. Nevertheless, for small variability of the permeability field and low degree of the Taylor polynomial, the perturbation approach is feasible and provides a good approximation of both the stochastic solution and the statistical moments of the stochastic solution. We derive an upper bound on the norm of the residual of the Taylor series, which predicts the optimal degree of the Taylor polynomial to consider. The upper bound is quite pessimistic. In the simple case of a permeability field described by only one random variable, we show numerically that a simple “tuning” of the upper bound, which uses estimates of the growth of the derivatives, provides sharp bounds.
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1. Introduction. In many mathematical models, the input parameters are affected by uncertainty, which may be due to the incomplete knowledge or the intrinsic variability of certain phenomena. Some illustrative examples are flows in porous media, combustion problems, earthquake engineering, biomedical engineering, and finance.

Starting from a suitable partial differential equation (PDE) model, we describe the uncertain parameters as random variables or random fields. The aim of uncertainty quantification is to infer the solution of the stochastic PDE (SPDE) by computing statistics of the solution or of functionals of it.

The situation we are interested in is the study of single-phase flow of a fluid in a bounded heterogeneous saturated porous medium. Randomness typically arises in the forcing terms, as, for instance, pressure gradients (see, e.g., [15, 40, 41, 46, 11]), as well as in the permeability tensor, due to the impossibility of a full characterization of conductivity properties of subsurface media (see, e.g., [48, 42, 28, 29, 20, 8]). In this work, we focus on the following
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linear elliptic SPDE posed in the bounded domain $D \subset \mathbb{R}^d$:

\begin{equation}
- \text{div}(a(\omega, x) \nabla u(\omega, x)) = f(x), \quad x \in D,
\end{equation}

where $u(\omega, x)$ represents the hydraulic head, the forcing term $f(x)$ is deterministic, and the permeability tensor $a(\omega, x)$ is modeled as a log-normal random field, i.e., $a(\omega, x) = e^{Y(\omega, x)}$, with $Y(\omega, x)$ a centered Gaussian random field. Here $\omega$ represents a random elementary event. Note that in (1.1) the differential operators refer to the spatial variable $x \in D$. The log-normal model is widely used in geophysical applications; see, e.g., [8, 20, 28, 29, 42]. In recent years, it has appeared also in the mathematical literature [12, 13, 23, 26]. Given complete statistical information on the permeability field $a(\omega, x)$, the aim of this work is to infer the statistical moments of the stochastic solution $u(\omega, x)$.

The Monte Carlo sampling method is the easiest way to compute the statistics of $u(\omega, x)$. It features a rate of convergence on the order of $M^{-1/2}$, $M$ being the number of independent realizations independent of the dimension of the probability space. On the other hand, a large number of realizations has to be considered in general to reach a satisfactory accuracy. In recent years, a number of improvements have been proposed and applied to SPDEs. Among them, we recall the multilevel Monte Carlo method [7, 18, 43] and the quasi Monte Carlo method [27, 31].

The generalized polynomial chaos expansion of the stochastic solution gives rise to a second family of methods. It can be coupled with a projection strategy (stochastic Galerkin method [6, 22, 25, 26, 35, 40, 45]) or an interpolation strategy (stochastic collocation method [5, 24, 36, 37, 47]). These approaches exploit the regularity of the solution in the random variables, but suffer in handling very high dimensional probability spaces.

In this work, we address the case of small randomness and consider a perturbation approach, alternative to Monte Carlo sampling or polynomial chaos expansion, based on the Taylor expansion of the solution $u : L^\infty(D) \to H^1(D)$ with respect to the Gaussian random field $Y \in L^\infty(D)$:

$$T^K u(Y, x) := \sum_{k=0}^{K} \frac{D^k u(0)[Y]^k}{k!}, \quad K \geq 1,$$

where $D^k u(0)[Y]^k$ denotes the $k$th Gâteaux derivative of $u$ in $Y = 0$ evaluated along the vector $(Y, \ldots, Y)$, $k$ times.

We want to use the Taylor polynomial $T^K u(Y, x)$ to approximate the statical moments of $u$ or of functionals of it: $\mathbb{E}[g(u)] \simeq \mathbb{E}[g(T^K u)]$, $g$ being a smooth function.

One possible strategy to compute the expected value of the Taylor polynomial $\mathbb{E}[T^K u]$ is to develop in series the random field $Y$ (e.g., the Karhunen–Loève expansion or Fourier expansion) and then truncate it. Then the solution $u$ will depend only on a finite number of random variables, and its Taylor polynomial can be explicitly computed. The limitation of this approach is that it suffers, in general, the curse of dimensionality as more and more random variables are retained in the expansion of $Y$, although recent results that overcome this limitation in particular cases can be found in [17, 19].
As an alternative, one may adopt the so-called moment equations approach, which consists in deriving, analyzing, and solving the deterministic equations solved by $\mathbb{E} \left[ D^k u(0) \right] \mathbb{Y}^k$ for $k \geq 0$.

Perturbation approaches coupled with the moment equations have been widely used in the literature. In the context of perturbations with respect to random fields (infinite-dimensional parameter space), we mention, for instance, the work [30], which considers (1.1) in a random domain; the contributions [28, 29, 42] from the hydrology literature, where log-normal random models for the permeability field are considered; [19, 44], which address problem (1.1) with a permeability field described as a linear combination of countably many bounded random variables; and [16], which considers a first order approximation of the $m$th moment equation, $m \geq 1$.

In the literature, whenever an infinite-dimensional random field is considered, the majority of authors compute only a second order correction to the mean and variance of the stochastic solution. The aim of the present work, concerning the log-normal model, is rather to investigate the approximation properties of Taylor polynomials. We do not deal with the computational aspects related to the numerical solution of the moment equations, described in [10], which will be the subject of a forthcoming paper.

The main achievements of the present paper are the following. We prove that the Taylor series of $u : L^\infty(D) \to H^1(D)$ is locally convergent in a bounded open ball of $L^\infty(D)$ of sufficiently smooth radius for every $\sigma > 0$, $\sigma$ being the standard deviation of the Gaussian random field $Y(\omega, x)$. With a counterexample we also show that, in general, the Taylor series is not globally convergent (on all $L^\infty(D)$, with the Gaussian measure on it), and we should not expect $\mathbb{E} \left[ T^k u \right]$ to converge to $\mathbb{E} [u]$. Nevertheless, for small values of $\sigma$ and $K$, the perturbation approach can still provide a good approximation of both the stochastic solution and the statistical moments of it. We derive an a priori upper bound on the norm of the residual of the Taylor series, which predicts the optimal degree of the Taylor polynomial to consider. The numerical tests developed show that the upper bound is quite pessimistic. However, in a simple test case where the permeability is described using only one random variable, we perform an a posteriori fitting on the $H^1$-norm of the Gâteaux derivatives $D^k u(0) \mathbb{Y}^k$, and obtain a sharp estimate which properly predicts the behavior of the error $\mathbb{E} \left[ \| u - T^k u \|_1 \right]$.

The outline of the paper is as follows. Section 2 introduces the problem at hand and states some results on the statistical moments of the $L^\infty$-norm of a sufficiently smooth Gaussian random field, extending the results in [12]. In section 3 we expand the stochastic solution of the SPDE in Taylor series and prove the local convergence of the Taylor series. In section 4 the global approximation properties of the Taylor polynomial are studied, and an estimate on the optimal degree of the Taylor polynomial is derived. Finally, section 5 is focused on some numerical tests in a one-dimensional case. Section 6 draws some conclusions.

2. Problem setting. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, where $\Omega$ is the set of outcomes, $\mathcal{F}$ the $\sigma$-algebra of events, and $\mathbb{P} : \Omega \to [0, 1]$ a probability measure. Let $D$ be an open bounded domain in $\mathbb{R}^d$ ($d = 1, 2, 3$) with locally Lipschitz boundary. We are interested in the Darcy boundary value problem with stochastic permeability: given $f \in L^2(D)$ and $g \in H^{1/2}(\Gamma_D)$, find $u \in L^p (\Omega; H^1(D))$ s.t. $u|_{\Gamma_D} = g$, and

$$
\int_D a(\omega,x) \nabla u(\omega,x) \cdot \nabla v(x) \, dx = \int_D f(x)v(x) \, dx \quad \forall v \in H^1_D(D) \text{ a.s. in } \Omega,
$$

(2.1)
where \( \{ \Gamma_D, \Gamma_N \} \) is a partition of the boundary of the domain \( \partial D \), and homogeneous Neumann boundary conditions are imposed on \( \Gamma_N \). We denote with \( H^1_D(D) \) the subspace of \( H^1(D) \) of functions whose trace vanishes on \( \Gamma_D \), and with \( L^p(\Omega; H^1(D)) \) the Bochner space of functions \( v(\cdot, x) \) s.t. \( \| v \|_{L^p(\Omega; H^1)} := (\int_\Omega \| v(\omega) \|^p_{H^1} \, d\mathbb{P}(\omega))^0 < \infty \).

We describe the permeability field as a log-normal random field \( a(\omega, x) = e^{Y(\omega,x)} \), where \( Y(\cdot, x) \) is a Gaussian random field. The log-normal model is frequently used in geophysical applications; see, for example, \([48, 20, 8, 28, 29, 42]\). Let us define the mean-free Gaussian random field \( Y(\cdot, x) \) as the variance of the stationary random field \( Y(\cdot, x) = Y(\omega, x) - \mathbb{E}[Y](x) \), and assume that its covariance kernel \( \text{Cov}_Y : D \times D \to \mathbb{R} \) is Hölder continuous with exponent \( t \) for some \( 0 < t \leq 1 \). In [10] the following proposition is proved, which extends the result in [12] obtained only for centered second order stationary random fields \( Y \) with covariance function \( \text{Cov}_Y(x_1, x_2) = \nu(||x_1 - x_2||) \) for some \( \nu \in C^{0,1}(\mathbb{R}^+) \).

**Proposition 2.1.** Let \( Y : \Omega \times D \to \mathbb{R} \) be a Gaussian random field with covariance function \( \text{Cov}_Y \in C^{\theta}(D \times D) \) for some \( 0 < \theta \leq 1 \). Suppose \( \mathbb{E}[Y] \in C^{0,\theta/2}(D) \). Then there exists a version of \( Y \) whose trajectories belong to \( C^{0,\alpha}(D) \) a.s. for \( 0 < \alpha < \theta/2 \).

In what follows, we identify the Hölder regular version of the field with \( Y(\omega, x) \), so that \( \| Y(\omega) \|_{L^p(D)} \), \( a_{\min}(\omega) := \min_{x \in D} a(\omega, x) \), and \( a_{\max}(\omega) := \max_{x \in D} a(\omega, x) \) are well-defined random variables. Using Fernique’s theorem (see, e.g., [21]), in [12] the author shows that
\[
\frac{1}{a_{\min}(\omega)} \in L^p(\Omega, \mathbb{P}), \quad a_{\max}(\omega) \in L^p(\Omega, \mathbb{P}) \quad \forall \ 0 < p < +\infty.
\]

The well-posedness of problem (2.1) follows from the Lax–Milgram lemma applied for almost all \( \omega \in \Omega \) and the \( L^p \) integrability of \( \frac{1}{a_{\min}(\omega)} \). See [23, 26, 12].

**Remark 2.1.** From the point of view of applications, it is very interesting to study also the case of a random field conditioned to available observations. Take, for example, the fluid flow in a heterogeneous porous medium: the permeability varies randomly and can be measured only in a certain number of spatial points. Assuming that \( N_{\text{obs}} \) pointwise measurements of the permeability have been collected (e.g., by exploratory wells), one can construct a conditioned random field \( Y \) whose covariance function is nonstationary but still Hölder continuous with the same exponent, so that Proposition 2.1 holds.

### 2.1. Upper bounds for the statistical moments of \( \| Y' \|_{L^\infty(D)} \)

Let us denote by \( \sigma^2 := \frac{1}{|D|} \int_D \text{Var}[Y(\cdot, x)] \, dx \). If \( Y(\omega, x) \) is a stationary field, then its variance is independent of \( x \in D \) and coincides with \( \sigma^2 \). By a little abuse of notation, in what follows we will refer to \( \sigma^2 \) as the variance of \( Y \) also in the case of a nonstationary random field.

Let us start from the Karhunen–Loève expansion of the Gaussian random field \( Y(\omega, x) \) (see, e.g., [33, 34]):

\[
Y(\omega, x) = \mathbb{E}[Y](x) + \sigma \sum_{j=1}^{+\infty} \sqrt{\lambda_j} \phi_j(x) \xi_j(\omega), \quad (\omega, x) \in \Omega \times D,
\]

where \( \{ \sigma^2 \lambda_j \}_{j \geq 1} \) is the decreasing sequence of nonnegative eigenvalues of the operator \( L^2(D) \ni v \mapsto \int_D \text{Cov}_Y(x_1, x_2) v(x_2) \, dx_2 \in L^2(D) \), \( \{ \phi_j(x) \}_{j \geq 1} \) are the corresponding eigenfunctions.
which form an orthonormal basis of $L^2(D)$, and $\{\xi_j(\omega)\}_{j \geq 1}$ are the centered independent Gaussian random variables with unit variance defined as $\xi_j(\omega) = \frac{1}{\sigma_j} \int_{D} (Y(\omega, x) - E[Y](x)) \phi_j(x) \, dx$. Under the assumption $R_\gamma := \sum_{j=1}^{+\infty} \lambda_j \|\phi_j\|^2_{C_0, \gamma(D)} < +\infty$, in [13] the author shows that

$$
E \left[ \|Y\|_{L^\infty(D)}^k \right] \leq C_{Y, \gamma} \sigma^{k/2} \left( k - 1 \right)! \quad \forall k > 0 \text{ integer},
$$

where $C_{Y, \gamma}$ is a positive constant independent of $\sigma$. Recall that, given a positive integer $n$, the bifactorials of $2n$ and $2n - 1$ are defined as $(2n)!! = \prod_{i=1}^{n} 2i$ and $(2n - 1)!! = \prod_{i=1}^{n} (2i - 1)$, respectively.

An estimate of the type (2.3) can also be obtained with the Euler characteristic heuristic method proposed in [1] and further analyzed in [14], which, however, is valid only for smooth fields:

$$
E \left[ \|Y\|_{L^\infty(D)}^k \right] \leq \tilde{C}_{Y, \gamma} \sigma^{k-2} k \left( k - 1 \right)! \quad \forall k > 0 \text{ integer},
$$

where $\tilde{C}_{Y, \gamma}$ is a positive constant independent of $k$ and $\sigma$. We refer the reader to [10] for the proof of (2.4) in the case of a field defined on a $d$-dimensional rectangle $D = [0, T]^d$.

The bound (2.4) is weaker than (2.3) as it predicts a scaling $\sigma^{k-2}$ instead of $\sigma^k$ for the $k$th moment of the random variable $\|Y\|_{L^\infty(D)}$. On the other hand, the bound (2.3) involves the exponential term $R_\gamma^{k/2}$, where $R_\gamma$ depends on the covariance function of the random field.

To lighten the notation, in the rest of the paper we assume the Gaussian random field $Y(\omega, x)$ to be centered.

3. Perturbation analysis: Local approximation properties of the Taylor polynomial. Thanks to the Doob–Dynkin lemma [38], the solution $u$ of problem (2.1) is a function of $Y$: $u = u(Y, x)$. We will often use the shorthand notation $u(Y)$ to denote the map $u(Y) : L^\infty(D) \to H^1(D)$, implicitly defined by (2.1). In this section, under the assumption of small standard deviation of $Y$, we perform a perturbation analysis based on the Taylor expansion of the solution $u$ in a neighborhood of the mean of $Y$ (here assumed to be zero without loss of generality (w.l.o.g.)), and we study the local approximation properties of the Taylor polynomial of $u$.

3.1. Taylor expansion. Let $0 < \sigma < 1$ be the standard deviation of the centered Gaussian random field $Y(\omega, x)$. Given a function $u(Y) : L^\infty(D) \to H^1(D)$ which is $(K + 1)$-times Gâteaux differentiable, we denote its $k$th $(0 \leq k \leq K + 1)$ Gâteaux derivative in $\tilde{Y} \in L^\infty(D)$ evaluated along the vector $\underbrace{Y, \ldots, Y}_{k \text{ times}}$ as $D^k u(\tilde{Y}) [Y]^k$. The $K$th order Taylor polynomial of $u$ centered in $0$ is

$$
T^K u(Y, x) := \sum_{k=0}^{K} \frac{D^k u(0) [Y]^k}{k!}, \quad K \geq 1,
$$
where \( D^0 u(0)[Y]^0 := u^0(x) \) is independent of the random field \( Y \) and solves the deterministic Laplacian problem: given \( f \in L^2(D) \) and \( g \in H^{1/2}(\Gamma_D) \), find \( u^0 \in H^1(D) \) s.t. \( u|_{\Gamma_D} = g \) and

\[
\int_D \nabla u^0(x) \cdot \nabla v(x) \, dx = \int_D f(x)v(x) \, dx \quad \forall \, v \in H^1_D(D).
\]  

The \( K \)th order residual of the Taylor expansion \( R^K u(Y,x) := u(Y,x) - T^K u(Y,x) \) can be expressed as

\[
R^K u(Y,x) := \frac{1}{K!} \int_0^1 (1 - t)^K D^{K+1} u(tY)[Y]^{K+1} \, dt.
\]

See, for example, [3, 2].

It is possible to derive deterministic recursive equations solved by the increasing order corrections of the statistical moments of \( T^K u \). See [10]. For example, for the computation of the expected value of \( u \), one can write deterministic recursive problems for the \( k \)th order term \( E[D^k u(0)[Y]^k] \) and approximate \( E[u] \) as

\[
E[u] \approx E[T^K u] = \sum_{k=0}^{K} \frac{1}{k!} E[D^k u(0)[Y]^k].
\]

This approach is known in the literature as moment equations (see, e.g., [41, 46, 4, 30, 39, 42, 28]). We do not detail here the derivation and algorithmic implementation of the moment equations, which can be found in [10]. Rather, we investigate the accuracy of the Taylor expansion for the problem at hand.

3.2. Local convergence of the Taylor series. The problem solved by the \( k \)th Gâteaux derivative of \( u \), \( D^k u(0)[Y]^k \), is as follows (see, e.g., [5, 28, 42]):

\[
\text{kth Derivative Problem. Log-Normal Random Field}
\]

\[
\begin{align*}
&\text{Given } u^0 \in H^1(D) \text{ and all lower order derivatives } \\
&D^l u(0)[Y]^l \in L^p \left( \Omega; H^1_{\Gamma_D}(D) \right), \ l < k, \\
&\text{find } D^k u(0)[Y]^k \in L^p \left( \Omega; H^1_{\Gamma_D}(D) \right) \text{ s.t.} \\
&\int_D \nabla D^k u(0)[Y]^k \cdot \nabla v \, dx = -\sum_{l=1}^{k} \binom{k}{l} \int_D Y^l \nabla D^{k-l} u(0)[Y]^{k-l} \cdot \nabla v \, dx \\
&\forall \, v \in H^1_{\Gamma_D}(D) \quad \text{a.s. in } \Omega.
\end{align*}
\]

By the Lax–Milgram lemma, the boundedness of \( ||Y||_{L^\infty(D)} \), and a recursion argument, we can state the following result.

\textbf{Theorem 3.1.} Problem (3.4) is well-posed, that is, it admits a unique solution \( D^k u(0)[Y]^k \in L^p(\Omega; H^1_{\Gamma_D}(D)) \) for any \( 0 < p < +\infty \) that depends continuously on the data. Moreover, it
holds that
\[
\|D^k u(0)[Y]^k\|_{H^1(D)} \leq C \left( \frac{\|Y\|_{L^\infty(D)}}{\log 2} \right)^k k! < +\infty \quad \forall k \geq 1 \quad \text{a.s. in } \Omega,
\]
where \( C = C(C_P, \|u^0\|_{H^1(D)}) \), \( C_P \) being the Poincaré constant.

**Proof.** For every fixed \( \omega \in \Omega \), problem (3.4) is of the following form: find \( w \in H^1_D(D) \) such that
\[
\mathcal{A}(w,v) = L(v) \quad \forall v \in H^1_D(D),
\]
where the bilinear form \( \mathcal{A} \) and the linear form \( L \) are defined, respectively, as
\[
\mathcal{A}: H^1_D(D) \times H^1_D(D) \to \mathbb{R}, \quad \mathcal{A}(w,v) = \int_D \nabla w(x) \cdot \nabla v(x) \, dx,
\]
\[
L: H^1_D(D) \to \mathbb{R}, \quad L(v) = -\sum_{l=1}^k \left( \frac{k}{l} \right) \int_D Y^l \nabla D^{k-l} u(0)[Y]^{k-l} \cdot \nabla v \, dx.
\]
It is easy to verify that \( \mathcal{A} \) is continuous and coercive. Moreover, \( L \) is continuous:
\[
|L(v)| \leq \sum_{l=1}^k \left( \frac{k}{l} \right) \left| \int_D Y^l \nabla D^{k-l} u(0)[Y]^{k-l} \cdot \nabla v \, dx \right|
\leq \sum_{l=1}^k \left( \frac{k}{l} \right) \|Y\|_{L^\infty} \left\| D^{k-l} u(0)[Y]^{k-l} \right\|_{H^1} \|v\|_{H^1}.
\]
Thanks to the Lax–Milgram lemma we conclude the well-posedness of problem (3.4) a.s. in \( \Omega \). To prove (3.5), let us take \( v = D^k u(0)[Y]^k \) in (3.4). By the Cauchy–Schwarz inequality
\[
\int_D \left| \nabla D^k u(0)[Y]^k \right|^2 \, dx \leq \sum_{l=1}^k \left( \frac{k}{l} \right) \left| \int_D Y^l \nabla D^{k-l} u(0)[Y]^{k-l} \cdot \nabla D^k u(0)[Y]^k \, dx \right|
\leq \sum_{l=1}^k \left( \frac{k}{l} \right) \|Y\|_{L^\infty} \left\| \nabla D^{k-l} u(0)[Y]^{k-l} \right\|_{L^2} \left\| \nabla D^k u(0)[Y]^k \right\|_{L^2}.
\]
By defining \( S_k := \frac{1}{k!} \left\| \nabla D^k u(0)[Y]^k \right\|_{L^2} \), we have
\[
S_k \leq \sum_{l=1}^k \frac{\|Y\|_{L^\infty}}{l!} S_{k-l}.
\]
We prove by induction that
\[
S_k \leq C_k \|Y\|_{L^\infty}^k S_0,
\]
where \( \{C_k\}_{k \geq 1} \) are defined by recursion as
\[
\left\{ \begin{array}{l}
C_0 = 1, \\
C_k = \sum_{l=1}^k \frac{1}{l!} C_{k-l}.
\end{array} \right.
\]
If \( k = 1 \), (3.7) easily follows from (3.6). Now, let us suppose that (3.7) is verified for every \( S_j \) with \( j = 1, \ldots, k - 1 \). Then, using (3.6), the inductive hypothesis, and the definition of the coefficients \( C_k \) in (3.8),

\[
S_k \leq \sum_{l=1}^{k} \frac{||Y||_{L^\infty}}{l!} S_{k-l} = \sum_{l=1}^{k-1} \frac{||Y||_{L^\infty}}{l!} S_{k-l} + \frac{||Y||_{L^\infty}}{k!} S_0
\]

\[
\leq \sum_{l=1}^{k-1} \frac{||Y||_{L^\infty}}{l!} C_{k-l} ||Y||_{L^\infty}^{k-l} S_0 + \frac{||Y||_{L^\infty}}{k!} S_0
\]

\[
= ||Y||_{L^\infty} \left( \sum_{l=1}^{k-1} \frac{C_{k-l}}{l!} + \frac{1}{k!} \right) S_0 = ||Y||_{L^\infty} C_k S_0,
\]

so that (3.7) is verified. In [9], the authors show by induction that \( C_k \leq \left( \frac{1}{\log 2} \right)^k \forall k \geq 0 \). Hence,

\[
S_k \leq \left( \frac{||Y||_{L^\infty}}{\log 2} \right)^k S_0.
\]

In conclusion,

\[
\left\| D^k u(0)[Y]^k \right\|_{H^1} \leq \sqrt{C_P^2 + 1} \left\| \nabla D^k u(0)[Y]^k \right\|_{L^2}
\]

\[
\leq \sqrt{C_P^2 + 1} S_0 \left( \frac{||Y||_{L^\infty}}{\log 2} \right)^k k!
\]

\[
\leq \left( \sqrt{C_P^2 + 1} ||u^0||_{H^2} \right) \left( \frac{||Y||_{L^\infty}}{\log 2} \right)^k k!,
\]

so that (3.5) is proved with \( C = \sqrt{C_P^2 + 1} ||u^0||_{H^1} \). Moreover, since \( ||Y||_{L^\infty} \in L^q(\Omega, \mathbb{P}) \) for any \( 0 < q < +\infty \), we conclude that \( D^k u(0)[Y]^k \in L^p(\Omega; H^1_{\Gamma_p}) \) for any \( 0 < p < +\infty \). 

Thanks to Theorem 3.1 we prove the following result on the local convergence of the Taylor series.

**Theorem 3.2 (local convergence of the Taylor series).** Let \( Y(\omega, x) \) be a centered (w.l.o.g.) Gaussian random field with standard deviation \( \sigma \) and covariance function \( \text{Cov}_Y \in C_0^1(\overline{D} \times \overline{D}) \). Moreover, let \( u(Y) : L^\infty(D) \to H^1(D) \) be the infinite times Gâteaux differentiable map defined in (2.1). Then its Taylor series is absolutely convergent in the open ball \( B_{\log 2}(0) := \{ Y \in L^\infty(D) : ||Y||_{L^\infty} < \log 2 \} \) for any positive \( \sigma \).

**Proof.** Using the triangular inequality and (3.5), we have

\[
\left\| T^K u \right\|_{H^1} \leq \sum_{k=0}^{K} \frac{\left\| D^k u(0)[Y]^k \right\|_{H^1}}{k!} \leq C \sum_{k=0}^{K} \left( \frac{||Y||_{L^\infty}}{\log 2} \right)^k,
\]

where \( C = C \left( C_P, ||u^0||_{H^1} \right) \). Taking the limit for \( K \to +\infty \) we immediately conclude the proof. 

**Remark 3.1.** The map \( u(Y) : L^\infty(D) \to H^1(D) \) is analytic on \( L^\infty(D) \). Indeed, Theorem 3.2 applies to the Taylor series centered in \( \bar{Y} \neq 0 \) and predicts local convergence for any \( \bar{Y} \in L^\infty(D) \).
4. Perturbation analysis: Global approximation properties of the Taylor series. In this section we study the global approximation properties of the Taylor series. First, we present a counterexample in which the Taylor series is not globally convergent. Then we derive an a priori upper bound on the norm of the residual of the Taylor series, which will be used to predict the optimal degree $K_{opt}$ (depending on $\sigma$) of the Taylor polynomial to consider.

4.1. A preliminary example. Take $Y(\omega, x) = \xi(\omega)x$, with $\xi \sim N(0, \sigma^2)$ Gaussian random variable, and consider the following SPDE:

$$\begin{align*}
(4.1) &\quad \left\{ -\left( e^{\xi(x)}x u'(\xi, x) \right)' = 0, \quad x \in [0, 1], \text{ a.s. in } \Omega, \\
&\quad u(\xi, 0) = 0, \quad u(\xi, 1) = 1,
\end{align*}$$

where the apex means the derivative with respect to $x$.

The exact solution of problem (4.1) can be exactly computed and reads as $u(\xi, x) = \frac{1 - e^{-\xi x}}{1 - e^{-\xi}}$. Observe that on the real axis (i.e., $\xi \in \mathbb{R}$) $u(\xi, x)$ is analytic as a function of $\xi$. On the other hand, in the complex plane (i.e., $\xi \in \mathbb{C}$) $u(\xi, x)$ is not entire since it admits countable many poles in $\xi = 2\pi i k$, $k \in \mathbb{Z} \setminus \{0\}$. As a consequence, the Taylor series centered in $\xi = 0$ converges only in the ball of radius $R < 2\pi$, and $\mathbb{E}\left[T^K u\right]$ does not converge to $\mathbb{E}[u]$ as $K \to +\infty$ for any $\sigma > 0$.

This counterexample shows that $\mathbb{E}\left[T^K u\right]$ might not converge to $\mathbb{E}[u]$ in general. Nevertheless, for small values of the standard deviation $\sigma$ and degree $K$ of the Taylor polynomial, $\mathbb{E}\left[T^K u\right]$ can still be a good approximation of $\mathbb{E}[u]$. The perturbation method we propose can be used even if the Taylor series is not globally convergent.

4.2. Upper bound on the norm of the Taylor residual. The following is the problem solved by $D^K u(t\xi)\|Y\|^K$, $t \in (0, 1)$: given $u^0 \in H^1(D)$ and all lower order derivatives $D^l u(t\xi)\|Y\|^l \in L^p(\Omega; H^1_{D, \Gamma}(D))$, $l < K$, find $D^K u(t\xi)\|Y\|^K \in L^p(\Omega; H^1_{D, \Gamma}(D))$ s.t.

$$\begin{align*}
(4.2) &\quad \int_D e^y \nabla D^K u(t\xi)\|Y\|^K \cdot \nabla v \, dx \\
&\quad = -\sum_{l=1}^{K} \binom{K}{l} \int_D Y^l e^y \nabla D^{K-l} u(t\xi)\|Y\|^{K-l} \cdot \nabla v \, dx
\end{align*}$$

$\forall \ v \in H^{1}_{D, \Gamma}(D)$ a.s. in $\Omega$. Following reasoning analogous to that in Theorem 3.1, we find that problem (4.2) is well-posed and

$$\begin{align*}
(4.3) &\quad \|D^K u(t\xi)\|_{H^1(\Omega)} \leq C \ e^{t\|Y\|_{L^\infty(\Omega)}} \left( \frac{\|Y\|_{L^\infty(\Omega)}}{\log 2} \right)^K \ K! < +\infty
\end{align*}$$

$\forall \ K \geq 1$ a.s. in $\Omega$, where $C = \sqrt{C_p^2 + 1} \|u^0\|_{H^1(\Omega)}$.

Theorem 4.1 (a priori upper bound on the Taylor residual). For a smooth random field $Y$ that satisfies the bound (2.4), it holds that, for every $p \geq 1$ integer,

$$\begin{align*}
(4.4) &\quad \|R^K u\|_{L^p(\Omega; H^1(\Omega))} \leq C \ (K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \left\| \sum_{j=K+1}^{+\infty} \frac{\|Y\|^j_{L^\infty(\Omega)}}{j!} \right\|_{L^p(\Omega; H^1(\Omega))} < +\infty,
\end{align*}$$
where \( C = C\left(C_P, \|u^0\|_{H^1(D)}, \tilde{C}_Y\right) \). In particular, for \( p = 1 \),

\[
(4.5) \quad \|R^K u\|_{L^1(\Omega; H^1(D))} \leq C (K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \sigma^{j-2}.
\]

**Proof.** Using (4.3), we find

\[
\|R^K u\|_{H^1} \leq \frac{1}{K!} \int_0^1 (1-t)^K \|D^{K+1} u(tY)|[Y]^K+1\|_{H^1} dt
\]

\[
\leq C (K + 1) \left( \frac{\|Y\|_{L^\infty}}{\log 2} \right)^{K+1} \int_0^1 (1-t)^K e^{t\|Y\|_{L^\infty}} dt,
\]

where \( C = \sqrt{C_P^2 + 1 \|u^0\|_{H^1(D)}} \). Let

\[
(4.6) \quad I_K := \int_0^1 (1-t)^K e^{t\|Y\|_{L^\infty}} dt.
\]

By induction, we show that

\[
(4.7) \quad I_K = \frac{K!}{\|Y\|_{L^\infty}^{K+1}} \sum_{j=K+1}^{+\infty} \frac{\|Y\|_{L^\infty}^j}{j!}.
\]

Indeed, for \( K = 0 \) we find

\[
I_0 = \int_0^1 e^{t\|Y\|_{L^\infty}} dt = \left( \frac{e^{\|Y\|_{L^\infty}} - 1}{\|Y\|_{L^\infty}} \right) = \frac{1}{\|Y\|_{L^\infty}} \sum_{j=1}^{+\infty} \frac{\|Y\|_{L^\infty}^j}{j!}.
\]

Suppose now that relation (4.7) holds for \( K - 1 \). Then, integrating by parts, we obtain

\[
I_K = \left[ (1-t)^K e^{t\|Y\|_{L^\infty}} \right]_0^1 + \frac{K}{\|Y\|_{L^\infty}} \int_0^1 (1-t)^{K-1} e^{t\|Y\|_{L^\infty}} dt
\]

\[
= -\frac{1}{\|Y\|_{L^\infty}} + \frac{K}{\|Y\|_{L^\infty}} I_{K-1}
\]

\[
= -\frac{1}{\|Y\|_{L^\infty}} + \frac{K}{\|Y\|_{L^\infty}} \frac{(K-1)!}{\|Y\|_{L^\infty}^K} \sum_{j=K}^{+\infty} \frac{\|Y\|_{L^\infty}^j}{j!}
\]

\[
= \frac{K!}{\|Y\|_{L^\infty}^{K+1}} \sum_{j=K+1}^{+\infty} \frac{\|Y\|_{L^\infty}^j}{j!}.
\]

Hence,

\[
\|R^K u(Y, x)\|_{H^1} \leq C (K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \frac{\|Y\|_{L^\infty}^j}{j!}.
\]
Observe that since \( \sum_{j=K+1}^{N} \| \mathbf{Y} \|_{L^\infty}^j \leq e \| \mathbf{Y} \|_{L^\infty} \) for all \( N \) and \( e \| \mathbf{Y} \|_{L^\infty} \) is \( L^p(\Omega, \mathbb{P}) \)-integrable for each \( 1 \leq p < \infty \), the dominated convergence theorem states that \( \sum_{j=K+1}^{+\infty} \| \mathbf{Y} \|_{L^\infty}^j \) is \( L^p(\Omega, \mathbb{P}) \)-integrable for each \( 1 \leq p < \infty \), and relation (4.4) follows. Moreover, if \( p = 1 \),

\[
\mathbb{E} \left[ \sum_{j=K+1}^{+\infty} \frac{\| \mathbf{Y} \|_{L^\infty}^j}{j!} \right] = \sum_{j=K+1}^{+\infty} \frac{\| \mathbf{Y} \|_{L^\infty}^j}{j!}.
\]

Using (2.4), we conclude that

\[
\| R^Ku(\mathbf{Y}, x) \|_{L^1(\Omega; H^1(D))} \leq C (K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \sigma^j \frac{2^j}{(j-2)!},
\]

with \( C = \tilde{C}_Y \sqrt{C_P^2 + 1} \| u^0 \|_{H^1(D)} \).

Using the upper bound (2.3) instead of (2.4), we predict that the \( L^p(\Omega; H^1(D)) \)-norm of \( R^Ku \) behaves as \( \sigma^{K+1} \) as a function of \( \sigma \).

**Remark 4.1.** With similar techniques it is possible to prove the following a priori upper bound on the norm of the Taylor polynomial:

\[
\| T^Ku \|_{L^p(\Omega; H^1(D))} \leq \| u^0 \|_{H^1(D)} + C \sum_{k=1}^{K} \left( \frac{\sigma}{\log 2} \right)^k (\sigma^{-2} kp (kp - 1))^{1/p},
\]

where \( C = C(C_P, \| u^0 \|_{H^1(D)}, \tilde{C}_Y) \).

In Figure 1 we plot in semilogarithmic scale the estimate (4.5) as a function of the order of the residual \( K \). We deduce the existence of an optimal degree \( K_{opt}^\sigma \) depending on \( \sigma \) and \( p \) such that adding new terms to the Taylor polynomial will deteriorate the accuracy instead of improving it. We point out that we did not prove the divergence of the Taylor series. To do that, it is necessary to show the divergence of a lower bound for the norm of the residual \( R^Ku \).

### 4.3. Optimal degree of the Taylor polynomial.

In the previous section we have predicted the existence of an optimal degree \( K_{opt}^\sigma \) of the Taylor polynomial, which can be estimated as the argmin of the right-hand side in (4.4). Let

\[
b(\sigma, K) = C (K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \frac{\| \mathbf{Y} \|_{L^\infty}^j}{j!} \left| \mathbb{E} \left[ \| \mathbf{Y} \|_{L^\infty}^j \right] \right|_{L^p(\Omega; H^1(D))}.
\]

The estimate (4.4) states that, for every \( \sigma > 0 \) fixed, the minimal error \( \text{err}_{\text{min}}^\sigma \) that we can commit using a perturbation approach is bounded by

\[
\text{err}_{\text{min}}^\sigma \leq \min_K b(\sigma, K) = b(\sigma, K_{opt}^\sigma).
\]
Here, we provide an approximation for $K_{\text{opt}}^\sigma$ and show in Remark 4.2 how $\text{err}_{\text{min}}^\sigma$ behaves as a function of $\sigma$ in the case $p = 1$ (estimate (4.5)).

**Proposition 4.2.** Let $0 < \sigma \leq \frac{1}{\sqrt{2}}$. Then the optimal degree of the Taylor expansion can be estimated as

$$K^\sigma := \left\lfloor \frac{\log 2 - 4}{\frac{1}{\sigma} - 1} \right\rfloor.$$

**Proof.** The first step of the proof consists in showing that

$$\|R^K u\|_{L^1(\Omega; H^1(D))} \leq C \frac{1}{(\log 2)^2 (1 - \sigma)} v(K),$$

where $v(K) = \left( \frac{1}{\log 2} \right)^{K+1} (K+2)!!$ and $C$ is independent of $K$. Starting from (4.5) and using that

$$\sum_{j=K+1}^{+\infty} \frac{\sigma^{j-2}}{(j-2)!!} \leq \frac{1}{1 - \frac{1}{\sigma} (K-1)!!},$$

we find

$$\|R^K u\|_{L^1(\Omega; H^1(D))} \leq C \frac{1}{1 - \sigma} \left( \frac{1}{\log 2} \right)^{K+1} (K+1)! \frac{\sigma^{K-1}}{(K-1)!!}$$

$$= C \frac{1}{1 - \sigma} \left( \frac{1}{\log 2} \right)^{K+1} \sigma^{K-1}(K+1)K(K-2)!!$$

$$\leq C \frac{1}{1 - \sigma} \left( \frac{1}{\log 2} \right)^{K+1} \sigma^{K-1}(K+2)!!,$$
This table contains the optimal $K_{\text{opt}} = \arg\min_{K} b(\sigma, K)$ ($p = 1$) and its estimate $\bar{K}$ in (4.10).

<table>
<thead>
<tr>
<th>$\sigma$</th>
<th>$K_{\text{opt}}$</th>
<th>$\bar{K}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.10</td>
<td>45</td>
<td>44</td>
</tr>
<tr>
<td>0.15</td>
<td>19</td>
<td>17</td>
</tr>
<tr>
<td>0.18</td>
<td>11</td>
<td>10</td>
</tr>
<tr>
<td>0.20</td>
<td>9</td>
<td>8</td>
</tr>
</tbody>
</table>

so that (4.11) is proved. To find the $\arg\min$ of $v(K)$, we consider $\log(v(K))$:

$$\log(v(K)) = \begin{cases} (2n - 3) \log \alpha + \log(2n)! & \text{if } K = 2n - 2, \\ (2n - 4) \log \alpha + \log(2n - 1)! & \text{if } K = 2n - 3, \end{cases}$$

where $\alpha = \frac{1}{\log 2}$. We analyze the two cases $K$ odd or even separately, using that $(2n)! = 2^n n!$, $(2n - 1)! = \frac{(2n)!}{2^n n!}$, and $e \left(\frac{n}{e}\right)^n \leq n! \leq e \left(\frac{n}{e}\right)^n$. We conclude that

$$\log(v(n)) \leq w(n) + \bar{C},$$

where

$$w(n) := 2n \log \alpha + n \log 2 + (n + 1) \log(n + 1) - n$$

and $\bar{C}$ is the positive constant

$$\bar{C} = \begin{cases} -3 \log \alpha + 1 & \text{if } K = 2n - 2, \\ -4 \log \alpha + \log 2 & \text{if } K = 2n - 3. \end{cases}$$

Note that we have bounded $(n + 1) \log n$ with $(n + 1) \log(n + 1)$ in view of having a simpler derivative $\frac{d}{dn} w(n)$. We look for the $\arg\min(w(n))$ by imposing $\frac{d}{dn} w(n) = 0$, that is,

$$2 \log \alpha + \log 2 + \log(n + 1) = 0,$$

which implies $n = \lfloor \frac{1}{\log \alpha} \rfloor - 1$, so that we can choose $\bar{K} = \lfloor \frac{1}{\log \alpha} \rfloor - 4$.

Remark 4.2. Consider the function $v(K)$ introduced in (4.11). Evaluating $v(K)$ in $\bar{K}$ (see (4.10)), and using the Stirling formula, one can show the following exponential behavior of the minimal error as a function of $\sigma^2$:

$$\text{err}_{\text{min}} \leq C v(\bar{K}) \sim C(\sigma) \exp\left\{ -\frac{\log^2 2}{2\sigma^2} \right\},$$

where $C(\sigma)$ is polynomial in $1/\sigma$.

In Table 1 we report the optimal $K_{\text{opt}} = \arg\min_{K} b(\sigma, K)$ and its estimate $\bar{K}$ (4.10) for different values of $\sigma$. Figure 2 represents the upper bound $b(\sigma, K)$ of the error (see (4.9)) and the points $(\bar{K}, b(\sigma, \bar{K}))$ (black circles) for different values of $\sigma$. We take the values $b(\sigma, \bar{K})$ as an estimate of the minimal error we can commit (maximum accuracy achievable) by performing a perturbation approach as in the previous section.
As Table 1 and Figure 2 suggest, the estimate (4.10) of the optimal $K$ is quite sharp. Moreover, the smaller $\sigma$ is, the bigger $K_{\text{opt}}$ is and the smaller the minimal error is that we can commit.

Remark 4.3. Suppose that the permeability field is modeled using a finite number of independent standard Gaussian random variables:

$$Y(\omega, x) = \sigma \sum_{n=1}^{N} \sqrt{\lambda_n} \xi_n(\omega) \phi_n(x).$$

Define $\xi(\omega) = (\xi_1(\omega), \ldots, \xi_N(\omega))$. This situation can be achieved, for example, by approximating the Gaussian field $Y(\omega, x)$ by an $N$-terms Karhunen–Loève expansion (see, e.g., [25, 33, 34, 32]). The stochastic solution $u(\xi, x)$ of the Darcy problem belongs to $L^p_x(\mathbb{R}^N; H^1(D))$, the Banach space of functions $v : \mathbb{R}^N \times D \to \mathbb{R}$ s.t. $\|v\|_{L^p_x(\mathbb{R}^N; H^1(D))} := \left( \int_{\mathbb{R}^N} \|v(\xi, \cdot)\|^p_{H^1(D)} d\rho(\xi) \right)^{1/p} < \infty$, where $\rho(\xi) = \frac{1}{(2\pi)^{N/2}} e^{-\frac{1}{2} \|\xi\|^2}$ is the joint probability density of the vector $\xi(\omega)$. In this setting the $K$th order Gateaux derivative simplifies to $\sum_{|k|=K} \partial^k u(0, x) \xi^k$, where $k = (k_1, \ldots, k_N)$, $\xi^k = \xi_1^{k_1} \cdots \xi_N^{k_N}$, and the Taylor polynomial is explicitly computable. The theoretical estimates on the norm of the Taylor polynomial and Taylor residual still hold.

Remark 4.4. In [4] (see also [19]) the authors study the Darcy problem (2.1) where the permeability is a linear combination of independent bounded random variables: $a(\omega, x) = \mathbb{E}[a](x) + \sum_{n=1}^{N} \phi_n(x) \xi_n(\omega)$, with $\xi_n \sim U([-\gamma_n, \gamma_n])$, $0 < \gamma_n < +\infty \ \forall \ n$, and $\phi_n \in L^\infty(D)$ $\forall \ n$. In this case, under the assumption of small variability of the field, the Taylor series is proved to be convergent.

5. Single random variable: Numerical results. Here we consider the simple case where $a(\omega, x) = e^{\phi(x)\xi(\omega)}$, with $\xi \sim \mathcal{N}(0, \sigma^2)$, $0 < \sigma < 1$, and $\phi \in L^\infty(D)$. Theorem 3.1 states that
the boundary value problem solved by the kth derivative of \( u, \partial^k_\xi u(0, x) \), is well-posed, and

\[
\| \partial^k_\xi u(0, x) \|_{H^1(D)} \leq C \left( \frac{\| \phi \|_{L^\infty}}{\log 2} \right)^k k!,
\]

where \( C = C(C_P, \| u^0 \|_{H^1(D)}) \). In the same way, (4.3) implies

\[
\| \partial^k_\xi u(t, x) \|_{H^1(D)} \leq C e^{\sigma |\xi|} \left( \frac{\| \phi \|_{L^\infty}}{\log 2} \right)^k k!,
\]

Using the upper bound (5.1) we deduce the following upper bound on the \( H^1 \)-norm of the \( K \)th order Taylor polynomial \( T^K u(\xi, x) := \sum_{k=0}^K \frac{\partial^k_\xi u(0, x)}{k!} \xi^k \):

\[
\| T^K u \|_{H^1} \leq C \sum_{k=0}^K \left( \frac{\| \phi \|_{L^\infty} |\xi|}{\log 2} \right)^k,
\]

which is locally convergent in the ball \( B := \{ \xi \in \mathbb{R} : |\xi| < \frac{\log 2}{\| \phi \|_{L^\infty}} \} \) for every \( \sigma > 0 \). See Theorem 3.2.

Recalling the value of the statistical moments of \( |\xi| \),

\[
E[|\xi|^p] = C \sigma^p (p - 1)!!, \quad C = \left\{ \begin{array}{ll}
1/\sqrt{2\pi} & \text{if } p \text{ is even}, \\
1 & \text{if } p \text{ is odd},
\end{array} \right.
\]

and using (5.2), we derive the following estimate for the \( K \)th order integral residual \( R^K u(\xi, x) := \int_0^1 (1 - t)^K \partial^k_\xi u(t\xi, x) \xi^k dt \):

\[
\| R^K u \|_{L^p_\infty(\mathbb{R}; H^1(D))} \leq C(K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \left( \frac{\sigma \| \phi \|_{L^\infty}}{j!} \right)^{j},
\]

which can be particularized if \( p = 1 \) as follows:

\[
\| R^K u \|_{L^p_\infty(\mathbb{R}; H^1(D))} \leq C(K + 1)! \left( \frac{1}{\log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \left( \frac{\sigma \| \phi \|_{L^\infty}}{j!} \right)^{j},
\]

where \( C = C(C_P, \| u^0 \|_{H^1(D)}) \). See Theorem 4.1.

We develop some numerical computations in a one-dimensional case, with \( D = [0, 1] \), homogeneous Dirichlet boundary conditions imposed on \( \Gamma_D = \{0, 1\} \), \( f(x) = x \), and \( \phi(x) = \cos(\pi x) \). The problems solved by \( u^0(x) \) and \( \partial^k_\xi u(0, x) \), respectively, are

\[
\int_0^1 (u^0(x))^t v'(x) dx = \int_0^1 f(x)v(x) dx, \quad u^0(0) = u^0(1) = 0,
\]
\[ \forall \, v \in H_0^1([0,1]), \text{ and} \]

\[ (5.6) \quad \int_0^1 (\partial^k u(0,x))' v'(x) dx = - \sum_{l=1}^k \binom{k}{l} \int_0^1 \phi(x)^l (\partial^{k-l} u(0,x))' v'(x) dx, \]

\[ \partial_x^k u(0,0) = \partial_x^k u(0,1) = 0, \quad \forall \, v \in H_0^1([0,1]), \quad \forall k \geq 1. \]

Note that the apex in problems (5.5) and (5.6) means the derivative with respect to \( x \).

Let \( \{\varphi_i\}_{i=1}^{N_h-1} \) be the piecewise linear finite element basis associated with a uniform partition of \([0,1]\) in \( N_h \) subintervals of length \( h = 1/N_h \). Applying the finite element method (FEM) to problem (5.5), we end up with the system

\[ (5.7) \quad A U^0 = F^0, \]

where the stiffness matrix is tridiagonal and symmetric and its generic element is given by \( A_{ij} = \int_0^1 \varphi'_i(x) \varphi'_j(x) dx \), the right-hand side is a vector whose \( j \)th element is \( F^0_j = \int_0^1 f(x) \varphi_j(x) dx \), and \( U^0 \) is the unknown vector. Similarly, applying the linear FEM to the \( k \)th problem (5.6), we end up with the system

\[ (5.8) \quad A U^k = - \sum_{l=1}^k \binom{k}{l} F^l U^{k-l}, \]

where the stiffness matrix is the same as in (5.7), and the right-hand side contains the solutions \( U^0, \ldots, U^{k-1} \) of the \( l \)th problem for \( l = 0, \ldots, k - 1 \) and the matrices \( F^l_{ij} = \int_0^1 (\phi(x))^l \varphi'_i(x) \varphi'_j(x) dx \) for \( l = 1, \ldots, k \).

Let \( u_h(\xi, x) \) denote the linear finite element solution of the Darcy problem collocated in \( \xi \). With the notation introduced so far, we have

\[ T^K u_h(\xi, x) = \sum_{k=0}^K \sum_{i=1}^{N_h-1} \frac{U^k_i}{k!} \varphi_i(x) \xi^k. \]

In Figure 3 we plot in semilogarithmic scale the relative error \( \frac{\|u_h - T^K u_h\|_{L^p([\xi, L^2(D)])}}{\|u_h\|_{L^p([\xi, L^2(D)])}} \) \( (p = 1, 2) \) computed by a linear FEM in space and a high order Hermite quadrature formula in the \( \xi \) variable for different values of the standard deviation \( 0 < \sigma < 1 \). Note that we have chosen the same spatial discretization both for \( u_h \) and \( T^K u_h \), so that we observe only the truncation error of the Taylor series. Consistently with the upper bound (4.4) on the residual of the Taylor series and the counterexample shown in section 4.1, these figures suggest the global divergence of the Taylor series in \( L^p([\xi; H^1(D)]) \). This result does not contradict the result on local convergence of the Taylor series stated in Theorem 3.2. In agreement with the theoretical results of section 4, the existence of an optimal degree \( K_{\text{opt}}^p \) of the Taylor polynomial (depending on \( \sigma \)) is numerically observed. Moreover, the higher \( p \) is, the worse the behavior of the norm of the residual is, since it starts diverging for a smaller \( K \).

Figure 4 compares the computed absolute error \( \|u_h - T^K u_h\|_{L^p([\xi; L^2(D)])} \) with the theoretical estimate (5.4). It turns out that the proposed a priori estimate is quite pessimistic. This is a consequence of the estimate on \( \|\partial^k_x u(0,x)\|_{H^1(D)} \), which is itself very pessimistic.
Figure 3. Relative error $\frac{\|u_h - T^K u_h\|_{L^p(\Omega, L^2(D))}}{\|u_h\|_{L^p(\Omega, L^2(D))}}$ computed by linear FEM in space and a high order Hermite quadrature formula in probability for $p = 1$ (left) and $p = 2$ (right).

Figure 4. Comparison between the computed error $\|u_h - T^K u_h\|_{L^1(\Omega, L^2(D))}$ and the theoretical estimate (5.4).

With the aim of improving the theoretical bounds on the norm of the Taylor residual, we assume that the growth of the derivatives follows the ansatz

\begin{equation}
    \left\| \partial_x^k u(0, x) \right\|_{L^2(D)} \sim \gamma^k k!
\end{equation}

for a suitable value of $\gamma$. Then we try to fit the value of $\gamma$ starting from the numerical results obtained. In this specific example, the fitting procedure gives $\gamma = \frac{\|\phi\|_{L^\infty}}{3.5 \log 2}$. Nevertheless, we highlight that the choice of $\gamma$ strongly depends on $\phi(x)$, whereas it seems to be rather
Figure 5. Comparison between the quantity $\|\partial^k u(0, x)\|_{L^2(D)}$ computed by a linear FEM, its theoretical estimate (5.1), and the fitted one (5.9) with $\gamma = \|\phi\|_{L^\infty}^{3.5 \log 2}$.

Insensitive to other quantities such as the loading term $f(x)$, the boundary conditions, or the number of intervals in the mesh $N_h$. Moreover, this fitting procedure cannot straightforwardly be generalized to the infinite-dimensional setting. In Figure 5 we plot in semilogarithmic scale the quantity $\|\partial^k u(0, x)\|_{L^2(D)}$ computed by a linear FEM, compared with the theoretical estimate (5.1) and the fitted one (5.9) with $\gamma = \|\phi\|_{L^\infty}^{3.5 \log 2}$. The agreement of the computed norm $\|\partial^k u(0, x)\|_{L^2(D)}$ with the fitted estimate (5.9) is remarkable, which strongly indicates that the ansatz (5.9) is appropriate. We then use the fitted value $\gamma = \|\phi\|_{L^\infty}^{3.5 \log 2}$ in the estimate on the norm of the residual (5.4):

(5.10) $\|R^K u\|_{L^1(\mathbb{R}; H^1(D))} \leq C \left( K + 1 \right)! \left( \frac{1}{3.5 \log 2} \right)^{K+1} \sum_{j=K+1}^{+\infty} \frac{\|\phi\|_{L^\infty} \sigma^j}{j!!}.$

Figure 6 compares the computed quantity $\|R^K u_h\|_{L^1(\mathbb{R}; H^1(D))}$ with the fitted bound (5.10). We underline that, with the ansatz (5.9) on the growth of the derivatives, we are able to sharply predict the optimal degree of the Taylor polynomial $K_{opt}^\sigma$.

Finally, we analyze the behavior of the error $\|E[u_h] - E[T^K u_h]\|_{L^2(D)}$ as a function of $\sigma$. Figure 7 shows this error in logarithmic scale. Observe that the exponential behavior $\sigma^{K+1}$ predicted in (5.4) is confirmed.

6. Conclusions. The present work addresses the Darcy problem describing the single-phase flow in a bounded heterogeneous porous medium occupying the domain $D \subset \mathbb{R}^d$, $d = 1, 2, 3$, where the permeability tensor is modeled as a log-normal random field: $a(\omega, x) = e^{Y(\omega, x)}$. Under the assumption of small variability of the field $Y$, we perform a perturbation analysis and study the approximation properties of the Taylor polynomial of order $K$. In
Figure 6. Comparison between the computed quantity $\| R^K u_h \|_{L^1(\Omega; L^2(D))}$ and its theoretical estimate (5.10) with the fitted value $\gamma = \| \phi \|_{L^\infty}$.

Figure 7. Error $\| \mathbb{E}[u_h] - \mathbb{E}[T^K u_h] \|_{L^2(D)}$ as a function of $\sigma$.

In particular, we prove the local convergence of the Taylor series to the solution of the Darcy problem. On a counterexample, we show that, in general, the Taylor series is not globally convergent. We derive an a priori upper bound on the norm of the Taylor residual, which predicts the existence of an optimal degree $K_{opt}$ of the Taylor polynomial to consider. We provide a formula to compute $K_{opt}$ in the case where the $L^1(\Omega; H^1(D))$-norm is considered.

The results obtained in this work are very important in view of deriving an approximation of the statistical moments of $u$. For example, if we look for an approximation of the expected value $\mathbb{E}[u]$, the underlying idea consists in deriving and numerically solving the recursive
deterministic problem for the expected value of the $k$th order derivative $D^k u(0)|Y|^k$, $k = 0, \ldots, K_\sigma^{opt}$, and then linearly combining them: $E[u] \approx \sum_{k=0}^{K_\sigma^{opt}} \sigma^k E[D^k u(0)|Y|^k]$. The $k$th order derivative equation requires in turn the study of the problems solved by the correlations between $D^k u(0)|Y|^k$ and $Y$. These quantities belong to tensor product spaces and, when discretized, are represented by high dimensional tensors, so that suitable numerical techniques have to be adopted. This discussion can be found in [10] and is the topic of a forthcoming paper.
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