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Abstract

We present a closed-form solution to the problem of recovering the 3D shape of a non-rigid potentially stretchable surface from 3D-to-2D correspondences. In other words, we can reconstruct a surface from a single image without a priori knowledge of its deformations in that image.

State-of-the-art solutions to non-rigid 3D shape recovery rely on the fact that distances between neighboring surface points must be preserved and are therefore limited to inelastic surfaces. Here, we show that replacing the inextensibility constraints by shading ones removes this limitation while still allowing 3D reconstruction in closed-form.

We demonstrate our method and compare it to an earlier one using both synthetic and real data.

1. Introduction

Capturing the shape of deformable 3D surfaces from a single image remains an open problem with an endless list of potential applications in computer vision and graphics. The main challenge comes from the fact that monocular 3D shape recovery is severely under-constrained. A common approach to overcoming this is to introduce deformation models. They can be either physically-based [1, 3, 11, 12, 13, 18] or learned from training data [2, 4, 10, 17]. In all these methods, surface deformations are expressed in terms of the model parameters, which are first initialized and then refined by minimizing an image-based objective function. Since this function typically has many local minima, good initialization is both critical and difficult to achieve.

This problem has been addressed recently in [6, 14, 16]. These papers propose approaches to 3D shape recovery in a single input image given a reference image in which the shape is known, and correspondences between the input and reference images. They do not require any knowledge of the deformations other than the fact that the surface is inex-
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timate the light direction and intensity. Furthermore, using two different sources of image information—keypoint locations and shading—increases the robustness in ambiguous situations.

In the remainder of the paper, we first discuss related work. We then introduce our formulation and derive our systems of linear and cubic equations. Finally we compare our method against [16] both on synthetic and real data.

2. Related Work

Recovering the 3D geometry of a non-rigid surface from single images requires prior knowledge of its properties to turn an under-constrained problem into a tractable one.

Traditional shape-from-shading [8] and shape-from-texture [22] techniques do this by imposing surface smoothness and assuming that the surface either is Lambertian with known albedo or exhibits statistically homogeneous texture patterns. There has been many attempts over the years at relaxing these constraints but most state-of-the-art methods still require very strong assumptions that can only rarely be satisfied. [20, 23] are representative of current single-image approaches that refine both shape and illumination parameters. Even though these methods can return accurate estimates of both, their iterative nature means that, unlike our approach, they require good initial guesses. Furthermore, they are not designed to handle materials that can stretch. The idea of overcoming ambiguous situations by combining texture and shading cues was introduced in [21]. This approach, however, involves multiple iterative stages and explicitly penalizes stretching, which precludes accurate modeling of elastic surfaces.

Another approach to making the problem tractable is to introduce surface deformation models. Physically-based approaches introduce global models such as superquadrics [12], triangulated surfaces [7] or thin-plate splines [11]. Modal analysis [5, 13] has also been proposed to reduce the dimensionality of the problem. However, while these methods have been successful for retrieving smoothly deformable objects, they cannot capture the physics of complex deformations, which requires much more sophisticated and difficult to handle non-linear models [1, 18]. This has been recently addressed in a data-driven manner by using machine learning methods to build deformation models from collections of deformed shapes [2, 4, 10], or for relatively small deformations, directly from sequences of images [17, 19].

In any event, in all the approaches discussed above, model parameters must first be initialized and then refined by minimizing an image-based objective function, which may have many local minima. In frame-to-frame tracking, the shape parameters found in a frame can serve as initial values for the following one, but this kind of approach still requires parameters to be specified in the first frame and cannot recover from a tracking failure. To avoid this, one must be able to recover the 3D shape without an initial estimate. This issue has been addressed in three recent papers [6, 14, 16] that all rely on the fact that distances between surface points must remain constant—a valid assumption for inelastic materials but not stretchable ones.

In short, our approach differs from previous techniques in that it can reconstruct a surface whether it stretches or not. Furthermore, the shape is recovered in closed-form, which implies that no initial estimate is needed.

3. Elastic and Inelastic Surface Reconstruction in Closed Form

In this section, we first use the formalism of [16] to show that the solution of our problem can be expressed as a linear combination of singular vectors corresponding to the small eigenvalues of a matrix. This matrix is derived from the point correspondences between the input and reference image. We then show that shading constraints can be expressed in terms of cubic polynomials involving the coefficients of the linear combination and the shading parameters. Finally, we solve the resulting system of cubic equations to compute both the ones and the others.

3.1. Initial Assumptions

We represent the surface as a triangulated 3D mesh whose shape is given by the vector $\mathbf{x} = [v_1^T, \ldots, v_{n_v}^T]^T$ of its vertex coordinates, where $v_i = [x_i, y_i, z_i]^T$. In the following, we assume that the mesh we use, like those of Fig. 1, has a rectangular topology and therefore that all mesh facets have one 90 degree angle. As will be discussed below, we could also use hexagonal meshes made of equilateral triangles, which can be used to model surfaces of arbitrary topology.

We seek to retrieve $\mathbf{x}$ in an input image, assuming that we are given

1. The shape of the mesh in a reference configuration, and $n_c$ correspondences between a set of 3D points $\mathbf{p}_i$ on this mesh and 2D image locations $\mathbf{u}_i$.
2. An albedo value $\rho_i$ for each point $\mathbf{p}_i$, which can be taken as the intensity of the corresponding pixel in the reference image if it was lit by a diffuse light source.
3. The internal calibration matrix $\mathbf{A}$ of the camera.
4. A mean shape $\mathbf{x}_0$ and a set of $n_m$ deformation modes $\mathbf{Q} = [\mathbf{q}_1, \ldots, \mathbf{q}_{n_m}]$, representing the linear subspace of feasible mesh deformations.

We also assume the surface to be Lambertian and illuminated by a single point light source, whose direction and intensity are unknown. In the results section we will show that this assumption can be relaxed in practice and that our algorithm still yields good results in the presence of an extended light source.
3.2. Linear Geometric Constraints

As in [16], we start by showing that x can be expressed as the solution to a linear system encoding the 3D-to-2D correspondences equations. We express each point \( p_i \) as a function of the barycentric coordinates of the triangular face it belongs to and write

\[
\forall i, \quad p_i = \sum_{j=1}^{3} a_{ij} v_j^i ,
\]

where the \( a_{ij} \) are the homogeneous barycentric coordinates and \( \{ v_j^i \}_{j=1}^{3} \) are the vertices of the face containing \( p_i \). Without loss of generality, we express the 3D points \( p_i \) in the camera referential, and their 2D projections \( u_i = [u_i, v_i]^T \) as

\[
\forall i, \quad w_i = \begin{bmatrix} u_i \\ v_i \\ 1 \end{bmatrix} = A p_i = \begin{bmatrix} f_u & 0 & u_c \\ 0 & f_v & v_c \\ 0 & 0 & 1 \end{bmatrix} \sum_{j=1}^{3} a_{ij} \begin{bmatrix} x_j^i \\ y_j^i \\ z_j^i \end{bmatrix}
\]

where the \( w_i \) are the scalar projective parameters, \( [x_j^i, y_j^i, z_j^i]^T \) the 3D coordinates of each vertex \( v_j^i \), and \( f_u, f_v \) and \( (u_c, v_c) \) the focal lengths and principal point of the calibration matrix \( A \).

From the last row of Eq. 2, the projective parameters can be written as \( w_i = \sum_{j=1}^{3} a_{ij} z_j^i \). When substituted back into the first two rows we get for each 3D-to-2D correspondence

\[
\sum_{j=1}^{3} a_{ij} f_u x_j^i + a_{ij} (u_c - u_i) z_j^i = 0 , \tag{3}
\]

\[
\sum_{j=1}^{3} a_{ij} f_v y_j^i + a_{ij} (v_c - v_i) z_j^i = 0 . \tag{4}
\]

These equations can be jointly expressed for all the \( n_c \) correspondences as a linear system

\[
M x = 0 , \tag{5}
\]

where \( M \) is a \( 2n_c \times 3n_v \) matrix, made of the known coefficients of Eqs. 3 and 4.

As observed by [15] the matrix \( M \) is rank deficient even for a large number of correspondences \( n_c \), that is, a solution \( x \) yielding a correct reprojection is not guaranteed to have a correct 3D shape. Fig. 2(a) illustrates this. One consequence of this is that matrix \( M \) has a large number of eigenvalues close to zero, as seen in Fig. 2(b). Therefore, additional constraints have to be introduced to reduce these ambiguities. This can be done by introducing deformation modes and representing the surface as a linear combination of \( n_m << n_v \) basis shapes, which can be written as

\[
x = x_0 + \sum_{i=1}^{n_m} \alpha_i q_i = x_0 + Q \alpha , \tag{6}
\]

where \( \alpha = [\alpha_1, \ldots, \alpha_{n_m}]^T \) are the unknown weights of the basis shapes we want to recover. If we introduce this expression into Eq. 5, the linear system becomes

\[
[M \quad M x_0] \begin{bmatrix} \alpha \\ 1 \end{bmatrix} = 0 . \tag{7}
\]

A standard way of computing the deformation modes is to apply Principal Component Analysis to a large set of training shapes, and hence, each basis shape \( q_i \) is associated to a prior standard deviation value \( \sigma_i \). We use this prior as a regularization term on the weights \( \alpha \) by minimizing \( S \alpha \), where \( S \) is an \( n_m \times n_m \) diagonal matrix with elements \((\sigma_i)^{-1} \). The shape is then obtained by solving

\[
\tilde{M} \begin{bmatrix} \alpha \\ 1 \end{bmatrix} = \begin{bmatrix} M Q \quad M x_0 \end{bmatrix} \begin{bmatrix} \alpha \\ 1 \end{bmatrix} = 0 \tag{8}
\]

in the least-squares sense. Note from Fig. 2(b) that this linear system has much fewer eigenvalues that are close to zero than the original one.

The solution of Eq. 8 belongs to the null space of \( \tilde{M} \). We take it to be

\[
\begin{bmatrix} \alpha \\ 1 \end{bmatrix} = \sum_{i=1}^{N} \beta_i m_i , \tag{9}
\]

where \( m_i \) are the right-singular vectors of \( \tilde{M} \) corresponding to its \( N \) smallest singular values. Picking the correct value for \( N \) is non-trivial since it amounts to deciding which of the singular values are small enough to be considered as being effectively zero. This is illustrated by Fig.2(c), where the number of small eigenvalues is around 10 and it is difficult to decide on an exact number. In practice, we run the algorithm for all \( N \leq N_{\text{max}} \), where \( N_{\text{max}} \) is intentionally too large, and retain the result that yields the smallest average reprojection error. In all experimental results presented in this paper, we use \( N_{\text{max}} = 15 \). As will be discussed below, we chose the \( \beta_i \) by solving a set of cubic equations in closed form. And, since this is only a fraction of the overall computation, performing it several times only represents a small computational overhead.

3.3. Cubic Shading Constraints

Solving our shape reconstruction problem therefore amounts to picking the right \( \beta_i \) coefficients for the linear
combination of Eq. 9. In [16], this was done by choosing them so as to preserve the length of the mesh edges, which precludes the accurate modeling of a stretchable surface. Here, we remove this limitation by replacing length constraints by shading ones.

Let us first consider a single facet \( f \) with vertices \( \{ \mathbf{v}_i = [x_i, y_i, z_i]^T \}_{i=1,2,3} \) lit by a distant point light source, with unit direction \( \mathbf{L} = [l_x, l_y, l_z]^T \) and intensity \( L \). Let \( I \) be the observed intensity at a facet point of albedo \( \rho \). Assuming a Lambertian reflectance model, we have

\[
I = \rho L (1 \cdot \mathbf{n}) ,
\]

where \( \mathbf{n} \) is the facet normal. In the following, we show that Eq. 10 can be written as a cubic equation in the unknowns \( \beta_i, L, l_x, l_y, l_z \). Since we can write such a constraint for each of our \( n_c \) correspondences, this yields a system of \( n_c \) cubic equations that we can solve using linearization.

### 3.3.1 Quadratic Representation of the Normal Vector

Let \( \mathbf{v}_{12} = \mathbf{v}_1 - \mathbf{v}_2 \) and \( \mathbf{v}_{13} = \mathbf{v}_1 - \mathbf{v}_3 \). The facet normal \( \mathbf{n} \) can be computed as

\[
\mathbf{n} = \frac{\mathbf{v}_{12} \times \mathbf{v}_{13}}{||\mathbf{v}_{12} \times \mathbf{v}_{13}||} = \frac{1}{2 \text{Area}(f)} [\tilde{n}_x, \tilde{n}_y, \tilde{n}_z]^T
\]

where \( \text{Area}(f) \) is the area of the triangular facet \( f \) and

\[
\begin{align*}
\tilde{n}_x &= y_2 z_3 - y_3 z_2 - y_1 z_3 + z_2 y_3 + z_3 y_1 + z_1 y_3 , \\
\tilde{n}_y &= z_2 x_3 - z_3 x_2 - z_1 x_3 + x_2 z_3 + x_3 z_1 + x_1 z_3 , \\
\tilde{n}_z &= x_2 y_3 - x_3 y_2 - x_1 y_3 + y_2 x_3 + y_3 x_1 + y_1 x_3 . 
\end{align*}
\]

The system of Eq. 12 is quadratic in the vertex coordinates, and therefore also in the \( \beta_i \). More specifically, from Eq. 9 we can write \( \alpha_i = \sum_{j=1}^{n_m} \beta_j \mathbf{m}_j[i] \), where \( \mathbf{m}_j[i] \) is the \( i \)-th element of the vector \( \mathbf{m}_j \). From Eq. 6 we then have

\[
\mathbf{x} = \mathbf{x}_0 + \sum_{i=1}^{n_m} \sum_{j=1}^{N} \beta_j \mathbf{m}_j[i] \mathbf{q}_i ,
\]

which lets us write

\[
\tilde{n}_k = \gamma_0[k] + \sum_{i=1}^{N} \gamma_i[k] \beta_i + \sum_{i=1}^{N} \sum_{j=i}^{N} \gamma_{ij}[k] \beta_i \beta_j
\]

\[
= (\gamma_{dir,k})^T \cdot \begin{bmatrix} \beta \\ 1 \end{bmatrix} ,
\]

where \( k = \{x, y, z\} \) and the coefficients \( \gamma_i[k] \) and \( \gamma_{ij}[k] \) are generated by arranging the appropriate components of the vectors \( \mathbf{x}_0, \{ \mathbf{q}_i \}_{i=1,...,n_m} \) and \( \{ \mathbf{m}_j \}_{j=1,...,N} \), all of which are known. In the right part of Eq. 14, \( \tilde{n}_k \) is written as the dot product of two vectors, \( \gamma_{dir,k} \) which is made of known coefficients and

\[
\beta = [\beta_1, ..., \beta_N, \beta_1 \beta_1, ..., \beta_1 \beta_N, \beta_2 \beta_2, ..., \beta_2 \beta_N, ..., \beta_N \beta_N]^T
\]

which contains the unknown. In other words, the numerator of Eq. 11 can be written as quadratic polynomials in the \( \beta_i \). By contrast, exactly computing the denominator would require evaluating square roots of 4-degree polynomials in the \( \beta_i \) coefficients, which would make it impossible to solve the resulting system of equations by simple linearization. We overcome this difficulty by replacing the exact value of \( ||\mathbf{v}_{12} \times \mathbf{v}_{13}|| \) by an approximate one that depends on the fact that individual triangles have one 90 degree angle. This allows us to replace Eq. 11 by a pair of equations expressed in terms of a quadratic polynomial in the \( \beta_i \)'s, as follows.

Without loss of generality, let us number the vertices of the facet as \( \mathbf{v}_1, \mathbf{v}_2 \) and \( \mathbf{v}_3 \), with \( \mathbf{v}_1 \) being at the 90 degree angle. We therefore have

\[
||\mathbf{v}_{12}||^2 + ||\mathbf{v}_{13}||^2 = ||\mathbf{v}_{23}||^2 .
\]

Each \( ||\mathbf{v}_{ij}||^2 \) is quadratic in terms of the vertex coordinates, and, given Eq. 13, also in the \( \beta_i \)'s. Using the same notation as in Eq. 14, constraining the angle of a single facet to be 90 degrees can be written as

\[
(\gamma_{right})^T \cdot \begin{bmatrix} \beta \\ 1 \end{bmatrix} = 0 ,
\]

where \( \gamma_{right} \) is again computed by arranging specific elements of the known vectors \( \mathbf{x}_0, \{ \mathbf{q}_i \}_{i=1,...,n_m} \) and \( \{ \mathbf{m}_j \}_{j=1,...,N} \), according to the quadratic monomials generated when expanding the terms \( ||\mathbf{v}_{ij}||^2 \).

Furthermore, the facet area of a right triangle is given by

\[
\text{Area}(f) = \frac{||\mathbf{v}_{12}|| \cdot ||\mathbf{v}_{13}||}{2} .
\]

Since directly using this would yield polynomials of degree higher than 2, we approximate it by

\[
\text{Area}(f) \approx \frac{1}{2} \left( \frac{||\mathbf{v}_{12}||^2}{2} + \frac{||\mathbf{v}_{13}||^2}{2} \right)
= (\gamma_{area})^T \cdot \begin{bmatrix} \beta \\ 1 \end{bmatrix} ,
\]
where $\gamma_{area}$ is known and computed as we did before for $\gamma_{dir,k}$ and $\gamma_{right}$. Fig. 3(left) illustrates the meaning of this approximation: The area of the right triangle is approximated as the mean area of two isosceles right triangles, one having two equal sides of length $||v_{12}||$ and the other two equal sides of length $||v_{13}||$. Note that we could use the same approximation for hexagonal meshes because equilateral triangles may be split into two isosceles right triangles. Fig. 3(right) shows the error produced by this approximation as a function of the ratio $||v_{12}||/||v_{13}||$. Note that this approximation is poorer if the stretching is produced just along one direction. For instance, as observed in the figure if one side is stretched to twice its initial length and the length of the other remains constant, the error of the approximated area will be around 20%. By contrast, if both sides are stretched more or less equally, the estimation error will be negligible. In Section 4 we will validate our approximation on experimental data and we will see that it is in fact very appropriate.

In short, imposing the constraints derived in Eqs. 14, 17, and 19 forces the normal of a facet to be of unit norm.

### 3.3.2 Integrating Lighting Unknowns

We are now in a position to integrate the expressions derived above for unit normals into the shading constraint of Eq. 10. Let $\mathbf{I} = [L_x, L_y, L_z]^T$ be the lighting unknowns and $\mathbf{I} = 2I/\rho$. Eq. 10 can be re-written as

$$\text{Area}(f) \mathbf{I} = (\mathbf{L_x} \cdot \mathbf{n_x}, \mathbf{n_y}, \mathbf{n_z})^T$$

where $\mathbf{L_x} = [\beta, L_x, L_y, L_z]$, $\mathbf{n_x}$, $\mathbf{n_y}$, and $\mathbf{n_z}$ are the normal vectors of the facets, $\mathbf{L_y}$, and $\mathbf{L_z}$ are directly retrieved from the elements of $\mathbf{b}$ which were originally linear. The light intensity and direction are respectively computed as $L = ||[L_x, L_y, L_z]||$ and $\mathbf{I} = [L_x, L_y, L_z]/L$.

### 4. Results

In this section, we use both synthetic and real data to show that we can correctly retrieval the 3D shape of both inelastic and stretchable surfaces, which is in contrast to earlier techniques.

In all our experiments, we used the same deformation modes, automatically generated by performing Principal Component Analysis on a database of synthetically deformed meshes. The only parameters that change from one experiment to the next are the mesh sizes.
4.1. Results on synthetic data

We synthesized a 120-frame sequence of a deforming 3D mesh with 14×14 vertices. Its initial configuration was a 100×100mm rectangle, which we used as a reference and progressively deformed according to a sinusoidal wave with translating phase and increasing amplitude, as shown in Fig. 4. Note that surface stretching increases with wave amplitude and that the area in the last frame is about twice that in the reference frame.

We then synthetically produced 100 random 3D-to-2D correspondences per frame, in a 640×480 image acquired using a virtual camera with focal length $f_u=f_v=800$ and principal point at $(u_c,v_c)=(320,240)$. A Gaussian noise with a 5 pixels standard deviation was added to the 2D point coordinates. We also computed the intensity of each image point assuming a Lambertian reflectance model and illuminating the surface using the lighting environment map of Fig. 5(left), which was made of 90 point light sources of different intensities distributed on the upper hemisphere. The effects of the cast and attached shadows were considered when computing the intensity to show that our approach can tolerate light sources that are not true point light sources.

The experiment was repeated 60 times per frame. Each time, we computed the 3D shape using [16], our method as described in Section 3, and a variant in which we use the correct value for the facet area $\text{Area}(f)$ in Eq. 19, known for synthetic data. The purpose of introducing this variant is to gauge the error resulting from replacing the true value of $\text{Area}(f)$ by its approximation, as discussed in Section 3.3.1. The graph of Fig. 4(left) summarizes the results of these experiments. We plot the mean reconstruction error as a function of the surface extension, which is the ratio between the true area of the surfaces and the area of the initial planar mesh. Observe that our method clearly outperforms [16], especially for large amounts of stretching. Furthermore, the difference in reconstruction error between the method using the true area, and our actual implementation is almost negligible. Fig. 4(right), shows a few frames with the ground truth meshes in black and the mesh reconstructed with one of the three methods in blue to help the reader to visualize what these error numbers truly represent.

However, as shown in Fig. 5, using the approximate facet areas instead of the true ones, has a more significant impact on the recovered lighting parameters. This was to be expected since object pose—and hence reconstruction errors—are always less affected by changes in the direction of the facets normal. In any case, the lighting parameters we estimate give a clear idea of what is the mean direction of the light sources and their total intensity. Fig. 5(center) plots the error in the estimation of the light intensity as a function of the percentage of occluded light sources not seen by the facets. Of course, the error increases with the amount of occlusion. Fig. 5(right) plots the error produced when estimating the light direction, which is in all the situations smaller than 25 degrees. This value is relatively small, especially if we consider that even for the most deformed shape, a change of 25 degrees in the elevation angle of the environment map only produces a 2% change in the mean image intensity.

4.2. Results on real data

We also show results on two real sequences, one involving bending an inelastic sheet of paper and the other stretching a hair ribbon. The images were acquired with a Basler A601f firewire camera, that was geometrically calibrated, and whose radiometric response was linearized. To establish the 3D-to-2D correspondences we followed a similar strategy as in [16]: starting from the SIFT [9] matches between a reference frame and the input image, the surface was detected in 2D. This 2D detection was then used to compute dense correspondences based on normalized cross-correlation in very small regions. To facilitate registration, we use a reference image in which the surface was planar and seen under diffuse lighting, so that image intensity could be directly used to estimate albedo. To obtain reliable intensity estimates in both reference and input images, we took it to be the mean over small image patches.
In the 120-frame video sequence depicted by Figure 6, we show that our method can be successfully applied to detect an inelastic deformable surface. Note that the light source is a window located behind the camera, and therefore an extended one as opposed to a point light source. The top row depicts the recovered $19 \times 19$ meshes overlaid on the original frames. In the middle row, the computed meshes are seen from a different viewpoint. For each frame the mean direction of the light sources computed in all the previous frames is also shown as a random color line. Note that all the estimated directions form a cone with a relatively small apex angle, meaning that more or less the same light direction is retrieved in all the frames even though the computation is performed completely independently in all frames. This direction is roughly correct because it coincides with the window direction from where the light comes. The last row of Fig. 6 shows a synthetically generated textured view. In Fig. 8, we plot the estimated
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