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Existing Solutions
Manual Image
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Existing Solutions
Manual Image

Adobe KulerX X

cssdrive.com X

pictaculous.com X

IPT, [Meier et al, 04]X
9



Palettes and Keywords
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Palettes and Keywords
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Our proposition:

• No vocabulary restrictions, including foreign languages.

• Keywords, sentences, paragraphs, books, etc.
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1. Vocabulary

2. Semantic Framework

3. Psychophysical Evaluation
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Vocabulary
• Need: Long list of frequently used words.

• Solution: Google N-grams
butterfly      1997      24,903
butterfly      1998      24,030
...

• Count all words from last 20 years.

• Keep 100,000 most frequent words.

• Last three: bayswater, turbidite, trabalho.
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Image Database

• Download 60 images per word using Google:
6 million images.

• Assume sRGB encoding.

• Convert to HSV (hue templates).
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Semantic Framework
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Semantic Framework
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GuinnessErdinger Leffe
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Statistical Test
sorted list

rank index 61 2 43 5 7 9 10 12118
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80 9082736433 47 5150 62 72 75

ranksum T = 8+10+11+12 = 41



Statistical Test
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Mann-Whitney-Wilcoxon ranksum test

cardinalities
of both sets

[F.  Wilcoxon, Individual comparisons by ranking 
methods, Biometrics Bulletin, 1(6):80–83, 1945]

�2
T =

n1n2(n1 + n2 + 1)

12
µT =

n1(n1 + n2 + 1)

2

n1 = 4
n2 = 8

sorted list

rank index 61 2 43 5 7 9 10 12118

80 9082736433 47 5150 62 72 75

ranksum T = 8+10+11+12 = 41

z =
T � µT

�T
=

41� 26

5.88
⇡ 2.55



Statistical Test

19

 Guinness images have significantly more dark pixels.z > 0

Mann-Whitney-Wilcoxon ranksum test

cardinalities
of both sets

�2
T =

n1n2(n1 + n2 + 1)

12
µT =

n1(n1 + n2 + 1)

2

n1 = 4
n2 = 8

sorted list

rank index 61 2 43 5 7 9 10 12118

80 9082736433 47 5150 62 72 75

ranksum T = 8+10+11+12 = 41

z =
T � µT

�T
=

41� 26

5.88
⇡ 2.55



Statistical Test

20

Mann-Whitney-Wilcoxon ranksum test

Guinness

Erdinger z =
T � µT

�T
=

13� 26

5.88
⇡ �2.21

sorted list

rank index 61 2 43 5 7 9 10 12118

80 9082736433 47 5150 62 72 75

ranksum T = 8+10+11+12 = 41
T = 1+2+4+6 = 13

z =
T � µT

�T
=

41� 26

5.88
⇡ 2.55



Statistical Test
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sorted list

rank index 61 2 43 5 7 9 10 12118

80 9082736433 47 5150 62 72 75

ranksum T = 8+10+11+12 = 41
T = 1+2+4+6 = 13

• Only one sort operation.

• An additional keyword is just one sum.

• Scalability to large vocabularies.



Significance Distribution

histogram slice, v=const

HSV histogram with 163 bins.
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Place 5 colors 
that maximize a palette’s 
significance score
and satisfy a hue template:

Palette Optimization
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s(cn) =
X

c2HSV

z(c) · max

n=1...5

⇥
exp{(c� cn)

2/�2}
⇤

s(cn) =
X

c2HSV

z(c) · max

n=1...5

⇥
exp{(c� cn)

2/�2}
⇤

cn,n = 1 . . . 5

cn 2 P = { }

z



Hue Templates

h s-0.3 v+0.05
h s v+0.3
h s v
h s-0.3 v+0.3
h s v-0.2

h s-0.1 v+0.3
h s+0.1 v-0.2
h s v

h+0.5 s+0.2 v-0.2
h+0.5 s v

h-2α s+0.05 v+0.1
h-α s+0.05 v+0.05
h s v

h+α s+0.05 v+0.05
h+2α s+0.05 v+0.1

h+0.33 s-0.1 v
h s+0.1 v-0.3
h s v

h+0.66 s+0.2 v-0.2
h+0.66 s v+0.3

24 inspired from Adobe Kuler
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cherry

are the default. In order to create a color palette, we have to select
5 colors that are a good representation of a word and its underly-
ing distribution in HSV space. We thus need a score that is high
if the palette’s colors are placed in areas of high significance.

Let c = [hsv]′ be a color triplet in HSV space and cn,n ∈
{1 . . .5} the 5 colors of a palette. We then define the score s of a
palette given a distribution z(c) as:

s(cn) = ∑
c∈HSV

z(c) · max
n=1...5

[
exp{(c−cn)

2/σ2}
]

(1)

The max operator assures that it is not optimal to place all palette
colors at the same location of maximum significance and enforces
a certain spread. The sum operator integrates over the complete
color space. We experimentally set σ = 0.1, but did not experi-
ence it to be a very sensitive parameter.

The score has to be optimized under the constraint that the
palette’s colors fulfill a given hue template. The optimal colors
CP and their score SP for a given palette P ∈ { , , , } are:

CP = argmax
cn∈P

s(cn) SP = max
cn∈P

s(cn) (2)

Just as in Adobe Kuler, we add offsets to the color’s s and v
values in order to create some diversity. The hue templates are de-
fined according to Table 1. All templates have the same 3 degrees
of freedom, which are h, s, and v, respectively. The template
has an additional parameter α , which is the angle between the 5
equidistantly spread hue angles.

h s−0.3 v+0.05 h s−0.1 v+0.3
h s v+0.3 h s+0.1 v−0.2
h s v h s v
h s−0.3 v+0.3 h+0.5 s+0.2 v−0.2
h s v−0.2 h+0.5 s v

h−2α s+0.05 v+0.1 h+0.33 s−0.1 v
h−α s+0.05 v+0.05 h s+0.1 v−0.3
h s v h s v
h+α s+0.05 v+0.05 h+0.66 s+0.1 v−0.2
h+2α s+0.05 v+0.1 h+0.66 s v+0.3

Table 1. Definitions of the four hue templates in HSV color
space. Similar to Adobe Kuler the s and v values have offsets
to increase diversity. Hue angles wrap around the boundaries
of the interval [0 1].

We search the entire parameter space in order to find the
globally best palette. In the current implementation we limit the
optimization to 8 quantized values per parameter to reduce the
computation time to approximately 0.5 seconds per palette. We
did not observe any visible quantization artefacts during our ex-
periments, but if necessary the optimization can be refined at the
expense of computation time or a more elaborate optimization
strategy can be implemented.

Figure 3 shows example palettes for the word cherry. The
score SP and the palette template P are indicated to the left of
the palette. The highest score is achieved for the template

with different shades of cherry red. The following templates add
leave green and sky blue colors, respectively. The lowest score
is achieved for the template, because cherry does have a nar-
row peak along the hue axis, which penalizes a spread along this
dimension.

15.03

9.66

8.08

7.23

cherry

Figure 3. All extracted palettes for cherry. The score SP and the hue tem-
plate P are indictaed to the left of each palette.

If no specific template is desired by the user, all options
can be created and the one with the absolut highest score can be
returned. Figure 4 shows some example palettes for the words
grass , plum , and love , respectively.

9.49

18.86

10.55

Figure 4. Example palettes extracted with our automatic framework. The
input words are from top to bottom: grass, plum, and love, respectively. The
score SP and the hue template P are indictaed to the left of each palette.

Palette Extraction from Text
Instead of a single word we can also extract palettes from

an entire text. In this case we compute a weighted average of the
significance distributions of all words in the text, where the weight
for each word corresponds to its relative frequency. If a text has
a dominant topic that is represented with enough words, the final
distribution is dominated by the respective words’ distributions.
All other words add up to a constant noise floor.

To demonstrate this use case we extract color palettes for the
two introduction sections of the Wikipedia articles for winter and

15.03

9.66

8.08

7.23

26

pa
le

tt
e 

ra
nk

in
g



Palettes from Text
Winter (/ˈwɪntər/ win-tər) is the coldest 
season of the year in temperate climates, 
between autumn and spring. It is caused [...]

http://en.wikipedia.org/wiki/Winter
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http://en.wikipedia.org/wiki/Help:IPA_for_English
http://en.wikipedia.org/wiki/Help:IPA_for_English
http://en.wikipedia.org/wiki/Help:IPA_for_English#Key
http://en.wikipedia.org/wiki/Help:IPA_for_English#Key
http://en.wikipedia.org/wiki/Help:IPA_for_English
http://en.wikipedia.org/wiki/Help:IPA_for_English
http://en.wikipedia.org/wiki/Wikipedia:Pronunciation_respelling_key
http://en.wikipedia.org/wiki/Wikipedia:Pronunciation_respelling_key
http://en.wikipedia.org/wiki/Temperate_climate
http://en.wikipedia.org/wiki/Temperate_climate
http://en.wikipedia.org/wiki/Winter
http://en.wikipedia.org/wiki/Winter


Palettes from Text
A swamp is a wetland that is forested.[1] Many 
swamps occur along large rivers, where they 
are critically dependent upon natural water [...]

http://en.wikipedia.org/wiki/Swamp
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Palettes from Text
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Psychophysical Evaluation

1. How do we compare w.r.t.  Adobe Kuler?

2. Is the palette’s significance score a 
reasonable rank order estimate?

30



• 30 words: bahamas, beach, carrot, cherry, 
cold, desert, dirt, dolphin, grass, green, jungle, 
lime, lion, love, nature, night, orange, plum, 
purple, raspberry, ski, sky, snow, sunset, tan, 
tree, warm, wildlife, wine, and winter.
Keywords cover a large gamut.

Palette Preparation

• 3 palettes per kewyord with highest 
significance score.

• Query Adobe Kuler with keyword and take 
palette that best matches each hue template.
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Experiment Setup
• Web-based, 25 observers.

• “Please rank the color palettes according to 
how well they match the given keyword.”
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Comparison to Adobe Kuler

• Automatic method is euqally good as 
Adobe Kuler.
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Ranking

• The significance score is a reasonable rank 
order estimate.

1 vicinal swapA C B A B C

2 vicinal swapsB C A A B C

3 vicinal swapsC B A A B C
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relative frequency in percent
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Conclusions

• 100,000 words and 6 Million images.

• Statistical test to link words with colors.

• Automatic creation of palettes from words and text.

• Equally good as Adobe Kuler.

• Significance score as rank order estimate.

• Fully automatic set-up and operation.
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