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Abstract
Pressurized pipe networks used for fresh-water distribution can take advantage of recent advances in sensing technologies and data-interpretation to evaluate their performance. In this paper, a leak-detection and a sensor placement methodology are proposed based on leak-scenario falsification. The approach includes modeling and measurement uncertainties during the leak detection process. The performance of the methodology proposed is tested on a full-scale water distribution network using simulated data. Findings indicate that when monitoring the flow velocity for 14 pipes over the entire network (295 pipes) leaks are circumscribed within a few potential locations. The case-study shows that a good detectability is expected for leaks of 50 L/min or more. A study of measurement configurations shows that smaller leak levels could also be detected if additional pipes are instrumented.
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1. Introduction
The quantity of fresh water lost due to leaks in water supply networks may reach up to 50% of the input in cases of insufficient maintenance [23, 26]. Leaks involve not only costs; they may also pose a threat to the environment and human health [7, 30]. For these reasons, current research aims to extend the usefulness of computer-aided diagnosis techniques for the detection of leaks in pressurized pipe networks.

Current computer-aided leak-detection techniques can be divided into two categories: external and internal leak detection systems [1]. Since the 1990’s acoustic logging has become the most widely used external detection method [27, 29]. Either vibration sensors or hydrophones are fixed to the pipes to record ambient noise. Leaks are detected when the signal deviates from the normal recordings. Even through these techniques are able to detect small leaks, they usually require a large number of sensors spread over the entire network.

Other external methods such as ground penetrating radar have received an increasing interest in recent years [12, 19]. This non-destructive approach provides cross sectional...
profiles of the soil around pipes in order to detect water leakage. However, its application is time consuming and not suited to large urban areas. Other liquid detection methods use sensing cables buried beside pipes to detect impedance changes when soil gets saturated with fluid [18]. Cables are connected to a central processing system where the data is collected and interpreted. Although accurate, this system has the disadvantage of being invasive.

The second category of leak-detection methods gathers techniques that use continuously monitored data (usually water velocity or pressure) to infer the position of leaks using models. These techniques are referred to as internal or inferential methods. One of the first methods was introduced by Ligget and Chen [24] and have since been derived in a number of techniques [8, 9, 13, 14, 22, 28, 33]. These methods are able to take advantage of the interconnectivity of networks to reduce the number of sensors required.

In the field of model-based data interpretation, several approaches are calibrating model parameters (e.g. the leak location) by minimizing the discrepancy between predictions and measurements [20, 25]. These approaches are known for their poor predictive capability in case where models contain simplifications compared with the real systems [2, 3, 5]. Approaches such as GLUE [3, 4] and error-domain model falsification [15–17] may be used to identify parameter values such as leak locations using models without having to define completely the error structure associated with model predictions. The error-domain model falsification approach was developed in the field of structural identification. The central idea is to falsify model instances (parameter sets) for which the difference between predictions and measurements are larger than the maximal plausible error. Maximal plausible errors are determined through combining modelling and measurement uncertainties.

This paper builds on the error-domain model falsification methodology to provide a leak detection methodology for pressurised pipe networks. The main objective is to investigate the viability of a detection system at the scale of a city through quantifying the relationship between the number of sensors used and the expected leak-detection performance. Section 2 describes the data-interpretation approach and Section 3 presents a case-study where the leak detection capability is studied using a full-scale water distribution network located in Lausanne, Switzerland. Finally, a discussion of results is provided in Section 4.

2. Methodology

In the context of leak detection, the hypothesis tested is that a leak is occurring at a specific location in the network. Such hypothesis is parametrized in the model of the system as a leak scenario. A leak scenario is falsified if the differences between predicted and measured flow velocities in the network are larger than the maximal plausible error, for any measurement location.

Prior to measurement, choices have to be made regarding where to place sensors on the network to most efficiently detect leaks. These decisions are founded on a systematic methodology using simulated measurements. The next subsections describe the system variables (§2.1), provide details on how to falsify leak scenarios (§2.2), and shows how to generate simulated measurements to design optimized measurement systems (§2.3).

2.1. Description of the system variables

When the right values for a vector of model parameters \( \theta^* = [\theta^*_1, \ldots, \theta^*_\text{max}] \) are known, the predictions returned by a model \( g(\theta^*) \) corresponds to the real quantity \( Q \)
plus a modeling error $\epsilon_{\text{model}}$. The same happens with observations where a measurement $y$ represents the real quantity $Q$ plus a measurement error $\epsilon_{\text{measure}}$. This relation is expressed in Equation 1.

$$g(\theta^*) - \epsilon_{\text{model}} = Q = y - \epsilon_{\text{measure}} \quad (1)$$

By reorganizing terms of Equation 1, the residual of the difference between a model prediction and a measurement is equal to the difference of model and measurement errors. This relation is expressed in Equation 2.

$$g(\theta^*) - y = \epsilon_{\text{model}} - \epsilon_{\text{measure}} \quad (2)$$

The real value for an error $\epsilon$ cannot be exactly known. Instead, the probability of error values can be described by a random variable $U$ having a probability distribution function (pdf), $f_U(\epsilon)$. $U_{c,i}$ is a random variable representing the combined uncertainty obtained by computing the difference between modeling and measurement uncertainty sources for a comparison point where predictions and measurements are available $i \in \{1, \ldots, p_{\text{rec}}\}$. In the case of pressurized pipe networks, the quantities compared are the fluid velocities in pipes recorded and predicted for $p_{\text{rec}}$ locations, where $p_{\text{rec}}$ is smaller or equal to the total number of pipes $p_{\text{max}}$. The combined uncertainty represents the expected residual of the difference between predicted and measured values. Techniques available to combine uncertainties are presented in ISO guidelines [21]. Leak scenarios are considered as plausible if the residual outcomes are included in the intervals $[T_{\text{low},i}, T_{\text{high},i}]$. These threshold bounds define the shortest intervals including a target probability $\phi \in [0, 1]$ for the domain $T$ (see Equation 3).

$$T = [T_{\text{low},1}, T_{\text{high},1}] \times [T_{\text{low},2}, T_{\text{high},2}] \times \cdots \times [T_{\text{low},p_{\text{rec}}}, T_{\text{high},p_{\text{rec}}}] \subseteq \mathbb{R}^{p_{\text{rec}}} \quad (3)$$

Also, threshold bounds can be conservatively set to be the shortest intervals $[T_{\text{low},i}, T_{\text{high},i}]$ including a target probability $\phi^{1/p_{\text{rec}}}$ as presented in Equation 4.

$$\left\{ T_{\text{low},i}, T_{\text{high},i} : \phi^{1/p_{\text{rec}}} = \int_{T_{\text{low},i}}^{T_{\text{high},i}} f_{U_{c,i}}(\epsilon_{c,i}) d\epsilon_{c,i} \right\} \forall i \in \{1, \ldots, p_{\text{rec}}\} \quad (4)$$

This methodology employs the Sidák correction [32] where the realizations of random variables $U_{c,i}$ have a probability larger or equal to $\phi$ of simultaneously lying within threshold bounds (see Equation 5). It ensures that the methodology do not wrongly discard a leak scenario with a probability larger or equal to $1 - \phi$. This has been shown to be feasible without requiring the definition of uncertainty dependencies defining the error structure between several comparison points [16].

$$P(\cap_{i=1}^{p_{\text{rec}}} T_{\text{low},i} \leq U_{c,i} \leq T_{\text{high},i}) \geq \phi \quad (5)$$

### 2.2. Leak-scenario falsification

In the following section, $g_i(\theta)$ represents the model of the network where $i \in \{1, \ldots, p_{\text{rec}}\}$ corresponds to the pipe number where flow velocity predictions $v_i$ are extracted from the model. $\theta = [\theta_1, \ldots, \theta_{n_{\text{max}}}]$ is a vector containing leak flows for each node location where leak scenarios are simulated and $n_{\text{max}}$ is the number of nodes in the network. An illustrative example of a network is presented in Figure 1. Here, there are $p_{\text{rec}} \leq 7$ possible measurement locations and $n_{\text{max}} = 6$ possible leak scenarios, considering that leaks occur at one location at the time.
Leak scenarios are generated by simulating a demand of $\theta_j = C \text{ L/min}$ at a node $j \in \{1, \ldots, n_{\text{max}}\}$, when the demand at all other nodes is set to 0, $\forall k \in \{1, \ldots, n_{\text{max}}\} \setminus \{j\} : \theta_k = 0$. A leak scenario ($\theta_j \neq 0$) is falsified if the residual of the differences between predicted and measured values is outside threshold bounds for any comparison point $i \in \{1, \ldots, p_{\text{rec}}\}$. This corresponds to the situation where Equation 6 is not satisfied.

$$\forall i \in \{1, \ldots, p_{\text{rec}}\} : T_{\text{low},i} \leq g_i(\theta) - y_i \leq T_{\text{high},i}$$

(6)

Leak scenario falsification is schematically presented in Figure 2, where flow velocity measurements are compared with a database containing $p_{\text{rec}}$ flow velocity predictions computed for $n_{\text{max}}$ simulated leak scenarios. Based on the model and measurement uncertainties, unlikely leak scenarios are falsified leading to a set containing $CL \in \{1, \ldots, n_{\text{max}}\}$ candidate leak-scenarios.

2.3. Measurement system design and simulated measurement

In order to analyze the efficiency of measurement systems, simulated measurements are used to quantify the number of candidate leak-scenarios that are expected to be identified. When a leak is simulated at a node $j$ ($\theta_j \neq 0$), the variation of flow velocity simulated in each pipe due to this leak is stored in a vector $v_{\theta_j}$ of length $p_{\text{rec}}$. $p_{\text{rec}}$ is the number of pipes where predictions and measurements are compared.

Based on Equation 1, a vector $y_{c}$ containing simulated measurements is defined as the difference between the predicted flow velocities $v_L$ for a randomly selected leak scenario and a vector $U_c = [U_{c,1}, \ldots, U_{c,p_{\text{rec}}}]^T$ containing realizations of the random variables that correspond to the combined uncertainty for each comparison point. This is presented in Equation 7, where $L$ is a discrete uniform random variable defined between 1 and $n_{\text{max}}$.

$$y_{\text{sim}} = v_L - U_c$$

(7)

Each instance of simulated measurements $y_{\text{sim}}$ is used to emulate the falsification of unlikely leak scenarios according to the methodology presented in §2.2. Each time simulated measurement instances are generated, the number of candidate leak-scenarios $CL$ that remains non-falsified is stored in a vector $\Upsilon_{CL}$. Also, the radius $RD$ including all candidate leak-scenarios is stored in the vector $\Upsilon_{RD}$. After evaluating $\Upsilon_{CL}$ and $\Upsilon_{RD}$ for several instances of simulated measurements (usually several hundreds), the
number of expected candidate leak-scenarios and the expected radius including them are represented by empirical cumulative distribution functions (cdfs) $F_{Υ_{CL}}(CL)$ and $F_{Υ_{RD}}(RD)$. These cdfs represent, for a given measurement system, the probability of obtaining a maximal number of candidate leak-scenarios and a maximal radius including all leaks. The metric used to quantify the performance of a flow velocity sensor configuration is the inverse cdf of $Υ_{CL}$ determined for a probability $φ_F$. $F_{Υ_{CL}}^{-1}(φ_F)$. In the example of cdf presented in Figure 3 there is a probability $φ_F = 0.95$ or obtaining a candidate leak-scenarios set containing less than 40% of the initial number of scenarios; $F_{Υ_{CL}}^{-1}(0.95) = 40\%$. Examples better and worse expected identifiability are also presented.

For practical applications, it is not possible to test all combinations of sensors. Therefore, optimization algorithms are necessary to reach an acceptable performance while testing a limited number of sensor configurations. For this study, an inverse greedy algorithm [17] is used to find an optimized population of sensor configurations. The optimization method starts by computing the expected number of candidate leak-scenario $F_{Υ_{CL}}^{-1}(φ_F)$ obtained for the measurement configuration using all $N = p_{rec}$ sensors. After, it iteratively tests each possible combination of $N - 1$ sensors to find the set of sensors leading to the lowest number of candidate leak-scenarios. This iterative process is repeated until a single sensor location is left. This algorithm provides a front of optimized sensor configurations in less than $p_{max}^2/2$ iterations.

The output of the optimization provides multiple solutions having optimized performance and numbers of sensors. Figure 4 illustrates the type of relationship obtained between the number of sensors used and the number of expected candidate leak-scenarios.

Figure 3: Example of cumulative distribution function $F_{\Upsilon_{CL}}(CL)$ representing the probability of obtaining a maximal candidate leak-scenario set size. In this example, there is a probability of 0.95 of identifying a set of candidate leaks containing less than 40% of the initial set of possible leaks.

$F_{\Upsilon_{CL}}^{-1}(\phi_F)$ computed for a certainty of $\phi_F$. Decision-makers may use results presented in this plot to decide which sensor configuration to use based on the performance sought and budget constraints.

Figure 4: The influence of the number of sensors used on the efficiency of locating a leak within a limited number of locations.

Figure 5 presents a flowchart summarizing the steps involved in the evaluation of sensor configuration performance. Note that this flowchart is presented so it is independent of the optimization algorithm used. In the first step, a sensor configuration is chosen. Then the maximal number of candidate leak scenarios $F_{\Upsilon_{CL}}^{-1}(\phi_F)$ is computed using 1000 instances of simulated measurements to emulate the falsification of unlikely leak scenarios. In other similar studies [16, 17] this number of simulated measurements was sufficient to obtain stable empirical cumulative distribution functions $F_{\Upsilon_{CL}}(CL)$ and $F_{\Upsilon_{RD}}(RD)$. When the empirical distribution function is not smooth or diverges significantly from a Gaussian cdf, a convergence study may be required to ensure that the number of samples taken is sufficient. If either all or a sufficient number of combinations of sensors have been tested, the algorithm stops and plots the optimal front of measurement configurations. Otherwise, additional sensor configurations are
tested. The criteria used to determine if a sufficient number of combinations of sensors have been tested depends on the optimization algorithm chosen.

3. Case-study

The methodology proposed is applied to the water distribution network of the city of Lausanne, Switzerland. This network is made of several independent sub-networks of different sizes. In this study, we focus on one of the sub-networks, shown in Figure 6. A model of this network is created using the software EPANET [31].

This network contains pumps feeding a tank located at the top right of the network. This reservoir provides water to the network made of 295 pipes and 263 junctions (nodes). Consumption varies between 50 and 250 m$^3$/h, with an average demand of 150 m$^3$/h. Leaks in the network are reported at nodes in order to avoid adding nodes in the model for the purpose of simulating leaks. This simplification does not influence the end results because this approach look for possible regions where leaks may occur rather than looking for their exact leak location. In this study, only one leak is considered at a time. Therefore, there are $n_{max} = 263$ possible leak scenarios.

To identify leaks accurately, flow is monitored when water consumption is low. If measurements are taken during high consumption hours, water demands may be too large to differentiate between what is attributed to consumption and what part of the flow is attributed to a leak.

3.1. Monitoring devices

The accuracy of commercially available ultrasonic flow-meter devices is taken to be $\pm 2\%$ of the measured flow. This study considered these devices because of their non-invasive characteristics and their relatively high accuracy. Considering that a flow sensor can be installed on each pipe, there are $P_{max} = 295$ possible sensor locations. No measurement data is employed; simulated measurements are generated (see $\S$2.3). This approach is necessary to determine good sensor configurations prior to sensor installation.

3.2. Uncertainties

There are several sources of uncertainty associated with the flow velocity model, the measurements and the water network itself. All uncertainties are represented by random variables described as follows.

Secondary-parameter uncertainties are those having a direct influence on the network flow-velocity model. In water distribution networks, common secondary-parameters uncertainties are: node elevations, pipe diameters, minor losses, roughness coefficients and water demand.

The uncertainty in the elevation of nodes is described using a Gaussian distribution with a mean value of 0 mm and standard deviation of 50 mm. Such a level of accuracy on the node position can be obtained using local non-invasive measurements such as ground penetrating radars to accurately locate pipe depth [6, 19]. Uncertainties in pipe diameters are described by a Gaussian distribution with a mean value of 0 mm and a standard deviation of 5 mm. Uncertainties in minor-loss coefficients are described by a Gaussian distribution with a mean value 1.8 and standard deviation 0.1. This value is taken from specifications found in the EPANET documentation [31]. Uncertainty in roughness coefficients is represented by a Gaussian distribution having a mean value of 1 mm and a standard deviation of 0.1 mm. Uncertainty in the water demand at each node is described using a normal distribution with a mean value of 0 and a standard deviation of 15 m$^3$/h.
Figure 5: Flowchart summarizing steps involved in the determination of the number of candidate leak-scenarios expected for a given monitoring system.
node is modeled by an exponential distribution with a mean equal to the minimal water demand on the entire network divided by 263 nodes. This distribution is chosen to represent the situation where most consumptions are low and where there are few high consumption locations. The total instantaneous minimal water demand in the network is fixed at 25 m$^3$/h. This flow demand is based on hourly averaged flow recordings made over a year on the network. The minimum hourly demand is of approximately 50 m$^3$/h. The values for hourly averaged demand is presented in Figure 7.

These uncertainty sources lead to uncertain parameters within the model of the network. Their influence on predicted flow velocities is found by propagating the uncertainties related to parameter values in the model to obtain the uncertainties associated with predicted velocities for each pipe. The sensor resolution uncertainty is taken as a uniform distribution having as lower and higher bound $\pm 2\%$ of the measured value. The uncertainty associated with model simplifications is represented by an extended uniform distribution (EUD [16]) having a lower and higher bound of $\pm 20\%$ of the predicted value and a $\beta$ factor of 0.3. The EUD represents the uncertainty of bound positions as a fraction $\beta \in [0, 1]$ of the initial interval width. Here the model uncertainty is centered on zero because of the close coupling of the system that makes the systematic bias in model prediction difficult to estimate. Additional uncertainties attributed to other minor sources are also modeled by an extended uniform distribution. The lower and
higher bounds have a value of ±1% of the predicted value and a parameter $\beta = 0.3$. For the purpose of generating simulated measurements, uncertainties are assumed to be independent due to the close coupling of the system. Table 1 presents a summary of uncertainty sources included in the analysis.

<table>
<thead>
<tr>
<th>Uncertainty source</th>
<th>Distribution type</th>
<th>Distribution parameter</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Node elevation</td>
<td>Gaussian</td>
<td>mean = 0, $\sigma = 50$</td>
<td>mm</td>
</tr>
<tr>
<td>Pipe diameter</td>
<td>Gaussian</td>
<td>mean = 0, $\sigma = 5$</td>
<td>mm</td>
</tr>
<tr>
<td>Minor loss coefficient</td>
<td>Gaussian</td>
<td>mean = 1.8, $\sigma = 0.1$</td>
<td></td>
</tr>
<tr>
<td>Pipe roughness</td>
<td>Gaussian</td>
<td>mean = 1, $\sigma = 0.1$</td>
<td>mm</td>
</tr>
<tr>
<td>Water consumption</td>
<td>Exponential</td>
<td>mean = 25</td>
<td>m$^3$/h</td>
</tr>
<tr>
<td>Sensor resolution</td>
<td>Uniform</td>
<td>±2%</td>
<td>% of the measured flow</td>
</tr>
<tr>
<td>Model simplifications</td>
<td>EUD</td>
<td>±20%, $\beta = 0.3$</td>
<td>% of the mean predicted flow</td>
</tr>
<tr>
<td>Additional uncertainties</td>
<td>EUD</td>
<td>±1%, $\beta = 0.3$</td>
<td>% of the mean predicted flow</td>
</tr>
</tbody>
</table>

3.3. Optimization of measurement-system configurations

Simulated measurements taken from potential leak scenarios are generated to design an efficient measurement-system and to test the applicability of the approach. Iteratively, a random leak scenario is chosen from the 263 possible scenarios. For the purpose of designing the monitoring system, the leak level is taken to be $C = 100$ L/min. The flow velocity predictions associated with each simulated leak scenario are transformed in simulated measurements to emulate the model falsification process. Examples of simulated measurements are presented in Figure 8, where squares represent the location of flow measurements, circles with a cross are the simulated leaks and filled circles are the candidate leak-scenarios.

For this network, it is not feasible to perform an exhaustive search to find the optimal measurement-system because more than $10^{88}$ combinations of sensors are possible. The inverse greedy algorithm [17] is used to find optimized configurations of sensors. Figure 9 presents the expected number of candidate leak scenarios $F_{\text{CL}}^{-1}(\phi_F)$ for each optimized sensor configuration found. Here, the target $\phi_F = 0.95$. In Figure 9, the vertical axis corresponds to the expected number of candidate leak scenarios and the number of sensors used is plotted on the horizontal axis.

In Figure 10, the expected radius for all leak scenarios is presented for the sensor configurations tested. The vertical axis is the expected radius within which all potential leaks are included. For both the number of candidate leak-scenarios and their radius, the expected performance increases rapidly with the number of sensors used until it reaches an asymptote. For engineering purposes, a good tradeoff between the expected performance and the number of sensors used is reached with 14 sensors. The measurement configuration is presented in Figure 11 where the 14 sensors chosen are represented by squares.

Using the optimized sensor configuration found, the expected number of leak scenarios is studied for several levels of leak flow. This expected identifiability of the monitoring system is presented in Figure 11 for leak levels of 100, 75, 50, and 25 L/min. The cumulative distribution function for each leak level is shown in Figure 12.

For high certainty levels ($\phi_F = 0.95$), the expected number of leak scenarios identified remains low for leaks under 75 L/min. For lower certainty levels ($\phi_F = 0.50$) good results are expected up to 50 L/min. The sensor placement optimization procedure is repeated for a leak level of 25 L/min to test if by increasing the number of measurements, the performance may be increased. Results are presented in Figure
Figure 8: Examples of simulated measurements for Lausanne fresh-water distribution network.

Figure 9: Relation between the expected number of candidate leak-scenarios and the number of flow measurements used.
Figure 10: Relation between the radius including all candidate leak-scenarios and the number of flow measurements used.

Figure 11: Optimized sensor configuration using 14 flow measurements.

Figure 12: Expected number of candidate leak-scenarios identified for several leak intensities.
In this case, when monitoring 100 pipes, the number of expected leak scenarios may be reduced almost by half compared with the situation where only 14 sensors are used. Therefore, efficiently locating leaks in the water distribution network for a leak of 25 L/min is feasible if a sufficient number of pipes can be instrumented.

![Figure 13: Relation between the expected number of candidate leak-scenarios and the number of flow measurement points used, for a leak level of 25 L/min.](image)

If the identification of lower leak flow levels is required, an option could be to reduce uncertainties associated with the model and measurements. The most important uncertainty sources are water consumption and model simplifications. If these uncertainties are reduced, better performance is expected for lower leak levels. Therefore an important challenge for future work is to quantify more accurately uncertainties associated with water consumption and flow distribution models.

4. Discussion

This work presents a model-falsification methodology for detecting leaks in water distribution network. The falsification approach locates candidate leaks by falsifying improbable leak scenarios. Local investigation techniques such as acoustic detection systems can be used to further refine the actual leak location from candidate scenarios. The approach is expected to be able to identify the location of a leak of 50 L/min using 14 sensors. For lower leak flows, the detection performance of this approach may be improved for instance, by increasing the number of sensors on the network. Also, there is the possibility to couple the information gained using computer-aided data-mining of past breakage history with this leak detection strategy in order to increase its performance [10, 11].

In this paper, the methodology was tested with scenarios where leaks are always located at a single location. Applying the methodology to spatially separated leaks would require more research to maintain the leak detectability to the level obtained in this paper. There is additional complexity associated with searching in a space of possible leak combinations that grows exponentially with the number of simultaneous leaks. Moreover, in addition to detect leaks, this methodology may as well be used for other purposes such as the quantification of demands across networks.

Future work should compare the performance of the measurement system design using the greedy algorithm with other stochastic search approaches. Also, the perfor-
mance of the leak identification approach could be compared in laboratory with other identification methods using reduced-scale benchmark pipe networks.

Conclusion

The leak-detection methodology is able to detect leaks in fluid-distribution pressurized pipe networks and it is able to support the design of measurement systems. In the case of the Lausanne water distribution network, based on simulated data using only 14 flow velocity measurements, leaks of 100 L/min in a radius of 500 m are expected to be detected. The approach is also expected to be able to identify efficiently the location of leaks of 50 L/min. For lower leak flows, the performance of this approach can be improved, for example, by increasing the number of sensors in the network or by reducing modelling and consumption uncertainties.
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### Notation

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N$</td>
<td>Number of loops</td>
</tr>
<tr>
<td>$Q$</td>
<td>The true value for a quantity</td>
</tr>
<tr>
<td>$T$</td>
<td>Threshold lower and upper bounds</td>
</tr>
<tr>
<td>$\mathcal{T}$</td>
<td>Multidimensional domain where threshold bounds are defined</td>
</tr>
<tr>
<td>$U$</td>
<td>Uncertainty source described by a random variable</td>
</tr>
<tr>
<td>$g(\ldots)$</td>
<td>Model of the water network</td>
</tr>
<tr>
<td>$n_{\text{MAX}}$</td>
<td>Number of nodes in the network</td>
</tr>
<tr>
<td>$p_{\text{MAX}}$</td>
<td>Number of pipes in the network</td>
</tr>
<tr>
<td>$p_{\text{REC}}$</td>
<td>Number of pipes measured</td>
</tr>
<tr>
<td>$v$</td>
<td>Predicted flow velocity</td>
</tr>
<tr>
<td>$y$</td>
<td>Measured flow velocity</td>
</tr>
<tr>
<td>$y_{\text{sim}}$</td>
<td>Simulated measured flow velocity</td>
</tr>
<tr>
<td>$\Upsilon_{\text{CL}}$ &amp; $\Upsilon_{\text{RD}}$</td>
<td>Vectors containing respectively the number of candidate leak scenarios and the radius including all leaks for each simulated measurement instance.</td>
</tr>
<tr>
<td>$\Upsilon$</td>
<td>Random variable describing quantities used during the computation of expected identifiability metrics</td>
</tr>
<tr>
<td>$\epsilon$</td>
<td>Error instance</td>
</tr>
<tr>
<td>$\theta$</td>
<td>Physical parameter of a model. For leak detection it corresponds to leak flow</td>
</tr>
<tr>
<td>$\phi$</td>
<td>Target probability content $\in [0, 1]$</td>
</tr>
<tr>
<td>$\phi_F$</td>
<td>Target certainty used as metric to quantify the performance of measurements $\in [0, 1]$</td>
</tr>
<tr>
<td>$f_X$</td>
<td>Probability density function (pdf) of a random variable $X$</td>
</tr>
<tr>
<td>$F_X$</td>
<td>Cumulative distribution function (cdf) of a random variable $X$</td>
</tr>
<tr>
<td>$F_X^{-1}$</td>
<td>Inverse cumulative distribution function of a random variable $X$</td>
</tr>
</tbody>
</table>