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ORIGINAL CONTRIBUTIONS

In this Section, the original contributions contained in the Thesis are listed by

topic:

• Peak-to-Average Power Ratio Reduction

◦ A novel method that considerably reduces the PAPR is proposed in Section

2.3. This technique yields a quasi constant OFDM signal envelope. Both

analytical and numerical results are provided. Part of the results have also

been presented in [C2, C9], and disclosed in [Pat1] and [Pat2].

◦ A modified version of RISM, identified as Hybrid RISM, is presented in Sec-

tion 2.3.4.1. This technique has been disclosed in [Pat1], [Pat2], and [Pr1].

• Time and Frequency Synchronization

◦ A novel joint symbol timing and carrier frequency synchronization algo-

rithm characterized by a very low hardware complexity is presented in Sec-

tion 3.3. Part of the results have also been presented in [C7].

◦ A novel approach to the POST-FFT synchronization, including both pilot

structure and receiver design, is presented in Section 3.4. Both analytical and

numerical results are provided. Part of the results have also been presented

in [C6].

• Channel Estimation

◦ Novel lower bounds on the estimation MSE performance for any MSS selec-

tion strategy are presented in Section 4.3. Part of the results have also been

included [J1].

◦ The analytical derivation of the MSE of a TCS based channel estimation, as

well as, the derivation of the optimum threshold value in minimum MSE

sense are presented in Section 4.4.1.1. Part of the results have also been in-

cluded in [C3] and [J1].
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formance to the optimal case is proposed in Section 4.4.1.2. Part of the results
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INTRODUCTION

Once you do know what the question actually is,

you’ll know what the answer means.

The Hitchhiker’s Guide to the Galaxy, Douglas Adams

I

N NOWADAYS SOCIETY there is an increasing demand for ac-

cess to information and services anytime and everywhere.

Differently from the past this demand is not driven by few

business users, but by larger community of users which ex-

pects to access a large amount of data for either entertain-

ment or social networking reasons. As a consequence, an in-

creasing number of people are asking for rich multimedia contents (TV-streaming,

Youtube, etc...) which require a high data rate connections. Therefore, broadband

access is considered in Europe and the rest of the World as a fundamental element

of economic and social growth. In particular, The European Digital Agenda set

forth challenging objectives for the future years for digital inclusions and internet

access for everyone. One of the objectives set for 2020 is to provide each European

Citizen 30 Gbps access and 100 Gbps for at least the 50 % of households.

The challenge of the next generation wireless communication systems is to en-

able these services providing an enormous and increasing amount of data at any-

time and everywhere through high speed data links. In order to fulfill this require-

ments the 4G network candidate systems must rely on the most advanced signal

and receive designs based on the concept of orthogonal transmission.

As a matter of fact, Orthogonal Frequency Division Multiplexing (OFDM)[1]

[2] and its counterparts for multiple access: Orthogonal Frequency Division Multi-

ple Access (OFDMA) and Single Carrier Frequency Division Multiple Access (SC-

1
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FDMA) are increasingly used in new generation wireless communication standard.

This trend is testified by the adoption of OFDMA and SC-FDMA in all next Fourth-

Generation network candidates, such as 3GPP Long Term Evolution Advanced

(LTE-Advanced) and WiMAX. OFDM has been also chosen in the most recent stan-

dards for digital broadcasting: DVB-NGH (Digital Video Broadcasting Next Gen-

eration Handheld), DVB-T2 (Digital Video Broadcasting-Terrestrial, version 2), T-

DMB (Terrestrial Digital Multimedia Broadcasting), MediaFLO. Furthermore OFDM

is also adopted in those standard that foresee hybrid satellite terrestrial network as

DVB-SH (Digital Video Broadcasting-Satellite to Handheld).

The principle characteristic of wireless communications is the presence multi-

path propagation which leads to frequency selective fading [3]. OFDM brilliantly

solves the problem of frequency selective fading using low-complexity equalizers,

with a single tap per subcarrier. This is due to the fact that propagation channels

which are frequency selective over the entire bandwidth may appear non-selective

on each narrowband subcarrier. In particular, this is crucial for the case of Single-

Frequency Networks (SFN) characterized by a strongly time dispersive and then

highly frequency-selective channels [4]. Evidently, the demodulation of the signal

will perform successfully if and only if the receiver if fully synchronized with the

transmitter and the channel is accurately estimated. Furthermore, we must take

into account that the OFDM modulation is particularly vulnerable to the effect of

nonlinear distortions. Hence, channel Estimation, time and frequency synchroniza-

tion, and countermeasures to nonlinear distortions, are the crucial problems to be

faced during the design of the advanced OFDM systems.

Motivation and goals

This thesis is the outcome of the work performed within my Ph.D. research

activities at the University of Bologna. During my Ph.D. I dealt with the aforemen-

tioned fundamental design problems, proposing novel solutions and ideas which

have contributed to an advanced design of the OFDM waveform and receivers.

These new ideas and technical solutions have been proposed and assessed during

several international projects in which I have been involved [Pr1-Pr7] providing the

proof of their feasibility in practical systems. In particular, the novel techniques,

which we proposed to reduce the envelope fluctuations of the signal and then and

improves the OFDM resilience to the nonlinear distortion, have been the subject
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of technical contributions to the DVB-NGH standard and also of an Italian and

an International patent [Pat1-Pat2] owned by the University of Bologna. Last but

not least, during my Ph.D. I had the privilege of spending more than six months

working at the Corporate R&D division of Qualcomm, in San Diego, CA, USA. The

activity I accomplished in Qualcomm was focused on enhanced MIMO techniques

for 3GPP LTE-Advanced (Rel. 10). During this activity, several 3GPP technical con-

tributions and a patent application (pending) have been carried out. The scientific

outcomes of this experience are not included in this Thesis.
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CHAPTER 1
OFDM PRINCIPLES

The word “Orthogonal” comes from the Greek orthos, meaning “straight”,

and gonia, meaning “angle”.

I

N THE INTRODUCTION we have seen how the OFDM modu-

lation has become the most attractive modulation scheme in

broadband wireless systems. In this section we focus on the

basic principles of this advantageous modulation, highlight-

ing the reasons behind its success. In brief, the main strengths

of OFDM are:

• its ability to cope with strongly dispersive channels using an efficient and

low-complex frequency-domain equalization. In fact, propagation channels

which are frequency selective over the entire bandwidth may appear non-

selective on each narrowband subcarrier. By introducing a guard interval

containing a cyclic prefix between two adjacent OFDM symbols it is possible

to maintain the orthogonality between the subcarriers, and then, avoid both

Inter Carrier Interference (ICI) and Inter Symbol Interference (ISI). Clearly,

this holds true if and only if accurate frequency and timing synchronization

and channel estimation are performed at the receiver.

• its efficient and flexible spectrum resource management. In OFDMA each

subcarrier can be allocated to a different user. This way, it is possible to ob-

tain a very high spectral efficiency avoiding inter user interference (IUI). This

feature enables a smart and flexible scheduling that can take advantages on

the fine discretization of the spectrum resources.

5
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These properties justify the success of the OFDM modulation. In particular,

they becomes crucial for Single Frequency Networks (SFN), where, in order to

achieve seamless radio coverage, identical signals are transmitted from widely sep-

arated sites. In this case, signal replicas may be received with very large differential

delays, giving rise to very sparse channel profiles, which are very hard to equalize

using a single carrier modulation.

On the other hand, the main disadvantages of OFDM are:

• its high sensitivity to frequency offsets. This vulnerability stems from the

very limited subcarrier spacing. In fact if the frequency misalignment at the

receiver is in the order of tenth of the subcarrier spacing a severe ICI occurs.

For this reason an accurate frequency synchronization must be performed.

• its low resilience to non-linear distortion, which is considerably inferior

with respect to that offered by single carrier systems. This is because the

OFDM signal is characterized by large amplitude fluctuations caused by the

summation of a large number of complex sinusoids. Considering the Central

Limit Theorem, if N is large enough the signal envelope can be modelled as

Rayleigh distributed.

• its high sensitivity to Doppler spread. This drawback arise again from the

very small subcarrier spacing. If the Doppler spread is comparable to the

subcarrier spacing severe ICI occurs.

The main scope of this thesis is to study, create, and propose, countermeasures

against the aforementioned drawbacks. In particular: in Chapter 2 we present a

method which aim to reduce the envelope fluctuations of the OFDM signal and

and improves the OFDM resilience against the non-linearities; in Chapter 3 we

discuss both timing and frequency synchronization aspects; in Chapter 4 we face

the channel estimation problem, proposing novel estimation methods which can

nearly reach the best theoretical performance.

1.1 Why Parallel is Smarter Than Serial

In the traditional single carrier systems the entire bandwidthB is devoted for Ts

seconds to send just one information symbols. In other words, information symbols

are transmitted serially, using a wideband for a short symbol time, Ts. Evidently,

the higher the throughput, the shorter the symbol time, and thus, the larger the
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bandwidth needed. Let us assume a simple 2-path channel, (i.e. we are assuming

to receive two replicas of the signal having different time of arrival), where the rel-

ative delay is larger than the symbol time. In this case the delayed signal replica

acts as interference, yielding ISI. This reduces the capability to properly demodu-

late the transmitted signal. Therefore, it is straightforward to note that the higher

the throughput the smaller the maximum tolerable relative delay. For this reason,

single carrier systems are considered vulnerable to multipath channels.

Let us now assume to transmit simultaneously N sequential streams of infor-

mation symbols, where each stream occupies only a small part of the entire band-

width. If the orthogonality between the streams is preserved, it is possible to reach

the same throughput of the serial case having a symbol duration N times larger.

Therefore the maximum tolerable relative delay becomes N times larger. In other

words each information symbols are transmitted over a narrowband which can be

assumed to be frequency-flat. This simple multicarrier scheme has been, however,

limited by its complexity. Indeed, a bank of filters, N modulators, and N demod-

ulators, are needed. Furthermore the local oscillators must to be extremely precise

in order to maintain the orthogonality between the subcarriers. This is the reason

why the multicarrier systems, which have been theorized around 1960 were not

practically implemented for a long time.

1.2 Orthogonality

An early problem of the multicarrier systems was to identify a set of orthogonal

basis functions having an acceptable spectral efficiency. Let us consider a generic

multicarrier system using a set ofN generic basis functions, φ̄(t) = {φ0(t), . . . , φN−1(t)}.

The multicarrier transmitted signal is given by:

s(t) =

∞∑

ℓ=0

N−1∑

k=0

xk,ℓφk(t− ℓTu) (1.1)

where Tu is the symbol duration and x0,ℓ is the complex information symbol cor-

responding to the ℓ-th multicarrier symbol and to the k-th subcarrier. In figure 1.1

the block diagram of a generic multicarrier system is illustrated.

In order to avoid both ICI, and ISI the set of basis functions must verify the
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following conditions:

∫ ∞

−∞
φk(t− vTu)φ

∗
k(t− uTu)dt =




1 if u = v

0 otherwise
(1.2)

to eliminate ISI, and,

∫ ∞

−∞
φu(t− ℓTu)φ

∗
v(t− ℓTu)dt =




1 if u = v

0 otherwise
(1.3)

to eliminate ICI.

Let us suppose φ̄(t) being:

φk(t− ℓTu) =
1√
Tu

rect

(
t− ℓTu
Tu

)
e2πfkt (1.4)

a set of rectangular-shaped basis1 having a time duration of Tu seconds. Substitut-

ing (1.4) in (1.2), we obtain:
∫ ∞

−∞
φk(t− vTu)φ

∗
k(t− uTu)dt =

=
1

Tu

∫ ∞

−∞
rect

(
t− uTu
Tu

)
rect

(
t− vTu
Tu

)
dt =




1 if u = v

0 otherwise

(1.5)

therefore ISI is avoided. Similarly we substitute (1.4) in (1.3) obtaining:
∫ ∞

−∞
φk(t)φ

∗
k′(t)dt =

=

∫ (ℓ+1)Tu

ℓTu

[
rect

(
t− ℓTu
Tu

)]2
e2π(fk−fk′)(t−ℓTu)dt =

=
e2π(fk−fk′)Tu − 1

2π(fk − fk′)Tu
=




1 if Tuδk,k′ = 0

0 if Tuδk,k′ ∈ Z

(1.6)

where δk,k′ = fk − fk′ represents the frequency spacing between fk and fk′ . There-

fore, the condition (1.3) is satisfied if and only if the frequency spacing between two

generic subcarriers is an integer value of 1/Tu. Hence, we infer that the subcarrier

spacing, fu, which maximize the spectral efficiency maintaining the orthogonality

between the subcarriers is:

fu =
1

Tu
(1.7)

1where: rect (t) =







0 if |t| > 1
2

1 if |t| ≤ 1
2
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We have just showed that using a set rectangular-shaped basis having time du-

ration Tu, and subcarrier spacing fu = 1/Tu, it is possible to eliminate both ISI and

ICI, maximizing the spectral efficiency. Now we can rewrite Eq. (1.1) considering

(1.4) and (1.7), obtaining the OFDM transmitted signal:

s(t) =
1√
Tu

∞∑

ℓ=0

N−1∑

k=0

ak,ℓ rect

(
t− ℓTu
Tu

)
e2πk/Tu e2πf0t (1.8)

In Figure 1.2 the spectrum of OFDM signal is reported. The OFDM spectrum results

being a summation of N Sinc functions2 It is approximately flat in the central part

of the band, while decaying rapidly out of band. Note that the higher N the flatter

is the in-band OFDM spectrum. Clearly the OFDM signal is not bandlimited, how-

ever we can define the net bandwidth as BOFDM
.
= N/Tu = 1/T . Let us consider

a generic OFDM system with N subcarriers where the constellation cardinality is

equal to 2M . This system can convey NM bits, every each Tu seconds. Thus, the

resulting spectral efficiency is equal toM bit/sec/Hz. Clearly, in the actual systems

the is spectral efficiency decrease because of the guard interval and the frequency

bands insertions.

1.3 Using the Fast Fourier Transform

A OFDM system can be implemented in practice employing banks of shaping

filters, however this design requires fine local oscillators in order to satisfy the con-

dition in (1.7). Unfortunately such a precise and expensive devices may make the

implementation of OFDM not feasible in practice. The crucial hardware simplifica-

tion that made the OFDM implementation feasible is the employment of the Fast

Fourier Transform (FFT) [5]. Indeed, the baseband transmitted signal correspond-

ing to the ℓ-th multicarrier symbol, sampled every T = Tu/N seconds,

si,ℓ =
1√
N

N−1∑

k=0

xk,ℓ e 2πki/N i = 0, . . . , N − 1 (1.9)

can ne write as the N -point Inverse Discrete Fourier Transfer (IDFT) of the vector

of complex information symbols x̄ℓ = (x0,ℓ, . . . , xN−1) as follows:

s̄ℓ = IDFT (x̄ℓ) (1.10)

2 where: sinc(x) =







1 if x = 0

sin(πx)
πx

otherwise
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Mapper
Serial to

Parallel

∑

xNp−1,ℓ

x0,ℓ

φ0(t)

φN−1(t)

bi s(t)

Figure 1.1: Block diagram of a generic multicarrier transmitter.

Similarly at the receiver, the demodulation can be performed through a Discrete

Fourier Transfer (DFT). Furthermore, if N is a power of two DFT can be implement

in a very efficient way using the FFT implementation which is widely available in

integrated circuits. The block diagram of the OFDM transmitter is using IDFT is

illustrated in Figure 1.3.

1.4 Guard Interval and Cyclic Prefix

As anticipated in before, one of the main reasons behind the success of the

OFDM modulation is its ability to cope with multipath fading channels. Never-

theless, a time dispersive channel having delay spread larger than T will destroy

the orthogonality of the signal causing both ISI and ICI. The strength of the OFDM

modulation lies in the fact that we can efficiently preserve the orthogonality by

taking a simple precaution.

The ISI can be easily avoided inserting a Guard Interval (GI), having time du-

ration Tg, at the beginning of every OFDM symbol, as illustrated in Fig 1.4. In this

manner, if the maximum delay τmax is smaller than Tg, ISI is eliminated but at the

expense of the capacity. Now, the overall OFDM time symbols, including the GI

durations, becomes TL = Tu + Tg , hence this translates in a capacity loss of Tg/Tu.

In literature several ways to fill GI have been proposed. In the Zero-Padded
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OFDM Symbol
Cyclic

Prefix

Tg Tu

TL

Figure 1.4: Cyclic Prefix.

Multipath

Components
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X
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X
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Tg Tu
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FFT Window

︷︸︸︷

FFT Window

Figure 1.5: OFDM signal over time dispersive channel.
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OFDM (ZP-OFDM) the transmitter is muted during the GI[6], in other words the

GI is filled with zeros. Another approach is Time-Domain Synchronous OFDM

(TDS-OFDM), where a known training sequence is transmitted during the GI in

order to facilitate the synchronization tasks. Unfortunately both of these solutions

do not avoid ICI.

On the other hand, an efficient and easy method to eliminate both ISI and ICI

is to transmit a Cyclic Prefix (CP) within the GI. As illustrated in Figure 1.4, the CP

consists in a copy of the final part of the following OFDM symbol. Note that, if the

maximum delay τmax is shorter than Tg, the receiver, in performing the OFDM de-

modulation through FFT, will integrate over an integer number of sinusoid cycles

for each of the received multipaths. As a consequence, both ISI and ICI are elimi-

nated. Figure 1.5 illustrates how the CP acts to maintain the orthogonality between

subcarriers.

Also some other alternatives that do not make use of GI have been proposed

in literature. These solutions such as: Offset Quadrature Amplitude Modulation

OFDM (OQAM-OFDM) [7], [8]; Isotropic Orthogonal Transform Algorithm (IOTA)

OFDM [9], [10]; or more in general Filter Banks based Multicarrier (FBMC) systems;

are based on the employment of not-rectangular pulse shapes that can reduce both

ICI and ISI, but at the expense of additional complexity.

1.5 Basic system model

The aim of this Section is to provide a common OFDM system model which

will be considered in the analysis addressed in following chapters. We consider an

OFDM signal usingN subcarriers, where the ℓ-th OFDM symbol, s̄ℓ = (s0,ℓ, . . . , sN−1,ℓ),

is obtained as theN -point IDFT of the vector of complex symbols x̄ℓ = (x0,ℓ, . . . , xN−1,ℓ),

as follows

si,ℓ =
1√
N

N−1∑

k=0

xk,ℓ e 2πki/N i = 0, . . . , N − 1 (1.11)

The complex symbols xk,ℓ carry either data information, ak,ℓ, or pilot reference sym-

bols, pk,ℓ, used for data-aided channel estimation and synchronization. Let Np be

the number of pilot subcarriers, the ratio ηd = (N − Np)/N is defined as the data

carrier efficiency, so that 1− ηd corresponds to the pilot density, which represents an

important design parameter. We assume to have uniformly scattered pilot tones in

each OFDM symbol, in other words the pilot spacing is considered constant. Fur-

thermore, to improve channel estimation performance, pilots can be transmitted
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with an energy boost factor β2 with respect to data symbols (i.e. E[p2k,ℓ] = β2Es,

whereE[a2k,ℓ] = Es). Let P (ℓ) be the set of pilot subcarrier indices in the ℓ-th OFDM

symbol, identified as pilot pattern, of size Np. We can write

xk,ℓ =




pk,ℓ if k ∈ P (ℓ)

ak,ℓ if k /∈ P (ℓ)
(1.12)

As illustrated in Section 1.4, in order to maintain the subcarrier orthogonality

and then avoid both ISI and ICI, a CP composed byNg samples is inserted at the be-

ginning of each OFDM symbol. This is followed by Digital to Analogue Conversion

(DAC) at sampling rateR = 1/T , and using an appropriate analog transmission fil-

ter, gT (τ), so that the time continuous signal can be written as

s(t)=
1√
Tu

∞∑

ℓ=−∞

N−1∑

k=0

rect

(
t

TL
− 1

2
− ℓ

)
xk,ℓe

 2π 1
Tu
k(t−Tg) ∗ gT (τ) (1.13)

where ∗ denotes convolution, Tu = NT and Tg = NgT represent respectively the

OFDM useful symbol duration, and the guard interval. Therefore TL = Tu + Tg is

the total OFDM symbol duration, and fu = 1/Tu is the subcarrier spacing. Notably,

the normalization factor 1√
Tu

= 1√
N

· 1√
T

accounts for both the IDFT and the D/A

normalization factors.

The OFDM signal is transmitted over a time-varying and frequency-selective

fading channel. Under the assumption that the channel coherence time exceeds

TL, which is necessary for correct OFDM operation, the baseband equivalent CIR

is modelled as a tapped delay line which comprised of CIR and the transmission

filter:

h(t, τ) =
∑

j

hj(t) · δ (τ − τj) (1.14)

where hj(t) and τj are respectively the gain and delay of the j-th path, at time t. In

Rayleigh fading condition, at any time instant hj(t) can be modelled as a complex

Gaussian random variable with zero mean and variance γ2j /2 per branch. The total

average channel energy is normalized to unity, i.e.
∑

j E[h2j ] =
∑

j γ
2
j = 1, and the

maximum delay is assumed to be smaller than the guard interval duration [11], i.e.

τmax = maxj τj < Tg. Again, this is always verified in normal OFDM operation.

Thus, the received signal can be written as

r(t) = h(t) ∗ s(t) + n(t) (1.15)

where n(t) represents a complex Additive White Gaussian Noise (AWGN) random

process, with two-sided power spectral density equal toN0. After matched filtering
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and sampling the received signal every T seconds, assuming the receiver filter is

flat within the transmitting bandwidth, yields

r(uT ) =
∑

j

hj(uT ) s(uT − τj) + n(uT ) (1.16)

Removing the guard interval and re-arranging the vector at the input of the DFT,

the samples belonging to the ℓ-th OFDM symbol can be collected into a vector r̄ℓ

with components:

ri,ℓ = r(((ℓ− 1)(N +Ng) +Ng + i)T )

i = |u|N+Ng
−Ng ℓ = ⌈u/(N +Ng)⌉

(1.17)

where ⌈·⌉ indicates the smallest integer larger than the argument. Having assumed

that hj(t) remains constant over an OFDM symbol duration, at the output of the

DFT, in the frequency domain, the observed samples are:

yk,ℓ =
1√
N

N−1∑

i=0

ri,ℓ e− 2πki/N = xk,ℓHk,ℓ + nk,ℓ k = 0, . . . , N − 1 (1.18)

where nk,ℓ is the complex AWGN sample in the frequency domain with zero-mean

and variance N0, and Hk,ℓ is the CTF sample at the k-th subcarrier, in the ℓ-th sym-

bol. The latter can be expressed as:

Hk,ℓ =

L−1∑

i=0

hi,ℓe
− 2πki/N k = 0, . . . , N − 1 (1.19)

where L represents the length of the CIR, and hi,ℓ the complex gain of the i-th tap

during the ℓ-th OFDM symbol transmission.
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CHAPTER 2
NONLINEAR DISTORTION: ANALYSIS

AND COUNTERMEASURES

In the mountains, the shortest way is from peak to peak:

but for that you must have long legs.

Thus Spoke Zarathustra: A Book for All and None, Friedrich Nietzsche

A

S ANTICIPATED IN Chapter 1, one of the main drawbacks of

OFDM systems is their vulnerability to nonlinear distortion.

In fact, since the OFDM signal presents very high envelope

fluctuations, its sensitivity to the nonlinear distortion appears

to be considerably higher than that provided by single carrier

systems. A fundamental parameter of the OFDM signal is

the Peak-to-Average-Power Ratio (PAPR) which is defined as the ratio between the

strongest time domain sample of a OFDM symbol and its average power:

PAPR(ℓ) =
max
i
s2i,ℓ

1

N

N−1∑

i=0

s2i,ℓ

(2.1)

It is worthwhile to note that the higher is the subcarriers number N , the higher,

in average, will be the resulting PAPR. This can be explained noting that, as illus-

trated in Eq. (1.8) and Eq. (1.13), OFDM signals are composed by the sum of N of

complex sinusoids, therefore, considering the Central Limit Theorem, if N is large

enough the transmitted signal can be modelled as a Gaussian variable. Thus, the

17
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Figure 2.1: PAPR CCDF for several values of subcarriers number, N

probability that maxi s
2
i,ℓ does not exceed a given value ξ is given by:

Prob

[
max
i
s2i,ℓ ≤ ξ

]
=
(
1− e−ξ

)N
(2.2)

if N is large enough we can write that:

1

N

N−1∑

i=0

s2i,ℓ ≈ 1 (2.3)

therefore, we can express the CCDF of the PAPR as:

Prob [PAPR(ℓ) ≥ ξ] ≈ 1−
(
1− e−ξ

)N
(2.4)

In figure 2.1 the Complementary Cumulative Distribution Function (CCDF) of the

PAPR is reported for several values of subcarriers number, N .

Several studies have been performed on the impact of nonlinearities on Gaus-

sian signals. In particular [13] and [14] gave the basis to analyze the behavior of
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OFDM systems in presence of nonlinearities. In [13] Bussgang stated that the out-

put of a nonlinear system fed by a Gaussian signal can be expressed as a scaled

replica of the input and a noise component uncorrelated to the input. In [14]

Minkoff extended this work to complex signals, highlighting the so-called AM-

PM conversion that is the phase distortion in output signal. Based on these early

studies on Gaussian signals, when OFDM started to be applied, its performance on

nonlinear channels has been assessed [15], [16], [17], [18]. As it can be clearly seen

in these early works, the loss from linear channels to nonlinear channel is consid-

erable, and prevented, for the first period, the application OFDM modulation on

severely degraded channels such as the satellite links where nonlinearities cannot

be avoided since the power efficiency is a critical requirements. This is why, for

example the DVB-S2 [19] standard, differently from the other DVB standards, is

based on a single carrier instead of multicarrier system. The first standardized sys-

tem which makes use of OFDM in a satellite link is the DVB Satellite to Handheld

(DVB-SH) standard released in June 2007 [20]. This standard is an extension of the

DVB-H standard [21] to satellite networks. In particular, DVB-SH specifies two dif-

ferent physical layer configurations: the SH-A configuration refers to the use of the

OFDM radio interface in both satellite and terrestrial links, while the SH-B configu-

ration introduces the Time Division Multiplex (TDM) approach in the satellite link,

maintaining the OFDM air interface for the terrestrial link.

More recently, the adoption of the SC-FDMA has been considered during the

standardization of DVB Return Channel via Satellite (DVB-RCS) Standard [22]. As

illustrated in [23] and in Chapter 5, the SC-FDMA solution appears suitable for

satellites links, because of its lower PAPR compared to the OFDMA. On the other

hand, it requires an accurate time and frequency synchronization. Furthermore,

at the time of writing , the author is involved in the DVB-NGH standardization,

where the adoption of the novel PAPR Reduction [24] presented in Section 2.3.4.1,

is under consideration.

2.1 Nonlinear Distortion Analysis

In Section 1.5, we have considered the ideal case of linear transmission, how-

ever, in real-world systems, the effect of the nonlinearities introduced by the High

Power Amplification (HPA) should be taken into account. In this Section, we firstly

introduce a mathematical model describing a generic distorting HPA; secondly, we
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review the most known memoryless HPA model, such as Ideal Clipping, Saleh

model, and, Rapp model; and finally we highlight the nonlinear distortion effects

on the OFDM signal using the introduced models.

2.1.1 HPA Modelling

We address the distortion owing to HPA acting on both the envelope (AM/AM)

and phase (AM/PM) of the signal. Considering a generic complex nonlinear dis-

tortion function the output signal can be expressed as:

sd(t) = F [ρ(t)]e{∠s(t)+Φ[ρ(t)]} (2.5)

where ρ(t) and ∠s(t) represent respectively the envelope and the phase of s(t), and

F [·] and Φ[·] represent respectively the AM/AM and AM/PM characteristics. Note

that the nonlinear distortion function only depends on the envelope of the input

signal.

In its original writing [13], Bussgang Theorem states: “For two Gaussian signals,

the cross-correlation function taken after one of them has undergone nonlinear amplitude

distortion is identical, except for a factor of proportionality, to the cross-correlation function

taken before the distortion”. The mathematical expression of this stated theorem is:

< s′(t)s∗d(t) >= α < s′(t)s∗(t) > (2.6)

where <a(t)>= limT→∞ 1/T
∫ T/2
−T/2 a(t) dt and s′(t) and s(t) are Gaussian ran-

dom processes. In the particular case of s′(t) = x(t+ τ), Eq. (2.6) becomes:

< s(t+ τ)s∗d(t) >= α < s(t+ τ)s∗(t) > ∀τ (2.7)

Therefore, the Bussgang theorem gives us the proof of the separability of a non-

linear output as the sum of a useful attenuated input replica and an uncorrelated

nonlinear distortion, thus we can write the output as:

sd(t) = αs(t) + d(t) (2.8)

where s(t) and d(t) are uncorrelated (i.e. < s(t+ τ)d∗(t) >= 0 ∀τ ) and the complex

attenuation coefficient α is given by:

α =
< s(t)s∗d(t) >

< s(t)s∗(t) >
(2.9)

Assuming the ergodicity of s(t), Equation (2.9) can be expressed as:

α =
1

σ2

(∫ ∞

0
F [ρ(t)]e−Φ[ρ(t)] ρ(t) p(ρ) dρ

)∗
(2.10)
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where σ2 represent the power of s(t), p(ρ) is the Rayleigh probability density func-

tion, which characterizes ρ(t). Following the tractation in [25], it can be useful to

define a scaling parameter β such as

E[s2d(t)] = βE[s2] = |α|E[s2(t)] + E[d2(t)] (2.11)

and it can be written as

β =
1

E[s2(t)]

∫ ∞

0
|F [ρ(t)]|2p(ρ)dρ (2.12)

In this way, the power of the useful signal and the distortion noise are |α|2 and

(β − |α|2) respectively. Therefore [25]:

E[d2(t)] = E[s2(t)]
(
β − |α|2

)
(2.13)

Now we can derive the expression of a Signal-to-Distortion Ratio (SDR) as:

SDR
.
=
α2E

[
s2(t)

]

E [d2(t)]
(2.14)

Then, substituting Eq. (2.13) in Eq. (2.22) we obtain:

SDR =
α2

β − |α|2 (2.15)

The Input Back-Off (IBO) is an important system parameter relating the satu-

ration power of the HPA to the average power of the input signal. It is defined

as:

IBO
.
=
P satin

Pin
(2.16)

where P satin is the input saturation power, and Pin = E[s2] is the average input

power.

The Output Back-Off (OBO) is defined in the same way of IBO, but referring to

output parameters:

OBO
.
=
P satout

Pout
(2.17)

where P satout is the output saturation power, and Pout = E[s2d] is the average input

power.

2.1.2 Memoryless HPA Models

In this work we consider memoryless HPA models. In these models the out-

put signal depends only on the current input, then no energy storing is considered.
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Moreover, the following models are frequency flat, in other words they do not de-

pend on the frequency of the input signal. Even if, practical HPAs are not abso-

lutely memoryless, these models represent an appropriate and very used approach

to model the effect of a real-world HPAs.

2.1.2.1 Ideal Clipping

The Ideal Clipping (IC), also known as Soft Limiter, is the memoryless model

corresponding to the ideal case of perfect predistortion. In other words, we assume

that the predistortion is able to perfectly compensate the nonlinearities due to the

HPA up to the saturation point. In this case we have a linear transfer function

before the saturation zone and an ideal clipping inside the saturation zone, thus its

AM/AM and AM/PM characteristics are given respectively by:

F (ρ) =





√
Gρ if ρ ≤ Asat

√
GAsat if ρ > Asat

(2.18)

Φ(ρ) = 0 (2.19)

whereAsat is the saturation amplitude andG is the gain in linear zone. For simplic-

ity we consider G = 1. Considering a complex Gaussian input, it is also possible

to derive in closed form the expression of α as a function on IBO [15], [25]. From

(2.10) the coefficient α is given by:

α = 1− e−IBO +

√
πIBO

2
erfc

(√
IBO

)
(2.20)

Similarly, for β we have [15], [25]:

β = 1− e−IBO (2.21)

Using Eq. (2.15), we can derived the closed from of the SDR as a function of IBO

SDR =

(
β

α2
− 1

)−1

=




1− e−IBO

(
1− e−IBO +

√
πIBO
2 erfc

(√
IBO

))2 − 1




−1

(2.22)

Note that in case of IC α ∈ R.

Furthermore, in case of IC and complex Gaussian input it is possible to express

in closed form relationship between the input and the output powers [18]:

Pout =
(
1− e−IBO

)
Pin (2.23)
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Then substituting Eq. (2.17) in Eq. (2.23) we obtain the relationship closed form

between the input and the output Back-off:

OBO =
IBO

1− e−IBO
(2.24)

In Figure 2.4, we report the OBO as a function of IBO considering a complex Gaus-

sian input signal, and different models of HPA.

2.1.2.2 Saleh Model

The Saleh model [26] is a common model for TWTAs (Travelling-Wave Tube

Amplifiers), obtained through best-fit of experimental data. The AM/AM and

AM/PM characteristics reported below:

F (ρ) =
αA ρ

1 + βA ρ2
(2.25)

Φ(ρ) =
αφ ρ

2

1 + βφ ρ2
(2.26)

With an accurate choice of the parameter, αA, βA,αφ, and βφ the Saleh model can fit

every TWTA. In [27] the following parameter values has been proposed: αA = 1,

βA = 0.25,αφ = 0.26, and βφ = 0.25. Another common choice of parameters which

is widely used in analytical studies is αA = 2, βA = 1,αφ = 0.26, and βφ = 0.25,

in this manner the Eq. (2.25) and Eq. (2.26) are normalized in order to have the

saturation point in ρ = 1, i.e. F (1) = 1. In Figure 2.2 we have report the AM/AM

and AM/PM characteristics for different sets of parameters.

2.1.2.3 Rapp Model

Another well known and widely used model is the Rapp model [27]. It has been

developed for Solid-State Power Amplifiers (SSPAs). The AM/AM and AM/PM

characteristics reported below:

F (ρ) =
ρ

2p
√

1 + ρ2p
(2.27)

Φ(ρ) = 0 (2.28)

In this expression we have normalized the saturation level to 1. It presents a

smoother AM/AM characteristic, while AM/PM perfectly linear. The parameter

p is a smoothness factor. Note that if p → ∞ then the Rapp model coincides with

the Ideal Clipping. In Figure 2.3 we have report the AM/AM characteristic for

different values of p.
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Figure 2.3: Rapp model: AM/AM characteristic for several values of p

It is worthwhile to note that, during the DVB-NGH standardization, the Rapp

model with p = 10 as be used as a benchmark for the PAPR reduction techniques

comparisons.

2.1.3 Effects of Nonlinear Distortion on the OFDM Signal

Since the low resilience to nonlinear distortion is a critical problem in OFDM

systems, in the last years, the effects on nonlinearities on the OFDM signal has

been thoroughly studied in literature, [15], [18], [16], [17]. If N is sufficiently large,

the signal s(t) expressed in Eq. (1.13) can be considerer as a Gaussian complex

random process as a consequence of the central limit theorem. Bussgang’s theorem

guarantees that the signal sd at the output of the nonlinear distortion, can be split

in two terms: a linear term that is proportional to s(t) according to a constant α,

and a nonlinear distortion term, d(t), that is a zero-mean (not Gaussian) process

uncorrelated from s(t):

sd(t) = αs(t) + d(t) (2.29)
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Figure 2.4: Output Back-Off as a function of the Input Back-Off considering a com-

plex Gaussian input signal.

The signal sd(t) is transmitted over a time-varying frequency selective fading chan-

nel. The received signal expressed in Eq. (3.2) becomes:

r(t) = h(t) ∗ (αs(t) + d(t)) + n(t) (2.30)

where n(t) represents a Complex AWGN random process, with two-sided power

spectral density equal to N0. Filtering and sampling the received signal every T

seconds yields:

r(uT ) =
∑

j

hj(uT ) · αs(uT − τj) + d(uT − τj) + n(uT ) (2.31)

Assuming that hj(t) remains constant over a OFDM symbol duration, the frequency

domain OFDM symbol expressed in (3.2) becomes :

yk,ℓ =
1√
N

N−1∑

i=0

ri,ℓ · e− 2πki/N (2.32)

= Hk,ℓ(αxk,ℓ +Dk,ℓ) + nk,ℓ k = 0, . . . , N − 1 (2.33)
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2.2 Countermeasures to Nonlinear Distortion

Two approaches are usually considered to compensate the effects of nonlinear

distortion: Predistortion and PAPR reduction. Note that these approaches are not

mutually exclusive, and in the OFDM systems both of them are usually employed.

2.2.1 Predistortion

In the Predistortion techniques a block, named predistorter, which aim is to

invert the HPA transfer function, is introduced before the HPA [28], [29], [30]. In

other words, the cascade of predistorter and HPA should lead to a linear amplifier,

at least in the signal dynamic range. This approach is commonly adopted, and its

performances are quite interesting if the amplifier is conveniently driven far from

its saturation point1.

2.2.2 PAPR Reduction

The second approach, which is typically applied to OFDM systems, consists in

reducing the fluctuations of the envelope of the signal, [32], [33]. In this way, the

transmitted signal are not be excessively affected by the nonlinear distortion. The

most common PAPR techniques presented in literature are Active Constellation

Extensions (ACE), Tone Reservation (TR), and Selected Mapping (SLM), which are

illustrate in Sections 2.2.2.1, 2.2.2.2, and 2.2.2.3 respectively. In Sections 2.3, we

present a novel PAPR reduction technique named RISM yielding a quasi constant

signal envelope in the time domain (PAPR close to 1 dB).

2.2.2.1 Active Constellation Extension

ACE method is based on the dynamically Extension of frequency domain con-

stellation points [34]. This approach aim at reducing the time domain peaks of the

signal without the insertion of overhead. The extended constellation points are

moved from the borders of their Voronoi regions. The constellation extension is

performed iteratively, according to the following procedure:

1. Start with the frequency domain representation of a OFDM symbol;

1A detailed analysis of predistortion techniques would be out of the scope of this manuscript. The

interested reader is left to [31] and references therein.
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2. Convert into the time-domain signal, and clip all samples exceeding a given

magnitude Vclip. If no sample is clipped, then exit;

3. Re-convert into the frequency domain representation and restore all constel-

lation points which have been moved towards the borders of their Voronoi

regions;

4. Go back to 2 until a fixed number of iteration is reached;

This algorithm is applied to data carriers only, excluding thus pilots, preamble,

signalling and guard bands. The effectiveness of ACE strongly depends of the car-

dinality of the constellations: In case of QPSK, ACE present the best PAPR perfor-

mance becuase every point can be moved to the outer part of their Voronoi region.

In case of 16QAM, only the most external point can be moved, hence the capability

of the PAPR reduction method results limited.

2.2.2.2 Tone Reservation

TR technique operates in the time domain, trying to cancel the highest peak us-

ing a additive signal named Kernel [35], [36]. The kernel signal is a MMSE approx-

imation of Dirac delta and its spectral content is present only in a certain number

of given reserved subcarriers. The MMSE approach to construct a pulse close to

the discrete Dirac delta is to have a flat spectrum only on the allowed carriers and

zero otherwise. Once obtained this Kernel signal, it is shifted in time, in order to

be centered on the peak of the time domain signal. While the Kernel amplitude

and phase are computed in order to reduce the value of the peak to a chosen target

value. This peak cancelation is performed iteratively as follows:

1. Start with the time domain representation of a OFDM symbol;

2. The kernel amplitude and phase are scaled in order to reduce the signal peak

to the chosen target value Vclip.;

3. The kernel peak is aligned to the signal peak by a time shift.

4. the kernel is summed to the signal. This operation reduces the current signal

peak to the target Vclip.

5. If there is another peak having amplitude greater than Vclip than go back to 2

else transmit the sum of signal and kernel;
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Differently from ACE, the PAPR performance does not depend od the constella-

tion order, because TR operates only on some reserved tones. However, this meth-

ods requires the insertion of additional overhead, and clearly the more the reserved

tones used to create the Kernel signal the better the PAPR performance.

2.2.2.3 Selected Mapping

SLM technique represents a probabilistic approach to PAPR reduction: a cer-

tain number of equivalent data symbol vectors are generated, and the one with

the lowest PAPR is chosen. The generation of these “candidates” is done by the

multiplication of the original data symbol vector for different vectors composed of

phase shifts. In order to simplify the signal processing, the phase shift considered

will be multiples of π/2. This means that the signal will be multiplied for vector

composed with the symbols 1, ,−1,−. Then the IFFT of all these equivalent rep-

resentation is computed, and the sequence with the lowest PAPR is transmitted,

joint with the number of the sequence used (in the scenario we have considered, 8

sequences have proved to reduce enough the PAPR. Although this approach, de-

scribed in [37] requires only a few bits of overhead, in [38] the Authors propose the

use of scrambling instead of multiplication for a pseudo-random sequence. The

advantage of this method is that no side information is required, because a receiver

with adequate processing capability could perform all the possible scramblings and

recognize the correct one due to certain characteristics of the signal (the presence

of pilots, preambles, etc.)

2.2.2.4 Quasi-Constant Envelope OFDM

Using the previously mentioned methods the PAPR can be kept moderately

low, with a reduction of several dB with respect to the original signal. However a

mild PAPR reduction could not be sufficient to guarantee a proper OFDM reception

in presence of a severe nonlinear channel.

On the other hand, a OFDM signal having a very small dynamics can be effi-

ciently employed in highly distorting scenarios, such as satellite links or in the pres-

ence of nonideal HPA driver circuits. Therefore all the advantages of the OFDM

modulation will be preserved adding further resilience to nonlinear distortion. For

this reason, our purpose here is to obtain a dramatic PAPR reduction, which yields

to a quasi-constant OFDM envelope, in order to make the OFDM reception feasible

even in those scenarios characterized by severe nonlinearities. In particular, we aim
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at keeping the PAPR around 1 − 2 dB which corresponds to a reduction of almost

10 dB with respect to the original signal. In order to achieve such an ambitious pur-

pose, in Section 2.3 we introduce a novel PAPR reduction technique based on a open

data mapping which, by exploiting some of its degrees of freedom and using an op-

timization process, leads to a quasi-constant envelope. Clearly, there is a trade off

between the amount of flexibility that the open data mapping exploits to reduce the

PAPR and robustness to Gaussian noise, as well as its spectral efficiency. For this

reason, we also propose some different kind of open data mappings that represent

different compromises between PAPR reduction and Gaussian noise robustness.

2.3 Rotation-Invariant Subcarrier Mapping

In this Section we introduce a PAPR Reduction method based on the novel con-

cept of Rotation-Invariant Subcarrier Mapping. In the RISM tones the symbols

alphabet is not anchored into a classic constellation, but it maintains some degrees

of freedom. The final positions of the transmitted symbols are chosen by an opti-

mization process aiming to decrease the overall OFDM symbol PAPR. If RISM is

used over all the active subcarriers a massive PAPR reduction is obtained yielding

a quasi-constant envelope OFDM signal. Alternately, as illustrated in details in Sec-

tion 2.3.4.1, RISM can be also used only over a subset of the active subcarriers in

order to enable an higher spectral efficiency.

In the following Sections 2.3.1.1 and 2.3.1.2, we describe RISM constellations

which are able to convey respectively one and two information bits, then in Sec-

tion 2.3.2 we illustrate the RISM iterative optimization algorithms which act on the

signal in order to decrease the PAPR of the resulting OFDM symbol.

2.3.1 RISM Mapping Schemes

2.3.1.1 Two-Level RISM Mapping

The first RISM scheme we propose is a two-level data mapping, illustrated in

Figure 2.5, where the bit ’0’ is mapped in zero and the bit ’1’ can be mapped in any

point of the circle with radius
√
2Es and centered in zero, this yields:

xk,ℓ =




0 if bk,ℓ = 0
√
2Ese

φk if bk,ℓ = 1
(2.34)

where bk,ℓ is the k-th bit to be mapped, Es is the symbol energy, and the values of
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Figure 2.5: 2-level RISM Mapping.

φk,ℓ will be optimized according to the algorithm described in the Section 2.3.2.

2.3.1.2 Four-Level RISM Mapping

A straightforward extension of the aforementioned mapping which convey 2

bit per symbol, it is composed by the origin and three rings. Using this scheme we

can increase the spectral efficiency while keeping a very large flexibility to Reduce

the PAPR. Unfortunately this scheme present a low resilience against thermal noise.

In order to overcome this problem, we propose another RISM scheme which

can convey 2 bits per symbol and at the same time ensures an increased distance

between points, is the so-called Clover mapping. This scheme represents a good

trade off between the amount of flexibility that the RISM exploits to reduce the

PAPR and its robustness to Gaussian noise, is represented by the solution depicted

in Figure 2.6. As shown, the couple ’00’ is mapped the origin, while the remaining

couples are mapped respectively onto the geometrical loci corresponding to the

three equidistant circular arcs with radius
√

4
3Es centered in zero. Numerical re-

sults shows that this solution represents the best tradeoff between PAPR reduction
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Figure 2.6: 4-level RISM Mapping.

and thermal noise resilience. Furthermore, it is also possible optimize the ampli-

tude of the circular arcs, in order to achieve different trade-offs between Gaussian

noise immunity and PAPR reduction.

2.3.2 RISM Iterative Optimization

In this Section we describe two different iterative optimization algorithms which

arrange the phases φk in order to decrease the PAPR of the resulting OFDM sym-

bol. Both of them work alternating time and frequency domain and converge to the

same results. But the low-complex version of the algorithm is characterized by a(at

least) ten-time faster convergence.

Therefore it is convenient to use the low-complex version of iterative optimiza-

tion, nevertheless, for completeness we illustrate also the first version of the algo-

rithm. The first version of the algorithm is characterized by the following param-

eters: the number of iterations,Niter, and is the clipping level, ξclip. This iterative

algorithm works alternately in time and frequency domain as follows:
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1. RISM Data Mapping: The bits are mapped in RISM subcarriers, forming the

vector x̄(0) = (x0,ℓ, . . . , xN−1,ℓ). The index in bracket indicates the current

iteration number. The initial phases are chosen randomly.

2. The time domain OFDM signal, s̄(l) is obtained through an IFFT.

3. The time domain samples exceeding ξclip are clipped, obtaining the distorted

signal s̄d(l)

4. The distorted signal in frequency domain, x̄d(l) , is obtained by an FFT

5. The RISM mapping is reinstalled: In this way we obtain the frequency do-

main OFDM signal at the (l + 1)-th iteration, x̄(l + 1).

6. If the OFDM signal has reached a given PAPR target or if the maximum num-

ber of iteration has been reached, the procedure exits, otherwise it returns to

the step 2.

These operations are repeated Niter times or alternately can be stopped when no

time domain samples si,ℓ exceed, in absolute value, a threshold ξ. This algorithm

can be seen as an extension of the ACE [34]. The main difference is that the RISM

iterative optimization moves the complex data xk,ℓ only acting on their phase. In

this way the energy of each complex data xk,ℓ remains constant, and the distance

among the points of constellation is equal.

RISM

Data

Mapping

r IFFT
Clipping

ξclip
FFT

Reinst.

RISM

Exit

Cond.

x̄(l) s̄(l) s̄d(l) x̄d(l)

x̄(l + 1)

Figure 2.7: Block Diagram of the RISM Iterative Optimization

In order to maximize the benefits of the RISM a iterative optimization may have

a slow convergence. For this reason we propose an alternative optimization pro-

cedure which is able to converge in a smaller number of iterations. In this way,

we achieve PAPR reduction, and keep complexity well under control. The low-

complexity iterative algorithm operate as follows:
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1. RISM Data Mapping: The bits are mapped in RISM subcarriers, forming the

vector x̄(0) = (x0,ℓ, . . . , xN−1,ℓ). The index in bracket indicates the current

iteration number. The initial phases are chosen randomly.

2. The time domain OFDM signal, s̄(l) is obtained through an IFFT.

3. The time domain samples exceeding ξclip are clipped, obtaining the distorted

signal s̄d(l) and the difference signal d̄(l).

4. The difference signal in the frequency domain, D̄(l), is obtained using a FFT.

Note that, being d̄(l) a sparse vector, D̄(l) may be obtained with lower com-

plexity.

5. The frequency domain difference signal D̄(l) is multiplied by µ, and added to

the original frequency domain signal, x̄(l).

6. The reinstalling process is starting from the signal x̄(l)+µ D̄(l). we obtain the

frequency domain OFDM signal at the (l + 1)-th iteration, x̄(l + 1).

7. If the OFDM signal has reached a given PAPR target or if the maximum num-

ber of iteration has been reached, the procedure exits, otherwise it returns to

the step 2.

It worthwhile to note that the parameter µ resembles the use of a step parameter

in gradient based optimization.

RISM

Data

Mapping

r IFFT
Clipping

ξclip
FFT µ

Reinst.

RISM

Exit

Cond.

x̄(l) s̄(l) s̄d(l) d̄(l)

µD̄(l)

x̄(l + 1)

x̄(l)

+

s̄(l)

−

Figure 2.8: Block Diagram of the Low-Complex RISM Iterative Optimization
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2.3.3 RISM Detectors

In this Section, first we propose the detection scheme for RISM, and secondly

we analyze analytically the performance of the proposed mapping schemes. The

analytical assessment hereby presented is based on a AWGN channel. This is con-

venient for analytical simplicity and does not affect the generality of the discussion,

since the effect of the HPA distortion can be modelled as a scaling of the useful sig-

nal and an additional noise source. Under these assumptions Eq. (1.18) becomes

yk,l = xk,l + nk,l (2.35)

For the two-level RISM described by Eq. (2.34) the envelope of the received signal

can be modelled as a Rayleigh random variable if bk = 0 and a Rice r.v. if bk = 1.

Letting ρy be the envelope of the received signal, we have:

pρy(ρy) =





2ρy
N0

e
− 2ρ2y

N0 if bk = 0

2ρy
N0

e
− ρ2y+2Es

N0 I0

(
2ρy

√
2Es

N0

)
if bk = 1

(2.36)

where we have dropped the subscript k, l for the sake of readability. The energy

detector can be efficiently employed for this problem: the randomness of the phase

due to RISM Iterative Optimization inhibits the use of a coherent detector, and the

energy detector is both robust and simple. The threshold ζ on the received signal

can thus be calculated by the ML criterion (equal symbol a priori probability and

equal cost of the errors), leading to the following nonlinear equation

pρy|bk=1(ζ|bk = 1) = pρy|bk=0(ζ|bk = 0) (2.37)

the corresponding solution can be found numerically. Once the value for the thresh-

old ζ is obtained, the error probability can be written as

Pe =
1

2

[
1−Q1

(√
Eb
N0

,

√
2

N0
ζ

)
+ e

− ζ2

N0

]
(2.38)

where Q1 (a, b) is the Marcum Q function [39]. In the case of a transmission im-

paired by a distorting HPA, the noise term must include also the effect of the HPA

(the term Dk,l) in Eq. (2.32) The shape of the decision regions for 2-level RISM

mapping are shown in Figure 2.9

Regarding the 4-level RISM case, the optimal detection problem is analytically

involved. Practical sub-optimal detection can be performed in two steps: in the first
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Figure 2.9: Decision regions for 2-level RISM.

step we establish whether the received symbol belongs to the external ring. In this

stage an energy detector is again employed, using the ML criterion to compute the

threshold. Once this first step has been performed, in case the signal does belong to

the outer ring, a phase detector is employed. The decision regions obtained by the

aforementioned method are shown in Figure 2.10 Summarizing, Figure 2.11 shows

the AWGN performance of both 2-level and 4-level RISM.

2.3.4 Hybrid RISM

The key idea under the Hybrid RISM technique is basically to multiplex in the

same OFDM symbols, both QAM and RISM subcarriers. In this way we can exploit

the RISM tones in order to reduce the overall PAPR, and, at the same time, we can

also achieving an higher spectral efficiency using higher modulation orders on the

QAM subcarriers. Clearly the effectiveness of the Hybrid RISM technique in term

of PAPR reduction depends on the number of RISM subcarriers inserted in the

ODFM symbol. Let us assume to insert RISM tones in the OFDM symbols with a

density, Rd. In other words, we are assuming that every OFDM symbol contains
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Figure 2.10: Decision Regions for 4-level Mapping.

NaRd RISM tones, andNa(1−Rd) QAM tones. Clearly the higher the RISM density

Rd, the more evident the PAPR reduction. This behavior is clearly illustrated in

Figures 2.15 and 2.16, where Hybrid RISM performance are shown using 2-level

and 4-level RISM respectively.

Numerical results show that similar performance is achieved using regular or

random positioning of the RISM tones over the OFDM comb. On the other hand the

optimum set of parameter of the iterative optimization (i.e µ, ξclip, Niter ) depends

of Rd. In general the lower the density the higher the PAPR target and then the

higher the ξclip.

2.3.4.1 Practical Case: RISM over DVB-T2 Reserved Tones

In the DVB-T2 standard the TR technique illustrated in Section 2.2.2.2 has been

adopted as a PAPR technique. Consequently DVB-T2 provides a specific pattern of

reserves subcarriers which are occupied by the tone composing the kernel signal.

In particular, in DVB-T2 the percentage of the reserved tones over all the active
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Figure 2.11: BER Performance in linear channel

subcarriers is about 1 %. Of course, at the receiver, the received reserved tones are

discarded.

Let us assume to use RISM tones over the pattern of reserves subcarriers spec-

ified by DVB-T2. In other words, Hybrid RISM can be used as alternative to TR,

which is also able to convey additional information on the reserved tones. This

additional capacity can be used whether to convey data or signaling information.

For instance, the OFDM symbol indexing signals, which are not originally pro-

vided in the DVB-T2 frame structure could be carried using the RISM tones over

reserved tones. In this manner, the OFDM symbol indexing will be provided to the

receiver without altering the original DVB-T2 frame structure. Clearly this change

is completely backward compatible. Older receivers which do not support this fea-

ture will see the RISM tones as normal reserved tones.

At the time of writing the author is involved in the standardization group of

the DVB-NGH, where the adoption of the Hybrid RISM tones over reserved tones
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specified by DVB-T2 is under consideration. From numerical analysis reported in

[40] and in [41], it has been shown that Hybrid RISM reach about the same perfor-

mance compared with the specified TR technique using the same toner reservation

pattern.

2.4 Numerical Results

The purpose of this Section is threefold: first we assess the PAPR reduction

performance showing that it is possible to obtain a quasi-constant OFDM enve-

lope using RISM; second we present the system performance in terms of Bit Error

Rate (BER) taking into account two different models of nonlinear HPA, i.e. Ideal

Clipping and Saleh model; third we show the numerical results in terms of Total

Degradation (TD) which is it defined as the sum of OBO and the SNR loss due

to nonlinearity. We assess the performance of 2-level RISM, 4-level (Clover) RISM,

and Hybrid RISM case with several values of RISM densityRd. We consider OFDM

signal having N = 2048, and QPSK modulation as benchmark case, which is tradi-

tionally considered as the optimum compromise between robustness and spectral

efficiency.

2.4.1 PAPR Reduction Performance

As a first result, we present the distribution of PAPR for RISM-OFDM and

QPSK-OFDM. The statistical characterization is done by means of the Complemen-

tary Cumulative Density Function (CCDF), which represents the probability that

the PAPR exceeds a given value. More specifically, Figures 2.12 and 2.13 show the

impact of the clipping level used in the circular optimization procedure. We nu-

merically derive that the best clipping level ξclip for 2-level and 4-level RISM are

1 dB and 2.2 dB respectively. Figure 2.14 reports the comparison between RISM

and QPSK. As it is shown RISM approach enables a dramatic reduction in PAPR

compared with the traditional QPSK-OFDM case. This dramatic PAPR reduction

introduced by RISM, which yields PAPR values comparable with those obtained in

single-carrier systems, guarantee high robustness of the signal even with an highly

distorting HPA. Furthermore in Figure 2.15 we report the PAPR performance for

2-level Hybrid-RISM for different values of the RISM tone density. It is shown that,

even using a very low density of RISM tones, such as, Rd = 1/32 and Rd = 1/64, a

PAPR reduction of 2 and 1 dB respectively is achieved. Furthermore in Figure 2.16
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Figure 2.12: PAPR performance for 2-level RISM using different clip level values.

we report the PAPR performance for 4-level Hybrid-RISM for different values of

the RISM tone density. In this case a RISM density higher that Rd = 1/32 must be

used in order to ensure a PAPR reduction of at least 2 dB.

2.4.2 Bit Error Rate over Nonlinear Channels

The evaluation of the BER is performed considering two practical nonlinear

channels. In particular we consider the case of an ideal predistortion which leads

to the IC model, and the case of using a TWT amplifier without any predistortion,

which is modelled by the Saleh model. In both cases, we assume IBO = 0 dB, and

that the phase offset due to the nonlinear device is ideally recovered. Figure 2.17

shows that in case of TWTA, 2-level RISM approach guarantees better performance

compared with the case of OFDM-QPSK, avoiding any error floor, while in the case

of ideal predistortion, shown in Figure 2.18, 4-level RISM outperforms 2-level RISM

for low SNR and QPSK for high SNR. Therefore we conclude that in case of heavy
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Figure 2.13: PAPR performance for 4-level RISM using different clip level values.

distorting conditions the 2-level RISM can allow a satisfactory reception, on the

other hand 4-level RISM represents a good trade-off between nonlinear resilience,

spectral efficiency and minimum Euclidian distance. In an intermediate case, i.e. in

the case of a linearized amplifier (which behavior is still far from the case of ideal

predistortion), we logically expect this novel method to perform in an intermediate

way between the results shown in Figures 2.17 and 2.18.

2.4.3 Total Degradation

A figure of merit which has been proven to be very suitable to asses the overall

system performance over nonlinear channels is the Total Degradation [42]. It is

defined as:

TD
.
= OBO δSNR (2.39)

where OBO is the Output Back-off defined in Eq. (2.17), and δSNR is the SNR loss

due to the nonlinear distortion introduced by the HPA.
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Figure 2.14: PAPR Comparison between OFDM-QPSK, 2-level and 4-level RISM.

In other words, δSNR can be seen as the power boosting of the signal which is

needed to compensate the effects of nonlinear distortions and achieve target per-

formance BERreq. Let us define SNRreq as the required SNR to achieve the target

performance BERreq in linear conditions.

Figure 2.19 reports the performance in terms of TD, plotted in solid lines. As

it is shown, both 2-level and 4-level RISM technique reach the total insensitivity to

nonlinearity effects, which is represented by the line TD = OBO, even with low

values of OBO. In order to provide a complete and fair comparison, we consider a

new definition of Total Degradation, TD′ including a further term which takes into

account the performance gap between RISM and QPSK over a linear channel.

TD′ .= OBO δSNR δQPSK (2.40)

where the last term is the SNR loss, over a linear channel, of RISM with respect to

QPSK at BER = BERreq. Note that, for all the RISM schemes we have δSNR ≈ 0 dB

and obviously δQPSK > 0 dB, thus the comparison in terms of TD′ is more fa-
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Figure 2.15: PAPR performance for 2-level Hybrid-RISM for different values of the

RISM tone density.

vorable to QPSK case. In Figure 2.19, the performance in terms of TD and TD′

considering Saleh HPA model are plotted in solid and dotted lines respectively.

Note that, all the considered schemes reach roughly the same minimum degrada-

tion, minOBO TD′ ≈ 5dB. However RISM schemes have two important advantages

compared with QPSK:

• The minimum degradation is reached at much lower value of OBO compared

with QPSK case;

• TD′ function is almost flat around its minimum.

These are significant advantages even if the amplifier is linearized: in a practical

scenario, it is not possible to perfectly control the actual value of the operating

point due to a non-ideality of the HPA driver circuits, and to amplifier instabilities.

In fact, some studies carried out by manufacturers [43] show that that in practical
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Figure 2.16: PAPR performance for 4-level Hybrid-RISM for different values of the

RISM tone density.

cases OBO is not finely tunable, in fact can be controlled within a tolerance of 3 dB.

For these reasons, it is crucial to keep the total degradation function low for all the

possible range of OBO. As shown in Figure 2.19, by using RISM schemes we are

able to fully satisfy this condition. Instead using QPSK we obtain low TD′ only for

high value of OBO.

Regarding the Hybrid RISM technique, the TD performance are reported in Fig-

ures 2.25 - 2.33. We asses the TD with different SNRreq values: 0, 4, and 8 dB,

respectively, in order to represent different modulation and coding (MOD-COD)

configurations. In the following plots, the OBO and the TD values has been com-

puting considering a IBO range that goes from -2 db to 10 dB. As we can see from

figures 2.2 and 2.4, in case of Saleh model the relation between OBO and IBO is

not strictly monotonic. Therefore, in the curves plotted in figures 2.27, 2.30, and

2.33, a value of OBO may be correspond with two different values of TD. Thus, the
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Figure 2.17: BER Performance using Saleh model with IBO = 0 dB.

relation between OBO and TD is not a function. Obviously this happens because

the same OBO value may corresponding to two different IBO conditions, which,

nevertheless, lead to different TD values.

Comparing the plots in figures, 2.25,2.26, and 2.27, we can see how considered

HPA models differently act to the degradation of the signal. As shown in figures

2.25 and 2.26, considering mildly distorting HPA model, such as IC or Rapp model,

and a robust MOD-COD configuration yielding a low SNRreq value, the contri-

bution given by the term δSNR is never dominating even for very low OBO values.

Then in these cases, it is possible to transmit using low back-off and the advantages

given by PAPR reduction techniques are, here, not remarkable.

On the other hand, as shown in Figures 2.22 and 2.27, considering Saleh HPA

model, the term δSNR is dominating in the low OBO regions. In particular, in very

low back-off conditions δSNR tends to infinity. It means that the considered nonlin-

ear system can not reach the target performance, BERreq, regardless of the strength
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Figure 2.18: BER Performance in case of Ideal Clipping IBO = 0 dB.

of the received signal. In these scenarios the improvements due to PAPR reduction

technique become conspicuous. In the same way, as shown in Figures 2.31 and 2.32,

considering less robust MOD-COD configurations yielding higher SNRreq values,

the term δSNR becomes dominating even in cases of IC and Rapp HPA models. Also

in these conditions the advantages bring by a lower PAPR are evident.

2.4.3.1 A further thought about TD in OFDM systems

Although TD, as shown above, is a valuable figure of merit to evaluate the sys-

tem performance over nonlinear channels, its computation is usually a tedious and

time-consuming task for the following reason:

• to compute a single value of δSNR(IBO) a complete end-to-end coded and

nonlinear simulation must to be carried out.

• the value of δSNR is graphically obtained (measuring the distance between the
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Figure 2.19: Total degradation performance using Saleh model.

linear and non-linear curves).

On the other hand, considering a multicarrier signal we can apply the Bussgang’s

Theorem in order to facilitate and speed up the computation of TD. If we consider

N large enough the distortion term due to the non-linearities can be modelled as a

Gaussian disturbance. Then we can express the SNRreq as:

SNRreq =
1(

1
SNRreq

1
δSNR

)
+
(

1
SDR

) (2.41)

therefore:

δSNR =

(
1− SNRreq

SDR

)−1

(2.42)

Where δSNR is defined only for SNRreq > SDR. Otherwise the system will never

reach the target performance BERreq. Now we can easily compute the TD starting

from the computation of SDR as a function of IBO, reported in Figures 2.20, 2.21,

and 2.22, with the following advantages:
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• No end-to-end coded simulations are needed.

• The computation of SDR(IBO) is extremely faster.

• A smaller step IBO can be used. Smoother plots are obtained using a minor

computation effort.

Furthermore, considering IC HPA model it is also possible to express analytically

the Total Degradation as a function of IBO. Substituting Eq. (2.22) in Eq. (2.42) we

obtain:

δSNR =


1− SNRreq




1− e−IBO

(
1− e−IBO +

√
πIBO
2 erfc

(√
IBO

))2 − 1







−1

(2.43)

Finally, substituting Eq. (2.24), and Eq. (2.43) in Eq. (2.39) we obtain:

TD =
IBO

1− e−IBO


1− SNRreq




1− e−IBO

(
1− e−IBO +

√
πIBO
2 erfc

(√
IBO

))2 − 1







−1

(2.44)

This analytical results have been validate through numerical simulations results.
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Figure 2.20: Signal-to-Distortion Ratio using Hybrid RISM for different values of

the RISM tone density, with Ideal Clipping HPA model.
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Figure 2.21: Signal-to-Distortion Ratio using Hybrid RISM for different values of

the RISM tone density, with Rapp HPA model.
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Figure 2.22: Signal-to-Distortion Ratio using Hybrid RISM for different values of

the RISM tone density, with Saleh HPA model.
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Figure 2.23: δSNR, The power boosting needed to compensate the effect of the

nonlinear distortion with IC HPA model, SNRreq = 8 dB.
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Figure 2.24: δSNR, The power boosting needed to compensate the effect of the

nonlinear distortion with Saleh HPA model, SNRreq = 8 dB.
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Figure 2.25: Hybrid RISM Total Degradation performance using Ideal Clipping

model, SNRreq = 0 dB.
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Figure 2.26: Hybrid RISM Total Degradation performance using Rapp model,

SNRreq = 0 dB.
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Figure 2.27: Hybrid RISM Total Degradation performance using Saleh model,

SNRreq = 0 dB.
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Figure 2.28: Hybrid RISM Total Degradation performance using Ideal Clipping

model, SNRreq = 4 dB.
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Figure 2.29: Hybrid RISM Total Degradation performance using Rapp model,

SNRreq = 4 dB.
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Figure 2.30: Hybrid RISM Total Degradation performance using Saleh model,

SNRreq = 4 dB.
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Figure 2.31: Hybrid RISM Total Degradation performance using Ideal Clipping

model, SNRreq = 8 dB.
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Figure 2.32: Hybrid RISM Total Degradation performance using Rapp model,

SNRreq = 8 dB.
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Figure 2.33: Hybrid RISM Total Degradation performance using Saleh model,

SNRreq = 8 dB.
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CHAPTER 3
TIME AND FREQUENCY

SYNCHRONIZATION

When Charles V retired in weariness from the greatest throne in the world to

the solitude of this monastery at Yuste, he occupied his leisure for some weeks in

trying to regulate two clocks. It proved very difficult. One day, it is recorded,

he turned to his assistant and said: To think that I attempted to force the reason

and conscience of thousands of men into one mold, and I cannot make two

clocks agree!1

The Task of Social Hygiene, Havelock Ellis

I

N SECTION 1.5, we have considered the ideal case where the

transmission between transmitter and receiver is perfectly aligned

in time and frequency. However, in real-world systems per-

fect synchronization is impossible to achieve, and the follow-

ing aspects must to be addressed in order to design the re-

ceiver:

• The receiver is not aware of the timing at the transmitter. Therefore, the re-

ceiver must estimate the position of the OFDM symbols in order to remove

the CP and correctly position the FFT window. We indicate the timing offset

with ∆t.

1This citation is reported in a famous paper by Scholtz [44]

57
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• The frequency oscillators used for modulating and demodulating the signal

are never perfectly aligned. Thus, the receiver must estimate the carrier fre-

quency offset ∆f , and adjust it accordingly.

• To shift down the received signal from RF to baseband non-ideal frequency

oscillators are used. They will introduce phase noise on the received signal.

3.1 Effects of time and frequency offsets and phase noise

In order to provide a realistic model, the effects of the aforementioned distur-

bances shall be taken into account in the system model. Firstly the timing offset ∆t

can be incorporated into the channel model in (1.14):

h(t, τ) =
∑

j

hj(t) · δ (τ − τj −∆t) (3.1)

At the same time, the carrier frequency offset ∆f can be interpreted as a time-

variant phase offset of the received signal:

r(t) = e2π∆f t (h(t, τ) ∗ s(t)) + n(t) (3.2)

In addition, the phase noise process, φ(t), is typically characterized by a single-

side-band phase noise power density function, which is also known as Phase Noise

Mask (PNM). PNM represents the ratio in dBc (dB carrier) between the single-side-

band noise power in a 1 Hz bandwidth at a given distance from the carrier, and the

carrier power [45]. In figure 3.1, we report a practical example of PNM which has

been specified during the DVB-RCS standardization [22]. At the receiver, the phase

noise process, φ(t), can be modelled as a undesired phase modulation:

r(t) = eφ(t) (h(t) ∗ s(t)) + n(t) (3.3)

Summarizing, in order to incorporate the mentioned effects, we modify Eq.(1.16)

as follows:

r(iT ) = eφ(t)e 2π∆fTu
∑

j

hj(uT )s(uT − τj −∆t) + n(uT ) (3.4)

In order to highlight these effects in the OFDM signal we express:

• The timing offset normalized to the sampling time as the sum of two contri-

butions: an integer multiple of T , and a fractional part:

∆t

T
= m+ υ (3.5)
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Figure 3.1: DVB-RCS Phase Noise Mask

where m ∈ Z and υ ∈ [−0.5; 0.5[ . Without loss of generality, we can assume

υ = 0 [11].

• The frequency offset normalized to the subcarrier spacing as the sum of two

contributions: an integer part, and a fractional part:

∆f

fu
= n+ ε (3.6)

where m ∈ Z and ε ∈ [−0.5; 0.5[ .

• The phase noise process as the sum of two terms: the mean-value of φ(t) com-

puted within a OFDM symbol duration, φcpeℓ , and the remaining fluctuating

component φici(t) that is time-variant inside the OFDM symbol.

φ(t) = φcpeℓ + φici(t) (3.7)
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Note that φcpeℓ , depends on only on the OFDM symbol index.

Substituting, (3.5), (3.6), and (3.7) in (3.4) we obtain:

r(iT ) = eφ
cpe
ℓ eφ

ici(iT ) e 2πn e 2πε
∑

j

hj(uT )s(uT −mT − υT − τj) + n(uT ) (3.8)

Let us consider a OFDM signal afflicted by a timing offset mT , it will maintain

the orthogonality between the subcarriers if and only if the time domain samples

at the receiver, r̄ℓ, are composed only by samples belonging to the same OFDM

transmitted symbol [11]. In other words, to avoid ICI, the receiver must integrate

over an integer number of sinusoid cycles for each of the received multipaths when

it performs OFDM demodulation with the FFT. Therefore, both ICI and ISI caused

by timing offeset are avoided if and only if the following condition is satisfied:

⌊τmax
T

−Ng⌋ ≤ m ≤ 0 (3.9)

However, even if the condition in Eq.(3.9) is satisfied, as a consequence of the tim-

ing offset, the received signal in the frequency domain will be afflicted by a phase

rotation, e2πmk/N , that will be compensated afterwards, during the channel estima-

tion.

Regarding the frequency offset, two different effects on the OFDM signal can be

distinguished. The fractional part of the normalized frequency offset, ε, introduces

a phase rotation (phase ramp) in the time domain which breaks the subcarrier or-

thogonality introducing ICI. On the other hand, the integer part of the normalized

frequency offset, n, is responsible of a spectral shift in the received symbols in the

frequency domain (after the FFT operation), while preserving the subcarrier or-

thogonality.

Similarly to the frequency offset, also the phase noise is responsible of two dif-

ferent effects [46] [47]. Firstly, the constant component, φcpeℓ introduces a Common

Phase Error (CPE), which consists in a constant phase rotation equal to φcpeℓ over

all the subcarriers. Secondly, the fluctuating component causes ICI, which can be

treated as a growth of the Additive Gaussian Noise.

Under the assumption that the subcarrier orthogonality is preserved2 the ex-

pression of the received signal in the frequency domain in Eq.(1.18) becomes:

yk,ℓ = e(
2πmk

N
+φcpe

ℓ )xk−n,ℓHk−n,ℓ + nk,ℓ k = 0, . . . , N − 1 (3.10)

2 Eq.(3.9) is satisfied, φici(t) = 0, and ε = 0



3.2. OFDM SYNCHRONIZATION STRATEGY 61

3.2 OFDM Synchronization strategy
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Figure 3.2: Generic synchronization steps for OFDM systems.

In general, symbol timing and carrier frequency offsets are recovered in two

separate phases called PRE-FFT and POST-FFT synchronization, as shown in Fig.

3.2. In the PRE-FFT phase, the estimation algorithms operate in the time domain,

while in POST-FFT, the algorithms operate in the frequency domain. As illustrate

in Fig. 3.2, The PRE-FFT synchronization algorithms must accomplish two tasks:

Coarse Timing Estimation (CTE) and Fractional Frequency Estimation (FFE). The

aim of CTE is to detect the beginning of the OFDM symbol, in order to remove the

CP and correctly position the OFDM symbol within the FFT window, in order to

satisfy the condition in Eq.(3.9), and then avoid ICI and ISI. On the other hand, the

goal of FFE is to estimate the fractional part of the carrier frequency offset, in order

to maintain the mutual orthogonality among the subcarriers. The PRE-FFT syn-

chronization can be either Data-Aided (DA) or Not-Data-Aided (NDA). The PRE-

FFT NDA synchronization methods exploit the redundancy introduced by the CP

to performed the estimation. On the other hand, in the PRE-FFT DA approach,

synchronization methods make use of a known preamble inserted into the frame to

facilitate the synchronization. Although some DA methods try to estimate the also

integer part of carrier frequency offset in the PRE-FFT stage, the resulting achiev-

able acquisition range is too limited to be applied to realistic scenarios. Therefore,
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the estimation of carrier frequency offset must to be finalized during the POST-FFT

synchronization phase.

The following POST-FFT synchronization acts to refine the PRE-FFT estimates.

Firstly the integer part of the normalized frequency offset is estimated to com-

plete frequency offset recovery. As detailed in following, the POST-FFT Integer

Frequency Estimation (IFE) typically to exploits part of the pilot tones which are

included in the OFDM comb in order to recover the correct frequency alignment.

As as second task, the symbol timing estimation is refined by exploiting the pi-

lot tones to improve the CTE performed in the PRE-FFT stage. Afterwards, some

others minor task can be performed at the POST-FFT stage depending on the sce-

nario, on the requirements, and, on the provided pilot tones. For example, in case

of DVB-T/H/SH, it is needed to detect the position of the scattered pilot tones [48].

3.3 PRE-FFT Synchronization

Many possible approaches which have been presented in the scientific literature

make use of the redundancy introduced by the CP in order to accomplish the PRE-

FFT synchronization. Among the most relevant ones we consider: the Maximum

Likelihood (ML) algorithm proposed in [49]; the approaches proposed in [50] and

in [51] based on simplification of the ML algorithm; the double correlator algorithm

proposed in [52], which has been designed to work in presence of multipath propa-

gation; the Exponential Weighted Average (EWA) algorithms proposed in [53] and

[54] that present a very low implementation complexity. EWA algorithms is based

on the substitution of the moving sum, used in the previous algorithms, with an

Exponential Weighted Sum (EWS). Furthermore, we present an original technique

named Enhanced EWS (EEWS) which has been presented in by the authors in [55].

This algorithm drastically decreases the implementation complexity having a esti-

mation accuracy comparable to with the high complexity algorithms.

3.3.1 Existing algorithms for CTE and FFE

The CP based PRE-FFT algorithms exploit the correlation between the final part

of the useful symbol and the CP. The simplest method is the Maximum Correlation

(MC) algorithm [50], that computes the correlation between the received samples

and the complex conjugate of received samples delayed by N samples. we can
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write the following metric as,

FMC(m) =

∣∣∣∣∣∣

m+Ng−1∑

i=m

r∗ ((i−N)T ) r(iT )

∣∣∣∣∣∣
(3.11)

The observation of 2N +Ng received samples in the time domain, ensures that one

complete OFDM symbol and its guard interval are actually observed. The term

FMC(m) reaches its maximum value when all the sampled r(iT ) correspond to

the last Ng samples of the current OFDM symbol, and consequently r((i − N)T )

falls into the guard interval. The value of m for which this occurs will give the

correct position for centering the FFT window in the receiver. Hence, it is possible

to estimate the correct position of the FFT window by maximizing the function

FMC(m). In addition, we can estimate ε by extracting the phase offset between the

last Ng samples of a OFDM symbol and the CP samples:

ǫ̂ =
1

2π
arctan





m̂+Ng−1∑

i=m̂

r∗ ((i−N)T ) r(iT )



 (3.12)

where:

m̂ = arg
(
max
m

{F (m)}
)

(3.13)

In the following, we name as metric of an algorithm the function to be maximized.

Hence, we can summarize the known algorithms by reporting their metrics, i.e.,

FML(m) = FMC(m)− γ

2(γ + 1)

m+Ng−1∑

i=m

|r ((i−N)T )|2 + |r (iT )|2 (3.14)

FMMSE(m) = FMC(m)− 1

2

m+Ng−1∑

i=m

|r ((i−N)T )|2 + |r (iT )|2 (3.15)

FDC(m) =

∣∣∣∣∣∣

m+Ng−1∑

i=m

F ∗ (m+ i−N −Ng)F (m+ i)

∣∣∣∣∣∣
(3.16)

where:

F (m) =

m+Ng−1∑

i=m

r∗ ((i−N)T ) r (iT ) (3.17)

Eq. (3.14) shows the metric of ML estimator [49]. It can be noted that the MC

algorithm can be derived from the ML algorithm by neglecting the energy part.
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On the other hand, the ML estimator requires the a priori knowledge of the signal-

to-noise ratio (SNR), γ. In the algorithm proposed in [51], the metric reported in

Eq. (3.15) is equal to the metric of ML neglecting the γ factor. This algorithm is

also known as Minimum Mean Square Error (MMSE) estimator. It is worthwhile

observing that for high SNR, (3.15) and (3.14) converge to the same metric. On the

other hand, when the SNR decreases, the terms |r (iT )|2 are corrupted by noise,

therefore in the ML approach the energy part is weighted by γ. Hence, for low

SNR value (3.11) and (3.14) are similar. Eq. (3.16) shows the metric proposed in

[52]. This solution is designed to achieve the PRE-FFT tasks in case of multipath

channel using two correlators in cascade. In the following, we name this algorithm

as Double Correlator (DC) estimator.

3.3.2 Low-complexity PRE-FFT algorithms

Let us define zi as the product between the received samples and the complex

conjugate of received sampled delayed byN samples, that is zi = r∗ ((i−N)T ) r (iT ).

Observing Eq. (3.11), we notice that the MC method implements a Moving Sum

(MS) having length Ng over the sequence zi. Similarly to MC, the methods pro-

posed in [49], [51], [52] use a MS in order to obtain their metrics. The main idea

of low-complexity techniques is to substitute the MS block with an Exponential

Weighted Sum (EWS) in order to reduce the computational complexity. The use of

EWS is proposed in [53] and [54] 3, where the metric is:

FEWS(m) =

∣∣∣∣∣

m∑

i=0

zi λ
m−i

∣∣∣∣∣ (3.18)

where λ = 1 − 2−M is the weighing factor and M is a positive number. The

choice of the appropriate weighting factor, and thus, the choice of M , is fundamen-

tal for the right functioning of this estimator. In Section 3.3.4 we mathematically

deduce the value of M that minimizes the standard deviation of error estimation.

3.3.3 EEWS algorithm

Now we present an original contribution to PRE-FFT synchronization named

Enhanced EWS [55] (EEWS) algorithm that drastically increases the estimation ac-

curacy with respect to the EWA without significantly increasing the implementa-

tion complexity. The proposed algorithm is based on the introduction of an ad-

3In [53] and in [54] the authors called this approach Exponential Weighted Average (EWA)
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Figure 3.3: Block diagram of the proposed EEWS algorithm.

ditional energy correcting factor in the EWA scheme. Differently from [53] and

[54], the EEWS algorithm takes into account also the energy term. The key idea is

to starts from the metric in Eq. (3.15), and then substitute the two MSs with two

EWSs, with the aim to exploit the benefits from both approaches. Hence, the result-

ing metric is:

FEEWS(m) =

∣∣∣∣∣

m∑

i=0

ziλ
m−i

∣∣∣∣∣−
1

2

m∑

i=0

(
|ri|2 + |r(i−Ng)|2

)
λm−i (3.19)

The estimation of m is still computed according to Eq. (3.13), i.e., maximizing the

FEEWS function, while ǫ can be estimated as:

ǫ̂ =
1

2π
arctan

{
m̂∑

i=0

zi λ
m̂−i

}
(3.20)

In figure 3.3 the block scheme of the EEWS algorithm is illustrated.

3.3.4 EEWS Optimization

In the MS scheme, all Ng past samples are summed with weigh equal to one,

while in the EWS scheme all past samples are summed with a weight that decrease
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Figure 3.4: Several shapes of EWS weighting windows for different values of M .

exponentially as λm−i. The choice of the appropriate weighting factor depends on

Ng , because if λ is too small, the weights decrease too rapidly and it does not take

in account all samples belonging to the guard interval. On the other hand, if λ is

too close to 1, the weights decrease too slowly and extend way beyond the guard

interval. In figure 3.4 several shapes of EWS windows are depicted for different

values of M .

Let us define the function Υ(M, j) as the sum of all weights of samples zi be-

longing to the guard interval, when the weighting factor is λ = 1− 2−M . The index

j indicates the misalignment between the begin of the EWS window and the first

sample belonging to the guard interval.

Υ(M, j)
.
=

Ng+j−1∑

t=max(0,j)

(
1− 2−M

)t
(3.21)

Let us consider the case j = 0, in which the start of EWS window coincides with
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the last sample of guard interval. This yields to:

Υ(M, 0) =

Ng−1∑

t=0

(1− 2−M )t =
1− (1− 2−M )Ng

2−M
(3.22)

Now we consider the cases j = −1 and j = 1:

Υ(M,−1) =

Ng−2∑

t=0

(1− 2−M )t =
1− (1− 2−M )Ng−1

2−M
(3.23)

Υ(M, 1) =

Ng∑

t=1

(1− 2−M )t =
(1− 2−M )− (1− 2−M )Ng+1

2−M
(3.24)

Our goal is to obtain M such that the minimum distance between Υ(M, 0) and

Υ(M, j) with j 6= 0 is maximized. Obviously Υ(M, 0) > Υ(M, j) with j 6= 0:

Mop = arg

(
max
M

(
min
j 6=0

(Υ(M, 0) −Υ(M, i))

))
(3.25)

The minimum distance is achieved in case of minimum misalignment between the

begin of EWS window and the first sample belonging to the guard interval, hence

when j = 1 or j = −1.

Mop = arg

(
max
M

(
min

j∈{−1,1}
(Υ(M, 0) −Υ(M, j))

))
(3.26)

In figure 3.5 is shown the plot of Υ(M, 0) − Υ(M,−1) and Υ(M, 0) − Υ(M, 1) as

a function of M and Ng. The minimum distance is maximized when Υ(M, 1) =

Υ(M,−1). Moreover, in this case we achieve the symmetry of the PDF of probabil-

ity of error.

Mop = {M : Υ(M,−1) = Υ(M, 1)} (3.27)

The search of Mop is the root of the following equation obtained by the substi-

tution of (3.21) in (3.27):

(
1− 2−M

)Ng+1 −
(
1− 2−M

)Ng−1
+ 2−M = 0 (3.28)

In table 3.1, several values of Mop are shown for values of Ng compliant with the

DVB-SH standard.

3.3.5 Complexity and Performance Comparison

For practical applications, the hardware complexity of an algorithm is of great

importance. In this Section, we evaluate the complexity of the EEWS algorithm and

we compare it with respect to the other discussed algorithms.
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Figure 3.5: The plot of Υ(M, 0)−Υ(M,−1) and Υ(M, 0)−Υ(M, 1) as a function of

M , with several Ng values.

Table 3.1: Several values of Mop for DVB-SH value of Ng

Ng Mop

64 6.527

128 7.527

256 8.5278

512 9.528

1024 10.528

As shown in figure 3.3, the EWS block can be implemented by an adder and a

shift register. On the other hand, the MC algorithm, which is based on MS block,

requires Ng shift registers and Ng adders. In addition, the algorithms that take into

account the energy term in addition to the correlation term require two additional

adders for the sum between the two terms. Hence, the MMSE algorithm, which

is based on a MS scheme and takes in account the energy term, requires 2Ng shift

registers and 2Ng+2 adders. On the other hand, the novel EEWS algorithm, which

is based on EWS scheme requires only 2 shift registers and 4 adders, for whichever

value of Ng .

In table 3.2, the number of required shift register and adder in case of Ng = 256

is summarized. It can be easily observed that the EWS based techniques reduce the

computational complexity by more than 99% compared to the algorithms using the
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Table 3.2: Required shift register and adder in case of Ng = 256

Algorithm Shift Adders shift registers Adders

registers Ng = 256 Ng = 256

MC Ng Ng 256 256

MMSE 2Ng 2Ng + 2 512 514

EWS 1 1 1 1

EEWS 2 4 2 4

Table 3.3: Power delay profile of multipath channel

Path Sat #1 #2 #3 #4

K[dB] 7 -100 -100 -100 -100

Delay[µs] 0.0 8.203 9.179 10.87 11.01

Power[dB] -91.7 74.4 -86.3 -85.4 -86.8

Path #5 #6 #7 #8 #9

K[dB] -100 -100 -100 -100 -100

Delay[µs] 12.63 18.09 18.24 18.48 22.91

Power[dB] -86.4 -89.2 73.6 -88.6 -89.3

MS block.

We use Monte Carlo simulations to evaluate the performance of each estimator.

We consider a DVB-SH system using N = 4096 carriers with QPSK modulation,

Tg = Tu/8, and Bandwidth 5MHz. The frequency offset inserted before the esti-

mator was uniform distributed between −0.5 fu and 0.5 fu, while the timing offset

was uniform distributed between −20 T and 20 T . The estimator performance is

compared in terms of error standard deviation.

Concerning the CTE task, the MS based algorithms have better performance in

term of error standard deviation in AWGN channel. In particular, the ML estimator

achieves the best performance. Moreover, simulation results show a cross between

the performance of the MC estimator and the MMSE estimator, as predicted in

Section 3.3.1. The DC algorithm has the worst performance in AWGN channel,

due to the shape of the metric function is smoothed due to the structure of the

double correlator, thus it is harder to maximize. Concerning the low-complexity

algorithms, the EEWS approach achieves an evident performance improvement

compared to the algorithm discussed in [54]. In multipath propagation conditions,

a significant performance degradation is visible for all techniques except the DC,
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Figure 3.6: CTE error standard deviation, using DVB-SH 4K, Tg = Tu/4, QPSK
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Figure 3.7: FFE error standard deviation, using DVB-SH 4K, Tg = Tu/4, QPSK
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that becomes the solution with the best performance, confirming the proper design

for this propagation environment. In this case, EEWS is even better than MS based

algorithms, because the initial part of the guard interval, which is more affected

by ISI, is weighted less that final part. In Table 3.3, the power-delay profile of the

considered multipath channel is shown, where the first path is due to the satellite

link and the other paths are due to the complementary ground component.

As far as the FFE task is concerned, the MS based algorithms confirm again to

obtain better performance, but with a minor gap with respect to the EWS based

solutions. The EEWS performance is still positioned in the middle between low-

complexity and high-complexity algorithms. The DC algorithm has again the worst

performance in AWGN channel, but an improvement in multipath channel.

3.3.6 Considerations

We have analyzed the PRE-FFT synchronization problem keeping into consid-

eration that, since fine tuning is performed by POST-FFT subsystems, the PRE-

FFT accuracy shall only meet the minimum requirements for operations, without

necessarily seek for the optimum performance at the cost of implementation com-

plexity. We have therefore designed a new PRE-FFT algorithm aiming to strike a

good trade-off between performance, robustness, and complexity. Simulation re-

sults show that this objective has been completely achieved, since the proposed

algorithm places itself among the least complex approaches, while challenges, in

terms of estimation accuracy, the most complex methods in both AWGN and mul-

tipath scenario, confirming also a very good robustness. Although the analysis has

been presented for the DVB-SH standard, it is easily applicable to any OFDM based

system.

3.3.7 Preamble based PRE-FFT Synchronization

In the previous Section we have dealt with synchronization methods which ex-

ploit the redundancy introduced by the CP in order to accomplish the PRE-FFT

synchronization, without any aid from known signals. However, in order to facili-

tate the synchronization operation a known preamble can be inserted. For example,

some standard systems as like DVB-T2 or WiMAX, provide a preamble at the be-

ginning of each frame

In addition to CTE and FFE, a further task that can be performed with the aid

of a known preamble is the frame acquisition, which consists in the detection of the
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Start of Frame (SoF). This operation can be accomplished either in the time or in the

frequency domain according to the strategy foreseen by the standard. Regarding

those standards that do not provide any known preamble, like DVB-H and DVB-

SH, the Frame acquisition is performed by the means of signalling tones, called

TPS (Transmission Parameter Signalling). TPS are also in charge of informing the

receiver about frame position, code rate, used modulation, and other parameters

necessary to start the demodulation and the decoding operations.

In [56] we studied and assessed the advantage of a preamble insertion in those

systems which do not provide one. In particular we focused on DVB-SH scenario.

This study leads to a novel joint the SoF and the frequency offset estimator4. Nu-

merical results show that the proposed approach can overcome CP based tech-

niques, even for very low SNRs. Especially in systems that have to cope with very

challenging scenarios, like hybrid terrestrial-satellite mobile channels.

3.4 POST-FFT Synchronization

As anticipated in Section 3.2 the first task of POST-FFT synchronization is in

charge of estimating the integer part n of the carrier frequency offset normalized

to fu in order to complete frequency recovery. This task is identified as Integer

Frequency Estimation (IFE). IFE is one of the most critical synchronization phases

because it must be completed in the presence of residual timing errors that trans-

lates in angular rotations in the frequency domain. This problem is faced in [57],

[58] and [59] with the adoption of differential POST-FFT Carrier frequency offset

detection that exploits pilots belonging to two adjacent OFDM symbols in the fre-

quency domain. This approach provides very good performance although, as all

differential techniques, suffers from fast time varying channels as in wireless mo-

bile communication. To overcome this limitation, we have faced this problem from

both the point of view of signal design and receiver algorithms. In fact, in [60] we

have proposed:

• A fully non-coherent approach that results from the adoption of the technique

proposed in [61] and in [62] to the OFDM system. In particular, silent pilots

with an ad-hoc distribution pattern are introduced substituting the conven-

tional boosted pilots. The acquisition is then performed by a non coherent

detector that, as proved in [61], is optimal and leads to performance improve-

4the complete scheme and results are provided in [56]
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ments in POST-FFT frequency synchronization and is characterized, at the

same time, by very limited complexity.

• A novel pilot pattern design aiming at avoiding overlapping positions be-

tween its pilots and pilots belonging to any of the possible replica shifted by

|n| ≤ Nmax positions.

Interestingly, the idea of replacing pilot symbols with nulls has already been

proposed in the context of OFDM synchronization systems in [63], although ap-

plied to CFO recovery in PRE-FFT synchronization, thus leading to completely dif-

ferent conclusions.

The proposed solution is analytically characterized is presented in the presence

of Rayleigh multipath fading channels, providing original results with respect to

the literature, and is contrasted with the classical approach in a realistic scenario

showing an interesting performance improvement in AWGN, and especially in

Rayleigh multipath channels.

3.4.1 Pilot Pattern Design

The design of pattern P that characterizes the pilot position inside OFDM sym-

bols is a crucial aspect for this problem. In Table 3.4(a) the pattern used in DVB-H

and DVB-SH are shown as a reference. As discussed in [61], the adoption of silent

pilots necessarily goes along with a special pilot pattern design, which aims at

avoiding overlapping positions between pilots when matching two patterns shifted

by j > 1 positions. In this way, the autocorrelation properties necessary to achieve

good synchronization are guaranteed by the pilot positions rather than the value

they assume. To adapt the design procedure presented in [61] to OFDM, it is helpful

to introduce the binary sequence defining the pilot positions in the OFDM symbol

as

ψk =




1 if k-th subcarrier is a pilot,

0 otherwise,
(3.29)

It results that ψ is a sequence of length Na which is composed by Np ones and

Na − Np zeros. We define the Overlapping Position Function (OPF) of Oψ(j) as a

function which returns the number of overlaps between a pilot pattern P and its

replica shifted by j positions, defined as

Oψ(j) =

N−j−1∑

k=0

ψkψk+j (3.30)
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In [61], the sequence design has been obtained by considering an overlapping func-

tion constrained to respect the condition




Oψ(j) = Np if j = 0

Oψ(j) ≤ 1 otherwise
(3.31)

leading to the pattern reported in table 3.4(b). This pattern can be straightforwardly

applied to the problem at hand, but it is not optimal because the uncertainty region

for frequency synchronization is typically smaller than the entire symbol duration,

and the guard bands of the OFDM symbol have to be considered for accurate de-

sign. Therefore, a new pilot pattern sequence has been obtained applying the al-

gorithm described in [61] with a different OPF to create a zero-overlap interval

throughout |j| < nmax with j 6= 0:




Oψ(j) = Np if j = 0

Oψ(j) = 0 if 0 < |j| ≤ nmax

(3.32)

The optimum pattern is then obtained by selecting nmax large enough to cover

the entire uncertainty region, irrespectively of the number of overlaps out of the

uncertainty region.It is worthwhile to note that, increasing nmax, the resulting pilot

pattern which satisfies the condition in eq. (3.32) will become less dense. Since

the quality of estimation depends on the number of pilots utilized, it is helpful to

extend the design criterion of eq. (3.32) with a more general staircase OPF as





Oψ(j) = Np if j = 0

Oψ(j) = 0 if 0 < |j| ≤ n′max

Oψ(j) ≤ 1 if n′max < |j| ≤ n′′max

Oψ(j) ≤ 2 if n′′max < |j| ≤ n′′′max
...

...

(3.33)

that gives better control over the pilot distribution. The resulting pilot patterns,

called Minimum Overlap Pattern (MOP), are reported in Table 3.4, considering

Np = 25 and Na = 853, according to the DVB-SH standard. In particular, Table

3.4(d) reports the pilot pattern that satisfies a two-steps condition on OPF with

n′max = 20 and n′′max = 40. The OPF for the DVB pattern and the pattern of table

3.4(d) are graphically reported in figures 3.8 and 3.9, respectively, showing clearly

the zero-overlap region for the proposed pattern.
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Table 3.4: Presented Pilot patterns.

(a) Pattern used in DVB-H and DVB-SH for continual pilots.

0,48,54,87,141,156,192,201,255,279,282,333,432,450,

483,525,531,618,636,714,759,765,786,813,852

(b) Pattern presented in [62] that satisfies the condition in eq.

(3.31).

0,1,3,7,12,20,30,44,65,80,96,122,147,181,

203,251,289,360,400,474,564,592,661,774,821, · · ·
(c) Pattern that satisfies the condition in eq.(3.32).

0,21,43,66,90,115,141,168,196,225,255,287,

318,351,386,425,463,513,549,634,705,763,839, · · ·
(d) Pattern that satisfies the condition in eq. (3.33).

0,21,43,66,90,115,141,168,196,225,255,286,318,351,

385,420,456,493,531,571,612,653,695,737,780, · · ·
(e) Pattern that satisfies the condition in eq. (3.33), and that

does not allow any pilots in the first and in the last Nmax sub

carriers.

35,56,78,101,125,150,176,203,231,260,290,321,353,

386,420,455,491,528,566,606,647,688,730,772,815
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Figure 3.8: Overlapping position function of DVB pattern illustrated in 3.4(a)
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in 3.4(d)
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The strength of the pattern designed according to the criteria illustrated above

is that it is possible to adopt silent pilots, simply defined as

pk,ℓ = 0, k ∈ P (3.34)

The benefits of silent pilots are discussed in detail in the following section.

3.4.2 Detector Definitions

3.4.2.1 Silent Detector

In [61] it has been proved that the optimal decision statistics for silent pilots

according to the Maximum Likelihood approach is provided by

Sℓ(i) =
∑

k∈P
|yk+i,ℓ|2 (3.35)

that is the energy evaluated over the observation window according to the pat-

tern P . This is also an intuitive result because having introduced silent pilots dis-

tributed according to a pattern that does not overlap with itself when shifted, it is

straightforward that the received energy is minimal when the receiver is synchro-

nized. Accordingly, the decision is taken by exploring the uncertainty region and

selecting the minimum accumulated variable according to

n̂ = argmin
i
Sℓ(i) (3.36)

where i ∈ [−Nmax;Nmax], being Nmax the maximum frequency shift specification.

The main advantage of this detector is its robustness against the angular rotations

induced by timing errors, that directly translates in performance improvements as

shown in the following. In addition, it is possible to accumulate over several OFDM

symbols to make the decision more accurate by simply generalizing the expression

of the accumulated metric over u OFDM symbols, as

S
(u)
ℓ (i) =

u−1∑

j=0

Sℓ+j(i) (3.37)

Of course, the accumulation over more OFDM symbols comes at the price of in-

creased delay and receiver complexity.
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3.4.2.1.1 Analytical Analysis The samples yk,ℓ at the output of the FFT are Gaus-

sian random variables (r.v.s) with mean value and variance given by

yk,ℓ ∼




N(0, σ2n) H1(k ∈ P )

N(0, σ2ρ) H0(k /∈ P )
(3.38)

where σ2ρ = σ2H
Es

2 + σ2n, σ2n = N0/2, and we have indicated with H1 and H0 the

hypotheses of correct and incorrect alignment, respectively. In general, operating

in the frequency domain it results

Rk,j(ℓ) = E[yk,ℓy
∗
j,ℓ] 6= 0 (3.39)

so that the variables of eq. (3.38) are not independent. However, in the presence of

severe multipath and considering that the pattern P does not contain contiguous

subcarriers, it is possible to assume that the yk,ℓ samples are mutually independent,

so that the variable Sℓ(i) of eq. (3.35) results to be a χ2 r.v. as

Sℓ(i) ∼




χ2
2Np

(0, σ2n) H1(k ∈ P )
χ2
2Np

(0, σ2ρ) H0(k /∈ P )
(3.40)

which is the statistics for the case of accumulation over a single OFDM symbol,

while, in the general case of accumulation over u OFDM symbols, the resulting

metric S
(u)
ℓ (i) is given by

S
(u)
ℓ (i) ∼




pS|H1

(S|H1) = χ2
2hNp

(0, σ2n) H1

pS|H0
(S|H0) = χ2

2hNp
(0, σ2ρ) H0

(3.41)

Accordingly, the probability of correct decision is given by

Pd = Prob(n̂ = n) = Prob(Sn < Si ∀i 6= n)

that can be expressed as

Pd =

∫ ∞

0

(∫ ∞

t
pS|H1

(r|H1)dr

)2Nmax

pS|H0
(t|H0)dt (3.42)

thus, the probability of false acquisition, is gives by

Pfa = 1− Pd (3.43)
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3.4.2.2 Differential Detector

In the case of traditional pilots, a differential detector can be adopted in order

to cope with the effect of the unknown timing offset m and the unknown CTF Hk,ℓ,

as described in [59]. This means that the detector needs two OFDM symbols to

perform the estimation. We define the metric Mℓ(i) as correlation of FFT output

samples of two consecutive OFDM symbols as

Mℓ(i) =
∑

k∈P
yk+i,ℓ · y∗k+i,ℓ+1 (3.44)

where i ∈ [−Nmax;Nmax]. The frequency translation n can be detected, by search-

ing the index i which maximizes the energy of the metric Mℓ(i):
5

n̂ = argmax
i

|Mℓ(i)|2 (3.45)

Alternatively to detect n it possible to search the search the index i that maximize

the real part of metric Mℓ(i)

n̂ = argmax
i
ReMℓ(i) (3.46)

This solution has better performance compared to (3.45), but is very weak in case

of misalignment of differential detector.

3.4.3 Performance Comparison

Monte Carlo simulations are presented in the following to validate the proposed

analytical model and evaluate the detector performance in terms of probability of

false acquisition, Pfa. The simulation scenario considers a DVB-SH system using

N = 1024 carriers, with QPSK modulation, Tg = Tu/8,uniform frequency offset in

[−20 fu, 20 fu], uniform residual timing offset in [−10 T, 10 T ].

The proposed approach is contrasted with the Differential Detector defined in

section 3.4.2.2 that exploits pilots boosted in power by a factor β2 = 16/9 according

to standard DVB-H and DVB-SH. Two different pilot patterns are considered: the

original DVB Pattern, reported in table 3.4(a), and the proposed MOP reported in

table 3.4(d). In order to obtain a fair comparison the number of pilots is equal to

Np = 25 for both patterns. For the silent detector of eq. (3.36), pilots are inserted

according to the original DVB Pattern, and the proposed MOP reported in table

5It is also possible to search for the index i which maximizes the absolute value of metric as pro-

posed in [58]
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Figure 3.10: Numerical results in AWGN channel

3.4(e), which is a slight variation of the pattern 3.4(d) to prevent to insert pilots

close to the guard bands. The silent detector metric is accumulated over a single

symbol OFDM and over 2 OFDM symbols, i.e. eq. (3.37) with u = 2, in order to

obtain a fair comparison with the differential detector of eq. (3.45).

The performance is evaluated in AWGN, and in two different frequency-selective

channels. The first, identified as multipath 1, is ideally-uncorrelated in frequency,

and the second, multipath 2, is characterized by seven equi-spaced and equi-energy

paths.

Figure 3.10 reports Pfa versus the signal to noise ratio Es/N0 in AWGN, and it

shows that the performance is close, even though the Silent Detector has a steeper

characteristic curve that crosses the Differential Detector curve at Pfa equal to 3 ·
10−4. Moreover, while the MOP adoption does not significantly improve the per-

formance of the Differential Detector, in the case of the Silent Detector it brings a

gain of 0.5 dB, corresponding to Pfa equal to 10−4. As expected, the Silent Detec-

tor which use a single OFDM symbol, i.e. eq. (3.37) where h = 1 provide inferior

performance, losing about 2 dB at Pfa equal to 3 · 10−4.

In multipath scenarios, as shown in figure 3.11, silent pilots lead to more sig-

nificant improvements. In particular, in multipath 1 the Silent Detector has better
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Figure 3.11: Numerical results in multipath fading channel

performance compared to the classic Differential Detector, even when the metric

has been accumulated over a single OFDM symbol. Such a dramatic improvement

in fading channels are due to the fact that the hypotheses of correct alignment H1

are not afflicted by an unknown CTF, as shown in (3.40). This trend is confirmed

by the analytical model presented in section 3.4.2.1.1 that perfectly matches with

simulations.

3.4.4 Considerations

Simulation results show that the Silent Detector used with the proposed pattern

has better performance compared to traditional Differential Detector in particular

in the case of severe multipath fading channel. On the other hand, it is worthwhile

to note that Silent Pilots cannot be used in following data aided synchronization

phases, such as channel and timing estimation. However, this can be considered as

a second order effect because channel and timing estimation usually exploit scat-

tered pilots which intersect in minimal part with the continuous pilots in which

silent symbols are inserted. In any case, to reduce the overhead, it is possible to

insert silent pilots only in certain OFDM symbols, typically at the beginning of a

frame.



CHAPTER 4
CHANNEL ESTIMATION

The greatest of all gifts is the power to estimate things at their true worth.

Maximes, François de La Rochefoucauld

A

S ANTICIPATED IN Chapter 1 one of the advantage offered by

OFDM is its ability to cope with strongly dispersive chan-

nels using low-complexity equalizers, with a single tap per

subcarrier. This is due to the fact that propagation channels

which are frequency selective over the entire OFDM band-

width may appear non-selective on each narrowband subcar-

rier. In particular, this is crucial for the case of OFDM single-frequency networks,

where in order to achieve seamless radio coverage, identical signals are transmitted

from widely separated sites. In this case, signal replicas may come with very large

differential delays, giving rise to very sparse channel profiles.

Clearly, the equalizer will perform successfully if and only if accurate estima-

tion of the Channel Transfer Function (CTF), or equivalently of the Channel Im-

pulse Response (CIR), is performed at the receiver. In other words, channel esti-

mation becomes the critical function which largely determines the overall receiver

performance. For this reason, OFDM channel estimation is normally Data-Aided

(DA) whereby known pilots are multiplexed into OFDM symbols, usually drawing

a regular pattern of known subcarriers with constant inter-pilot frequency spacing.

Using these pilots, channel estimation is performed in two steps: first, the CTF is

punctually estimated on pilot subcarriers; then, channel estimates are interpolated

over data subcarriers.
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4.1 Existing Channel Estimation Methods

In general, DA channel estimation methods differ in the way they interpolate

or filter punctual DA Least Squares (DA-LS) channel estimates over data subcarri-

ers. This can be accomplished using two-dimensional (2D) time-frequency Wiener

Filtering (WF) [64], which is optimal in the Minimum Mean Square Error sense. Un-

fortunately, 2D-WF requires perfect knowledge of the channel statistics (KCS) and

is burdened by large complexity. Complexity can be reduced if one abandons two-

dimensional estimation in favor of a separate time and frequency approach. In [65],

Hoeher et al. showed that by applying one-dimensional Wiener filters over time

and frequency it is possible to reduce complexity and achieve good performance,

if KCS is available. On the other hand, channel estimation can be accomplished by

elaborating raw estimates in the time-domain using a DFT based scheme. In [66],

the MMSE channel estimator working in the time domain, which also requires com-

plete KCS, has been proposed. In order to reduce computational complexity, using

the singular value decomposition, several low-rank approximations to the MMSE

estimator have been proposed in [67], [68]. On a more pragmatic basis, methods

which require the minimum possible KCS and are applicable to any kind of Power

Delay Profile (PDP) and in particular to sparse channels are appealing. In [69],

Morelli and Mengali compared the MMSE approach with Maximum Likelihood

channel estimation where complete KCS is not required, but only the PDP domain.

This latter approach works well with dense multipath channels and quasi-uniform

profiles. KCS agnostic channel estimation can be achieved by interpolating the

punctual DA-LS estimates using a DFT-based scheme without any elaboration in

the time domain. Unfortunately, simplicity here goes along with mediocre perfor-

mance [68], and much research work is being devoted to improving this approach

without increasing complexity in any significant way.

4.1.1 LS Channel Estimation

Starting from the generic system model provided in Section 1.5, let us consider

a generic pilot tone positioned at the k-th subcarrier in the ℓ-th OFDM symbol. The

punctual LS estimation of the CTF is given by:

ĤLS
k,ℓ =

yk,ℓ
pk,ℓ

= Hk,ℓ +
nk,ℓ
pk,ℓ

k ∈ P (ℓ) (4.1)

As discussed previously, DA channel estimation methods differ in the way they

interpolate the punctual observations, ĤLS
k,ℓ , over data subcarriers. We consider
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ĤNp−1,ℓ
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here the DFT interpolation approach, which would be optimal in the absence of

noise and with sufficient pilot density. Under the assumption that pilot symbols

are present in all OFDM symbols, time interpolation is not strictly necessary. There-

fore we only focus on frequency-domain interpolation, which is performed in three

steps. First, an IDFT is applied to the vector of punctual estimates to produce a CIR

estimate, ĥi,ℓ, as follows

ĥi,ℓ =
1

Np

Np−1∑

k′=0

ĤLS
k(k′),ℓ e− 2πk

′i/Np i = 0, . . . , Np − 1 (4.2)

where k(k′) is an indexing function introduced to point out the fact that the CTF

estimates are now compacted into the first Np values for k′. Then, assuming that

Np > L, CTF estimation over the entire frequency comb can be obtained by zero

padding the CIR over the entire OFDM symbol duration:

ˆ̄hZPℓ = {ĥ0,ℓ, . . . , ĥNp−1,ℓ︸ ︷︷ ︸
Np

0, . . . , 0︸ ︷︷ ︸
N−Np

} (4.3)

and finally by applying a DFT:

ˆ̄HLS
ℓ = DFT{ĥZPℓ } (4.4)

It is possible to compute the MSE associated to this DA estimation/DTF interpola-

tion method in closed form. Let us define the MSE as

MSE
.
= Eℓ

[
1

N

N−1∑

k=0

∣∣∣Hk,ℓ − Ĥk,ℓ

∣∣∣
2
]

(4.5)

Following lines similar to [68], and applying the Parseval Theorem, the MSE ex-

pression for LS, MSE(LS), is given by:

MSE(LS) =
1

N

N−1∑

k=0

E

[∣∣∣Hk − ĤLS
k

∣∣∣
2
]

Parseval
=

Np−1∑

i=0

E
[
|hi − ĥi|2

]
=

1

ρ
(4.6)

Where ρ = β2Es/N0 represents the pilot energy to noise ratio. As we have just

shown, here simplicity goes along with mediocre performance [68]. In the next

Section we will see how it is possible to notably improve the MSE by adopting

a suitable sample selection strategy, without increasing complexity and without

require KCS.
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4.2 Most Significant Samples Selection

The main idea to achieve this goal is the following: after the IDFT, not all the CIR

samples are significant, because many may correspond to delays where no prop-

agation channel paths are actually present. Therefore, if one can devise a technique

to decimate the CIR and retain only the significant samples, performance can be improved

without complexity increase. With this aim, Minn et al. [70] proposed to select only

the J strongest samples, identified here as the Most Significant Samples (MSSs) of

the CIR estimate, J being obviously a crucial design parameter. It is shown here

that in the ideal case where J equals the actual number of non-zero channel taps,

Nt, very good performance can be achieved; but when J differs from Nt, perfor-

mance degrades rapidly. Instead of pre-determining a-priori the total MSS num-

ber, Kang et al. [71] proposed to select those samples for which the square module

is above a threshold. We refer to this approach as Threshold Crossing Selection

(TCS). In this way, a dynamic number of MSSs is selected per OFDM symbol. It is

clear that the threshold value is critical to the algorithm performance. While in [71]

the threshold was set according to heuristics, in [72] a genie-aided approach was

followed, based again on ideal TCS.

Our contribution in this contest is threefold. First, in Section 4.3, by defining

the optimal set of selected samples, which minimizes the MSE, in both instanta-

neous and average senses, we derive lower bounds on the MSE performance for

any MSS selection strategy. Comparing the obtained lower bounds with MMSE

channel estimation performance, we conclude that MSS-based channel estimation

has the potential to reach comparable performance with respect to the optimum

MMSE approach, in particular when the number of pilots is significantly larger

than the number of channel paths (as customary). Second, in Section 4.4.1 we ana-

lytically derive the optimum threshold value for TCS in the minimum MSE sense.

We show that, by using the optimum threshold, TCS can tightly approach MMSE at

high signal-to-noise ratio values. Unfortunately, the optimal threshold depends on

the actual channel PDP. For this reason, in Section 4.4.1.2, we propose a sub-optimal

approach for threshold setting, which we show to yield comparable performance

to the optimal threshold case with robustness against PDP variations. Third, in

Section 4.4.2, we propose two novel MSS selection strategies, identified as Instan-

taneous Energy Selection (IES) and Average Energy Selection (AES), which do not

require KCS, but only estimation of the received SNR. In particular, IES, as well as

TCS, aims to decimate CIR estimate samples considering only their instantaneous
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energy, hence both IES and TCS are oriented towards instantaneous selection of

MSSs. On the other hand, AES, which is oriented towards a windowed selection

of MSSs, extends the observation window over several OFDM symbols, and, as

a consequence of noise reduction, it closely approaches the MMSE performance,

even for low SNR.

4.3 MSE Lower Bounds

As anticipated in previous Section, not all CIR estimate samples are significant;

in fact, many samples may correspond to delays where no propagation channel

paths are actually present, and consequently they only contain noise. Therefore, it

is possible to reduce drastically the noise presence, especially when the CIR is very

sparse, by decimating the impulse response into the subset S(ℓ) of most significant

samples after the IDFT:

ĥMSS
i,ℓ =




ĥi,ℓ if i ∈ S(ℓ)
0 if i /∈ S(ℓ)

(4.7)

The complete block diagram is shown in Fig. 4.2. Obviously, the critical aspect of

this method is the strategy used in forming S(ℓ), upon which the MSE is completely

dependent. It is both interesting and essential to obtain a lower bound on the MSE

for DA channel estimation based on MSS selection, defined as the value obtained

for the optimal set of samples, Sopt(ℓ). The first step towards the achievement of

this goal is to model statistically the CIR estimates, ĥi,ℓ. Substituting (4.1) in (4.2),

we obtain

ĥi,ℓ =
1

Np



Np−1∑

k′=0

Hk(k′),ℓ e− 2πk
′i/Np +

Np−1∑

k′=0

nk(k′),ℓ

pk(k′),ℓ
e− 2πk

′i/Np


 i = 0, . . . , Np − 1

(4.8)

Thus, we can write the CIR estimate as the sum of the correct value, hi,ℓ, and a noise

component, νi,ℓ:

ĥi,ℓ = hi,ℓ + νi,ℓ (4.9)

where:

νi,ℓ =
1

Np

Np−1∑

k′=0

nk(k′),ℓ

pk(k′),ℓ
e− 2πk

′i/Np (4.10)
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Due to the statistical independence of the nk,ℓ samples, the noise components are

distributed as zero-mean complex Gaussian random variables with variance 1/ρNp:

νi,ℓ ∼ Nc

(
0,

1

ρNp

)
(4.11)

where ρ = β2Es/N0 represents the pilot energy to noise ratio, and Nc

(
µ, σ2

)
repre-

sents the probability density function of a complex Gaussian random variable with

mean µ and variance σ2. Therefore, the CIR estimate samples, ĥi,ℓ, are also complex

Gaussian random variables distributed as:

ĥi,ℓ ∼




Nc

(
0, 1

ρNp
+ γ2i

)
if i ∈ C

Nc

(
0, 1

ρNp

)
if i /∈ C

i = 0, . . . , Np − 1 (4.12)

where C is the set of indices corresponding to those time samples where propaga-

tion paths are actually present, i.e. i ∈ C iff γ2i 6= 0.

In selecting or rejecting any CIR estimate sample, four events are possible:

Noise Excision (NE): A CIR estimate sample, corresponding to a delay where

no propagation channel path is present, is correctly rejected. This corresponds to

the very reason at the heart of MSS, and occurs with probability PNE.

Noise Holding (NH): A CIR estimate sample, corresponding to a delay where

no propagation channel path is present, is reckoned as significant. This case con-

tributes to the MSE with the noise component contained in the CIR estimate, and

occurs with probability PNH = 1− PNE.

Path Excision (PE): A CIR estimate sample, corresponding to a delay where a

propagation channel path is present, is rejected. This case contributes to the MSE

with the neglected path energy, and occurs with probability P PE.

Path Holding (PH): A CIR estimate sample, corresponding to a delay where

a propagation channel path is present, is reckoned as significant. This case con-

tributes to the MSE with the noise component contained in the CIR estimate, and

occurs with probability P PH = 1− P PE.

Considering (4.7) and (4.9), the estimation square errors |εi,ℓ|2 = |hi,ℓ − ĥMSS
i,ℓ |2

corresponding to the four events are given by:

|εi,ℓ|2 =





0 if i /∈ C ∧ i /∈ S(ℓ) Noise Excision

|νi,ℓ|2 if i /∈ C ∧ i ∈ S(ℓ) Noise Holding

|hi,ℓ|2 if i ∈ C ∧ i /∈ S(ℓ) Path Excision

|νi,ℓ|2 if i ∈ C ∧ i ∈ S(ℓ) Path Holding

(4.13)
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The overall Square Error (SE) for the ℓ-th OFDM symbol can therefore be written as

the sum of three contributions from, respectively, noise holding, path excision, and

path holding:

SE(ℓ) =

Np−1∑

i=0

|εi,ℓ|2 =
∑

i∈S(ℓ)\C
|νi,ℓ|2 +

∑

i∈C\S(ℓ)
|hi,ℓ|2 +

∑

i∈S(ℓ)∩C
|νi,ℓ|2 (4.14)

where B \ A represents the relative complement of A in B (i.e. B \ A = {x ∈
B |x /∈ A}). Note that, if S(ℓ) is a subset of C, S(ℓ) ⊆ C, then NH is always avoided.

However, the latter is necessary but not sufficient for the optimality of S(ℓ) in the

minimum SE sense. In fact, it is interesting to note that Sopt(ℓ) can be strictly smaller

than C. Intuitively, if a sample contains an actual CIR tap, but this is overcome by

noise, it pays off to decimated it out of the estimation comb. The necessary and

sufficient condition on the optimality of S(ℓ) is that i ∈ S(ℓ) iff |hi,ℓ|2 > |νi,ℓ|2,

therefore

Sopt(ℓ) ≡
{

all i such that |hi,ℓ|2 > |νi,ℓ|2 , i = 0, . . . , Np − 1
}

(4.15)

Proof. SE(ℓ) is the sum of Np non-negative terms, SE(ℓ) =
∑Np−1

i=0 |εi,ℓ|2. For each i

we can actually have two cases, obtained by grouping holding and excision1 events:

|εi,ℓ|2 =




|νi,ℓ|2 if i ∈ S(ℓ) Holding

|hi,ℓ|2 if i /∈ S(ℓ) Excision
∀ i = 0, . . . , Np − 1 (4.16)

Therefore, the minimum SE(ℓ) is obtained by minimizing each term of the above

sum separately:

SEmin(ℓ) = minSE(ℓ) =

Np−1∑

i=0

min
{
|νi,ℓ|2, |hi,ℓ|2

}
(4.17)

Hence, if and only if |hi,ℓ|2 > |νi,ℓ|2 for all i ∈ S(ℓ), and |hi,ℓ|2 < |νi,ℓ|2 for all i /∈
S(ℓ), then SE(ℓ) = SEmin(ℓ). Considering that both |hi,ℓ|2 and |νi,ℓ|2 are continuous

random variables, and thus, the probability to have |hi,ℓ|2 = |νi,ℓ|2 is null, the above

conditions can be can expressed as in (4.15).

Although it is clear that only a genie-aided receiver could find the Sopt(ℓ) as

defined above, this is still a very useful objective even for practical receivers, as

1Note that in case i /∈ C it holds |hi,ℓ|
2 = 0
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discussed in Sections 4.4.1 and 4.4.2. Here, it is important to derive the performance

limits that correspond to the use of Sopt(ℓ). In this case, the SE for the ℓ-th OFDM

symbol reduces to

SEmin(ℓ) =
∑

i∈C\Sopt(ℓ)

|hi,ℓ|2 +
∑

i∈Sopt(ℓ)

|νi,ℓ|2 (4.18)

By averaging over the channel and noise statistics, it can be shown that the result-

ing lower bound on MSE, achievable by using instantaneously the optimum set of

samples Sopt(ℓ), and identified as MSE(opt), is given by:

MSE(opt) = E[SEmin(ℓ)] =
∑

i∈C

γ2i
1 + ρNpγ2i

(4.19)

The analytical derivation of Eq. (4.19) is provided in following. Let’s consider

the Rayleigh random variables αhi = |hi,ℓ| and ανi = |νi,ℓ|. The MSE achievable

by using the optimum set of samples Sopt(ℓ), after considerable algebra, can be

expressed by:

MSE(opt) = E [SEmin(ℓ)] =

=
∑

i∈C

{∫ ∞

0

(∫ ανi

0
α2
hipαhi

(αhi) dαhi

)
pανi

(ανi) dανi +

+

∫ ∞

0

(∫ αhi

0
α2
νipανi

(ανi) dανi

)
pαhi

(αhi) dαhi

}
(4.20)

where the corresponding p.d.f. of which are given by:

pαhi
(αhi) =

2αhi
γ2i

e
−

α2
hi

γ2
i

pανi
(ανi) = 2ρNpανie

−ρNpα2
νi (4.21)

Substituting (4.21) in (4.20), and, after simple calculus and considerable algebra, it

can be found that:

MSE(opt) =
∑

i∈C

[
γ2i

(1 + γ2i ρNp)2
+

γ4i ρNp

(1 + γ2i ρNp)2

]
=
∑

i∈C

γ2i
1 + ρNpγ

2
i

(4.22)

It is very interesting to note that the result coincides with the MMSE expression

derived in [68], [69].

It is hard to presume a-priori that the average performance associated to in-

stantaneous optimal selection, MSE(opt), corresponds to the MMSE even if they

come from very different assumptions: the MMSE approach requires ideal KCS,
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Figure 4.3: MSE(avg) normalized to the MMSE as a function of the ratio between

number of pilots over number of taps, for several values of SNR. Using uniform

channel and β2 = 1.

while the instantaneous optimal selection requires the knowledge on the specific

realizations of the channel response and thermal noise. This may lead to presume

that MSE(opt) is lower than MMSE, on the other hand, the instantaneous optimal

selection needs just a minimum information (a binary information) on the specific

realizations, it is sufficient to know if |hi,ℓ| is greater or smaller than |νi,ℓ|, while the

MMSE approach requires full and ideal KCS.

However, since finding the exact Sopt(ℓ) requires aid from a genie, we investi-

gate also an alternative approach. The idea is to make decisions based on average

rather than instantaneous quantities, the advantage being that estimation becomes

possible. Assuming wide-sense stationarity, which eliminates the dependence on

ℓ, we define the optimal set in the average sense, Savg , as:

Savg ≡
{

all i such that E
[
|hi|2

]
> E

[
|νi|2

]
, i = 0, . . . , Np − 1

}
(4.23)
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The above is general and can be applied to any channel conditions. Specifying it

for our channel model, it becomes

i ∈ Savg ⇐⇒ γ2i >
1

ρNp
(4.24)

Therefore, the MSE(avg), corresponding to the use of Savg can be written as:

MSE(avg) =
∑

i∈C\Savg

E
[
|hi|2

]
+
∑

i∈Savg

E
[
|νi|2

]
=

∑

i∈C\Savg

γ2i +
∑

i∈Savg

1

ρNp
(4.25)

As a particular case, when ρNp is large enough to ensure that (ρNp)
−1 < γ2i , ∀i ∈ C,

then Savg ≡ C, and it holds:

MSE(avg) =
∑

i∈C
E
[
|νi|2

]
=

Nt

ρNp
(4.26)

It is interesting to compare the MSE(avg) to LS provided in Eq. (4.6) and MMSE

performance. We observe that, for Savg ≡ C, MSE(avg) improves over MSE(LS)

by a factor equal to Nt/Np < 1. In practice, Nt is much smaller than Np, yielding

a much lower MSE value. Regarding MMSE estimation, as anticipated previously,

under the assumption of uniformly scattered pilots the MMSE is given by:

MMSE =
∑

i∈C

γ2i
1 + ρNpγ2i

(4.27)

Assuming a uniform power delay profile, where all the Nt taps have equal energy:

γ2i =





1
Nt

i ∈ C
0 i /∈ C

(4.28)

the MMSE becomes:

MMSE =
1

1 +
ρNp

Nt

=
1

1 + 1
MSE(avg)

(4.29)

We observe that lim ρNp
Nt

→∞MMSE = MSE(avg), which confirms that the average

approach is asymptotically optimum. In practice, MSE(avg) approaches MMSE per-

formance rapidly. As an example, Fig. 4.3 shows the ratio between MSE(avg) and

MMSE in the case of uniform power delay profile, for several values of SNR, and

of the ratio between number of pilots over number of taps. In the end, MMSE is the

ultimate performance limit for both instantaneous and average strategies.
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4.4 Novel Algorithms

Our purpose is now to investigate selection strategies which can nearly achieve

the MMSE performance without KCS. As anticipated in the Section 4.2, we deal

with three different strategies: Threshold Crossing Selection (TCS), Instantaneous

Energy Selection (IES), and Average Energy Selection (AES). TCS and IES, which

decimate CIR samples without using memory from previous OFDM symbols, are

oriented towards the use of Sopt(ℓ). On the other hand, AES, which decimates

CIR samples by extending the observation window over several OFDM symbols,

is oriented towards the use of Savg .

4.4.1 Threshold Crossing Selection

The TCS strategy for identifying the MSS set, which has been treated in [70],

[71], [72], [73], [74], is based on the concept that only those samples which overcome

a threshold ξ in absolute value are retained:

STCS(ℓ) ≡
{

all i such that |ĥi,ℓ| > ξ , i = 0, . . . , Np − 1
}

(4.30)

In [71, eq. (21)] the threshold ξ has been empirically set equal to the square root of

twice the noise level (which should be estimated):

ξ =

√
2

ρNp
(4.31)

In [72, eq. (6)], a criterion is proposed for establishing a set of threshold values that

requires the knowledge of the entire CIR power profile:

ξi =

√
1

ρNp
ln
(
2 + ρNpγ2i

)
i = 0, . . . , Np − 1 (4.32)

In [73] we proposed a pragmatic approach to set the threshold without KCS, based

on a specification for the overall NH probability:

ξ =

√
ln (Np/PONH)

ρNp
(4.33)

where PONH is a design parameter. In [74] the same threshold setting has been

applied to OFDM time-frequency synchronization problems.

These methods are reasonable but based on heuristics. Here, we find the op-

timal threshold by deriving the closed form expression for the TCS MSE perfor-

mance, and then by minimizing it with respect to ξ.
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4.4.1.1 TCS MSE: Analytical Expression

Adopting TCS with a threshold ξ, and considering (4.12) and (4.30), we can

write the PH probability in the i-th sample, as:

P PH
i = Prob

[
|ĥi| > ξ

∣∣ i ∈ C
]
= e

− ρNpξ
2

1+γ2
i
ρNp ∀ i ∈ C (4.34)

Similarly, the NH probability is given by:

PNH
i = Prob

[
|ĥi| > ξ

∣∣ i /∈ C
]
= e−ρNpξ2 ∀ i /∈ C (4.35)

Notably the NH probability does not depend on i, hence we will refer to it as PNH.

In summary, adopting TCS, the MSE can be found to be [73]:

MSETCS =

Np−1∑

i=0

E
[
|εi|2

]
=

=
∑

i∈C

(
P PH
i E

[
|νi|2|PH

]
+ P PE

i E
[
|hi|2|PE

])
+
∑

i/∈C
PNHE

[
|νi|2|NH

]
=

=
∑

i∈C




e
− ρNpξ

2

1+γ2
i
ρNp

ρNp
+

(
1− e

− ρNpξ
2

1+γ2
i
ρNp

)(
γ2i −

ξ2

eξ
2/γ2i − 1

)

+

+ (Np −Nt)
e−ρNpξ2

(
1 + ρNpξ

2
)

ρNp

(4.36)

Our aim here is to derive analytically the optimal threshold ξopt which minimizes

the MSE:

ξopt = arg min
ξ

MSETCS(ξ) (4.37)

A necessary condition is obtained by setting the first derivative of (4.36) to zero:

∑

i∈C
2ξ




e
− ρNpξ

2

1+γ2
i
ρNp

1 + γ2i ρNp


ρNp


γ2i −

ξ2

e
ξ2

γ2
i − 1


− 1


+

+
1 + e

ξ2

γ2
i

(
ξ2

γ2i
− 1
)

(
e

ξ2

γ2
i − 1

)2

(
1− e

− ρNpξ
2

1+γ2
i
ρNp

)




+

− 2ρNpξ
3e−ρNpξ2(Np −Nt) = 0 (4.38)
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Equation (4.38) is in an implicit form, and can only be solved numerically, with

knowledge of the channel power profile γ2i , i ∈ C, and pilot energy to noise ratio ρ.

We therefore proceed as follows.

4.4.1.2 Sub-Optimal Threshold

In order to achieve an explicit solution, as well as to avoid the required KCS,

let’s introduce a few assumptions and approximations. First, we assume a uniform

power profile as in (4.28), so that (4.38) becomes:

2Ntξ




e
− ρNtNpξ

2

Nt+ρNp Nt

Nt + ρNp

[
ρNp

(
1

Nt
− ξ2

eNtξ2 − 1

)
− 1

]
+

+
1 + eNtξ2

(
Ntξ

2 − 1
)

(
eNtξ2 − 1

)2

(
1− e

− ρNtNpξ
2

Nt+ρNp

)}
+

− 2ρNpξ
3e−ρNpξ2(Np −Nt) = 0 (4.39)

Second, note thatNt+ρNp ≈ ρNp, which is justified even in low SNR regions, since

the number of pilots Np is typically large enough to ensure that ρNp >> Nt. Using

this approximation, after considerable algebra, we obtain:

e(ρNp−Nt)ξ2 =
Np −Nt

ρNpξ2 − 1

(
ρNpξ

Nt

)2

(4.40)

Finally, exploiting the fact that ρNpξ
2 >> 1, we have

Np −Nt

ρNpξ2 − 1

(
ρNpξ

Nt

)2

≈ (Np −Nt)ρNp

N2
t

(4.41)

and we can find the following explicit solution for the sub-optimal threshold:

ξso =

√√√√√ ln
(
(Np−N̂t)ρNp

N̂2
t

)

ρNp − N̂t

(4.42)

Where N̂t is a algorithm parameter assuming the number of taps of the CIR. Of

course, the best performance is obtained in case of N̂t = Nt, however, as shown

in the numerical results, Sub-Optimal Threshold (SOT) approach appear to be very

robust even in case of large mismatch between Nt and N̂t. Furthermore, the SOT

values obtained using expression (4.42), and those obtained by solving numerically

(4.39) are very close for all SNR values, and thus the approximations are justified

and practically useful.
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4.4.2 Energy-based MSS Selection Strategies

We now discuss two approaches based on received energy. The first, IES, pre-

sented in Section 4.4.2.1, pursues instantaneous decimation and therefore seeks to

approach Sopt(ℓ). The second, AES, presented in Section 4.4.2.2, works with aver-

ages over a window of several OFDM symbols, and thus goes after Savg . Neither

of two methods require KCS, but only the estimation of the received SNR.

4.4.2.1 Instantaneous Energy Selection

The idea is to orderly select the strongest CIR estimate samples until the col-

lected energy reaches the estimate of the total received useful power. The selection

is performed in each OFDM symbol, independently. We identify this strategy as

Instantaneous Energy Selection (IES). Firstly, we sort the vector of CIR estimate

samples in descending order of absolute values:

|ĥi(0),ℓ| ≥ |ĥi(1),ℓ| ≥ . . . ≥ |ĥi(j),ℓ| ≥ . . . ≥ |ĥi(Np−1),ℓ| (4.43)

where i(j) is an indexing function introduced to represent the sorting function ap-

plied to the CIR estimates samples, in descending order. Then, we keep accumu-

lating the MSS as long as the total energy remains below the target T :

SIES(ℓ) ≡
{

all i(j) such that

j−1∑

v=0

|ĥi(v),ℓ|2 ≤ T , j = 0, . . . , Np − 1

}
(4.44)

The target T corresponds to the estimate of the total received useful power:

T =

Np−1∑

i=0

|ĥi|2 −
Np−1∑

i=0

E[|νi|2] =
Np−1∑

i=0

|ĥi|2 −
1

ρ
(4.45)

4.4.2.2 Average Energy Selection

All selection strategies described so far, were pointing at finding Sopt(ℓ). Unfor-

tunately, their instantaneous nature makes them vulnerable to noise sparks which

are erroneously reckoned as channel paths. As an alternative, it may be more ef-

ficient to point at Savg by extending the observation window over several OFDM

symbols, which allows filtering. As a consequence, higher reliability of the MSS

selection and therefore better estimation performance are expected, especially in

low SNR conditions. In particular, we select as MSSs those samples whose CIR es-

timate sample energy, measured in an observation window of W OFDM symbols,
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overcomes a threshold, ζ :

SAES(ℓ) ≡
{

all i such that Êi,ℓ > ζ , i = 0, . . . , Np − 1
}

(4.46)

where:

Êi,ℓ =
1

W

ℓ∑

v=ℓ−W+1

|ĥi,v|2 (4.47)

The observation window length, W , is an important parameter upon which esti-

mation performance is strongly dependent. In the case of wide-sense stationary

channels, the larger W the more accurate the energy estimation, but the larger is

the latency and the required memory at the receiver. On the other hand, in the case

of non-stationary channels, it is necessary to limit W in order to track time varying

channel statistics.

We derive the noise and path holding probabilities. Since for i /∈ C the samples

ĥi,ℓ are mutually statistically independent complex Gaussian variables, with zero

mean and variance (2ρNp)
−1 per branch, PNH for AES with observation window

length W and threshold ζ is given by:

PNH = Prob
[
Êi,ℓ > ζ

∣∣ i /∈ C
]
= e−WρNpζ

W−1∑

v=0

(WρNpζ)
v

v!
∀i /∈ C (4.48)

The analytical derivation is provided in Section 4.4.2.2.

On the other hand, considering the case i ∈ C, the samples ĥi,ℓ are statisti-

cally correlated from symbol to symbol. In particular, the time correlation depends

on the ratio between the channel coherence time, which depends on the terminal

speed, and the OFDM symbol duration. In the following, we analyze two extreme

cases, considering a very rapid and very slow channel respectively. In the first case,

we assume that the Doppler spread is large enough to break the time correlation

of the CIR estimate samples, belonging to different received OFDM symbols2. The

ĥi,ℓ samples result to be again mutually statistically independent complex Gaussian

variables, with zero mean and branch variance γ2i /2+ (2ρNp)
−1. Consequently, the

PH probability is given by:

P PH
i = Prob

[
Êi,ℓ > ζ

∣∣ i ∈ C
]
= e

− WρNpζ

1+γ2
i
ρNp

W−1∑

v=0

1

v!

(
WρNpζ

1 + γ2i ρNp

)v
∀ i ∈ C (4.49)

In the second case, we assume that the Doppler spread is small enough to guarantee

a quasi-static channel within the observation window length; therefore, the CIR

2Since we assumed that hj(t) is constant over a single OFDM symbol, this corresponds to a block

fading channel model.
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sample estimates, ĥi,ℓ, can be seen as the sum of a static channel complex coefficient

hi,ℓ = h̃i , and noise. The ĥi,ℓ are again mutually statistically independent complex

Gaussian variables (because noise is white), with mean h̃i and variance per branch

(ρNp)
−1. In this case, Êi is distributed as a non-central chi-square distribution with

non-centrality parameter λi = |h̃i|2. The corresponding PH probability is given by:

P PH
i = Prob

[
Êi,ℓ > ζ

]
= 1− (ρNp)

W

γ2i Γ(W )
∫ ζ

0

∫ ∞

0
xW−1e−(λiγ2i +ρNp(x+Wλi))

0F1

(
W ; (ρNp)

2Wλix
)
dλi dx (4.50)

The analytical derivation is provided in Section 4.4.2.2. Similarly to the TCS case,

the appropriate ζ setting depends on channel statistics, as well as on W . Since the

analytical derivation of the optimal threshold ζ in this case is unfeasible, due to

the fact that several integral forms are involved, we propose an alternative strat-

egy which, as we show in the following, achieves performance very close to the

MSE(avg) lower bound. Assuming that W is large enough to eliminate noise hold-

ing events, we can set the threshold ζ according to the definition Savg , here re-

written in terms of Ei:

i ∈ Savg ⇐⇒ Ei >
2

Npρ
= ζ (4.51)

Substituting (4.51) into (4.48), we obtain a very simple and intuitive expression:

PNH = e−2W
W−1∑

v=0

(2W )v

v!
(4.52)

It is interesting to note that, in this case, the noise holding probability depends only

on the observation window length. The performance of this method is very good

for large W, as can be expected, while it reduces to TCS for W = 1, in which case

other threshold setting strategies are more appropriate.

Path and Noise Holding Probabilities Let’s consider the vector

hi = {hi,ℓ−W+1, hi,ℓ−W+2, . . . , hi,ℓ} containing the W complex Gaussian random

variables representing the complex path gains at the ℓ-th OFDM symbol for a given

delay i. According to the Rayleigh fading assumption, vector hi can be modelled

as a W-variate zero mean complex Gaussian variable with covariance matrix Σ, i.e.

hi ∼ NcW (0,Σ). The measured CIR sample energy Êi,ℓ reported in (4.47), con-

ditioned on hi, can be modelled as a non-central chi-square distribution, χ2
2W (λ),
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with 2W degrees of freedom, non-centrality parameter λ = 1
W

∑ℓ
v=ℓ−W+1 |hi,v|2,

and σ2 = (2ρNpW )−1,

pÊi,ℓ|hi
(x|hi) =

xW−1

(2σ2)WΓ(W )
e−

x+λ

2σ2
0F1

(
W ;

λx

(2σ2)2

)
(4.53)

where Γ(W ) = (W − 1)! and 0F1(b; z) is a particular case of the generalized hyper-

geometric function mFn(a1, . . . am; b1, . . . bn; z) [39]. We start from the non-central

chi-square definition based on the hypergeometric function in order to treat in the

following the central chi-square as a particular case of non-central case [75, Ap-

pendix I].

Noise Holding Case: i /∈ C Let’s consider the case where i /∈ C. In this case hi = 0̄

with probability 1, and consequently λ = 0. Therefore, Êi,ℓ can be modelled as a

central chi-square random variable χ2
2W (0) with σ2 = (2ρNpW )−1:

pÊi,ℓ
(x) =

xW−1(ρNpW )W

Γ(W )
e−xρNpW ∀i /∈ C (4.54)

Thus PNH is given by:

PNH = Prob
[
Êi,ℓ > ζ

∣∣ i /∈ C
]
= e−WρNpζ

W−1∑

v=0

(WρNpζ)
v

v!
∀i /∈ C (4.55)

Setting ζ according to (4.51), it follows:

PNH = e−2W
W−1∑

v=0

(2W )v

v!
∀i /∈ C (4.56)

Path Holding with Uncorrelated Fading: i ∈ C and Σ = Diag(γ2i ) Let’s consider

the particular case where i ∈ C, and the elements of hi are zero-mean complex

Gaussian variables i.i.d. with variance γ2i (i.e. the covariance matrix Σ is diagonal).

In this case Êi,ℓ can be modelled as a central chi-square random variable χ2
2W (0)

with σ2 = (γ2i /2 + 1/(2ρNp))/W . Therefore, similarly to the previous case, P PH
i is

given by:

P PH
i = Prob

[
Êi,ℓ > ζ

∣∣ i ∈ C
]
= e

− WρNpζ

1+γ2
i
ρNp

W−1∑

v=0

1

v!

(
WρNpζ

1 + γ2i ρNp

)v
∀ i ∈ C (4.57)
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Path Holding with Perfectly Correlated Fading: i ∈ C and hi = h̃i Let’s consider

the particular case where i ∈ C, and all the elements of hi are equal to h̃i. In this

case, Êi,ℓ can be modelled as a non-central χ2
2W (λi), with non-centrality parameter

λi = |h̃i|2, and σ2 = (2ρNpW )−1:

pÊi,ℓ
(x|λi) =

xW−1(ρNpW )W

Γ(W )
e−ρNpW 2(x+λi)

0F1

(
W ; (ρNpW )2λix

)
(4.58)

The non-centrality parameter λi is itself distributed as a χ2
2(0) with branch variance

equal to γ2i /2. After removing the conditioning on λi the holding path probability

is given by:

P PH
i =

2(ρNpW )W

γ2i Γ(W )

∫ ∞

ζ

∫ ∞

0
λix

W−1e−(λi/γ
2
i +ρNpW (x+λi))

0F1

(
W ; (ρNpW )2λix

)
dλi dx ∀ i ∈ C (4.59)

4.5 Numerical Results and Discussions

The purpose of this Section is twofold: first, we assess pure channel estima-

tion performance in terms of MSE and validate our analytical models; second, we

evaluate the impact of using the proposed channel estimators in terms of BER at

the output of the channel decoder. In order to have practically significant results,

we consider the standardized coded OFDM system, DVB-SH [20]. DVB-SH fore-

sees the 3GPP2 turbo code and a convolutional interleaver. In order to set the sys-

tem dynamics, we assume that the DVB-SH system is operating in S-band (2 GHz)

with 5 MHz of bandwidth, and the terminal speed is 50 km/h. We used Monte

Carlo simulations to evaluate both MSE and BER. Two different channel models

are used: a 6-taps uniform channel and the ITU-TU6 channel, the power delay pro-

files of which are reported in Table 4.1. As outlined in Section 1.5, in the analysis we

have assumed a uniformly scattered pilot pattern over the entire frequency comb,

which, as shown in [76], is the best pilot arrangement in terms of channel estimation

MMSE. However, DVB-SH, as well as other standards, does not provide a perfectly

uniform scattered pilot pattern because of the insertion of guardbands. In fact this

standard uses N = 1024 carriers, with Np = 71 scattered pilots distributed over

the first Na = 852 active subcarriers. As a consequence, the resulting pilot pattern

is not optimal in terms of MSE, and the CIR samples become correlated [69]. To

the end of assessing the impact on the performance of our proposed algorithms we

also report simulation results in the presence of CIR correlation.
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Table 4.1: Normalized power delay profile of the considered multipath channels

Taps #1 #2 #3 #4 #5 #6

Uniform Delay[µs] 0.0 1.05 2.1 3.15 4.2 5.25

Channel Power[dB] -7.78 -7.78 -7.78 -7.78 -7.78 -7.78

ITU Delay[µs] 0.0 0.2 0.5 1.6 2.3 5.0

TU6 Power[dB] -7.22 -4.22 -6.22 -10.22 -12.22 -14.22

4.5.1 MSE performance

Our intent here is first to validate our analytical models through numerical re-

sults obtained by simulation and second to assess the performance and robustness

of the proposed MSS algorithms against channels with different power delay pro-

files, and non-uniform pilot pattern.

In Fig. 4.4, we report the results for the proposed TCS algorithms (with optimal

and sub-optimal thresholds) and for the state-of-art alternatives over the uniform

channel using a uniformly scattered pilot patterns. We observe that the MSETCS

computed with (4.36) and the appropriate threshold value, is in perfect agreement

with the numerical performance of all TCS algorithms. Comparing TCS methods,

SOT reaches the best results among the practical algorithms, and is also very close

to the optimum threshold results. At MSE = 10−2 the gain is larger than 10 dB

and 6 dB with respect to the LS and TCS [71] methods, respectively. Even the crite-

rion proposed in [72], which takes advantage of the KCS, is outperformed by SOT.

Moreover, SOT is also close to MMSE at high SNR.

Clearly the uniform channel is the best match for our SOT strategy. Therefore, it

is important to verify the performance in non-uniform channels. In Fig. 4.5, the nu-

merical results using both uniform and ITU-TU6 channels are illustrated. It is im-

portant to note that the SOT performance for the ITU-TU6 channel is only slightly

worse than the a uniform channel case. Furthermore, comparing TCS methods,

SOT has the best performance for both considered channels, and for high SNR it

approaches MMSE.

In Fig. 4.6, we report the comparison between SOT and the MSS-J selection

strategy proposed in [70] using the ITU-TU6 channel and uniform pilot pattern.

Since both methods require the knowledge of the number of the channel taps, Nt,

we tested the robustness to a mismatch on this parameter. Even in the case of no

mismatch, SOT outperforms MSS-J. When J differs from Nt, MSS-J performance
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degrades rapidly. On the other hand, SOT has good performance even in the case of

a large mismatch. Furthermore, in Fig. 4.6, we also report the comparison between

SOT and TCS proposed in [73] considering two indicated values of the parameter

PONH. SOT outperforms TCS proposed in [73], even in the case of a mismatch.
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LS
TCS OPT sim.
TCS OPT an.
TCS SOT N̂t = 6 sim.
TCS SOT N̂t = 6 an.
TCS Oliver et al [11] sim.
TCS Oliver et al [11] an.
TCS Kang et al [10] sim.
TCS Kang et al [10] an.
MMSE

Figure 4.4: Comparison between analytical, obtained from eq. (4.36), and simulated

performance of several TCS selection strategies with uniform channel with Nt = 6.

Fig. 4.7 shows the numerical results considering the ITU-TU6 channel, for the

proposed IES and AES strategies. Regarding the AES method, the threshold ζ has

been set according to (4.51). Numerical results show that, by using an observation

window equal or greater than 10 OFDM symbols (W ≥ 10), AES approaches very

closely MMSE outperforming all other considered methods (not reported in this

Figure). Even in the case of W = 5, AES outperforms the other selection strategies

in the low SNR region. Using smaller W , AES performance degrades.

As discussed before, it is necessary to verify the estimation performance of the
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Figure 4.5: Comparison between the performance of several threshold based MSS

selection strategies with TU6 and uniform channel.

proposed algorithms when the condition of uncorrelated CIR samples is violated.

In Figs. 4.8 and 4.9, we compare the proposed schemes (SOT, IES and AES) with

the state-of-art alternatives using both uniform and non-uniform pilot patterns (as

standardized by DVB-SH), with the same number of pilots, Np = 71. As a con-

sequence of correlation among CIR estimates, MSE performance deteriorates with

respect to uniform pilot pattern case. Nevertheless, the proposed SOT and AES

with W ≥ 10 are still the best solutions among the practical channel estimation

methods.

Summarizing, numerical results show that AES with W ≥ 10 outperforms all

other methods, especially in the low SNR region, closely approaching MMSE. This

holds true even when the condition of uncorrelated CIR estimated samples is not

verified, due to non-uniform pilot pattern. On the other hand, SOT is a strong
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Figure 4.6: Comparison between TCS with Sub-Optimal threshold, TCS [73], and

the method proposed in [70] using TU6 channel (Nt = 6). Different mismatch levels

between the actual and the assumed number of taps.

alternative, especially in the high SNR region, considering its lower latency. Con-

cerning the IES strategy, numerical results show that this method achieves good

performance, even if it is outperformed by SOT and AES.

4.5.2 BER performance

Here we consider the impact of using different channel estimation methods on

the DVB-SH BER. In Figs. 4.10 and 4.11, we report BER for QPSK modulation and

turbo code rate 1/4 and 1/2 respectively, and in Fig. 4.12 we report BER for 16QAM

modulation and turbo code rate 1/2. we consider TU6 channel and with terminal

speed equal to 50 km/h. In order to make a complete comparison we present the re-

sults for both uniform and non-uniform pilot patterns. In the uniform pilot pattern
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case, the numerical results confirm the trend observed in MSE performance assess-

ments: BER using AES is very close to the case of using MMSE channel estimation

for all the considered modulations and coding rates. Using SOT for QPSK and cod-

ing rate 1/4, we observe performance gaps of 0.5 dB with respect to MMSE, and

1 dB with respect to ideal channel estimation. These gaps become smaller when

using QPSK and 16QAM with coding rate 1/2. In particular, considering 16QAM,

both AES and SOT methods converge to the MMSE case, and are close to ideal

channel estimation performance.

In the non-uniform pilot pattern case, a BER increase can be observed perfor-

mance decreases because of the correlation between CIR estimates samples. In par-

ticular, with respect to Wiener Filtering case at BER = 10−3 we observe perfor-

mance gaps of: 0.3 dB for AES, and 1 dB for SOT, using QPSK and coding rate 1/4;

0.9 dB for AES, and 1.4 dB for SOT, using QPSK and coding rate 1/2; and finally, 2

dB for AES, and of 2.4 dB for SOT, using 16QAM and coding rate 1/2.

Summarizing, comparing the ideal and real channel estimation cases, using a

uniform pilot pattern, the performance loss due to the estimation error is smaller

for higher modulation order and coding rate. In fact, in this case, the SNR working

point is higher, thus the channel estimation MSE lowers. On the other hand, using

a non-uniform pilot pattern, the performance loss is greater for higher modulation

order and coding rate. In fact, in this case, the required channel estimation quality

is higher but as a consequence of the MSE error floor due to the CIR estimates

correlation, channel estimation MSE is bounded.

In conclusion, numerical results confirm that the proposed algorithms based

on MSS selection of CIR estimate guarantee a significant gain even in those practi-

cal cases where correlation among CIR estimate samples occurs. Moreover, using

lower modulation order and coding rate, the proposed algorithms approach the

MMSE case in terms of BER performance.
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Figure 4.7: Comparison between the proposed MMS selection strategies based on

energy estimation, using TU6, 50 km/h.
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Figure 4.8: Channel estimation performance of the proposed algorithms, SOT and

AES with W = 10, compared with the state-of-art alternatives, considering both

the cases of uniform and non-uniform pilot pattern with the same number of pilots,

Np = 71.
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Figure 4.9: Channel estimation performance of the proposed algorithms, IES and

AES with several values of W , considering both the cases of uniform and non-

uniform pilot pattern with the same number of pilots, Np = 71.
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Figure 4.10: Coded DVB-SH BER performance, QPSK,turbo code rate 1/4, con-

sidering both the cases of uniform and non-uniform pilot pattern with the same

number of pilots, TU6, 50 km/h.
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Figure 4.11: Coded DVB-SH BER performance, QPSK,turbo code rate 1/2, con-

sidering both the cases of uniform and non-uniform pilot pattern with the same

number of pilots, using TU6 , 50 km/h.
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Figure 4.12: Coded DVB-SH BER performance, 16QAM, turbo code rate 1/2, con-
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CHAPTER 5
SC-FDMA IN BROADBAND SATELLITE

RETURN CHANNEL: JOINT

MULTI-USER SYNCHRONIZATION

A connecting principle linked to the invisible

almost imperceptible something inexpressible

science insusceptible logic so inflexible

causally connectible nothing is invincible

Synchronicity I, The Police

I

N THIS CHAPTER we asses the use of Single Carrier Frequency

Division Multiple Access (SC-FDMA) in the Broadband Satel-

lite Return Channel, with particular reference to the DVB Re-

turn Channel via Satellite (DVB-RCS) Standard [22]. In Sec-

tion 5.1 we describe the return channel via satellite and the

possibility to use a orthogonal multicarriers solution instead

of the single carrier solutions, which are typically employed in this scenario. Then

in Section 5.1.1, we provide a detailed SC-FDMA system model tailored to the ad-

dressed scenario. Since, SC-FDMA requires a strict synchronization, in Section

5.2.1, we present an appropriate pilot pattern design, and, in Sections 5.2.2 and

5.2.3, we present a novel joint Multi-User Estimation method which, by exploiting

the inserted pilot tones, aims to jointly estimate both the CPE and the inter-arrival

timing offset for each user. Finally in Section 5.3, we report the numerical results

113
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showing that the proposed algorithm is able to guarantee the proper demodulation

of the received signal.

5.1 SC-FDMA in Return Satellite Channel

DVB-RCS is the specification for an interactive on-demand multimedia satellite

communication system [22]. In November 2008, a Call-for-Technology to improve

the DVB-RCS standard has been opened. This Call-for-Technology was aimed at

providing competitive enhancements to DVB-RCS in order to expand its current

market and to follow emerging technology trends, such as mobile and mesh net-

works. In particular, the low cost of the user equipment and efficient bandwidth

management have been identified as crucial targets.

According to these requirements we have assessed the possibility to use SC-

FDMA in the Broadband Satellite Return Channel Scenario. The main results of

this work are reported in [23]. Even if the SC-FDMA solution has not been in-

cluded in the baseline version of the DVB-RCS Next Generation (NG), approved in

December 2010, at the time of writing, it is still considered for the mesh, and the

mobile versions of the standard.

In brief, the main advantage of the SC-FDMA over the single carrier systems,

which has been used so far in the standard, is its higher physical layer spectral

efficiency. However, it is particularly sensitive to phase noise and timing offset,

thus it requires an enhanced synchronization scheme. In the RCS scenario any ter-

minal user which intents to transmit in the satellite return link, shall be already

fully synchronized with the satellite forward link. For this reason, the residual fre-

quency and timing offsets can be considered negligible. However, due to different

geographical locations of the user terminals, the signals transmitted by each ter-

minal will reach the satellite component with a different delay. Therefore, in case

of SC-FDMA, the signal from different users should arrive within the CP duration

in order to maintain the orthogonality between subcarriers. Clearly, a larger CP

reduces the network synchronization requirements at the expense of the spectral

efficiency. Furthermore, in order to obtain realistic results we must also take into

account the effect introduced by the phase noise on the received signal.
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5.1.1 SC-FDMA System Model

SC-FDMA is an effecting multicarrier technique for high data rate wireless com-

munication especially for uplink communication. In fact, recently, SC-FDMA has

been chosen by the 3GPP forum as uplink multiple access scheme in the 4G cellu-

lar system: LTE [77]. This is because SC-FDMA not only provides a very efficient

bandwidth usage which yields a similar throughput compared with OFDMA ac-

cess scheme, but also it is able to guarantee a lower PAPR which allows the use

of more efficient and thus more distorting HPA. As illustrated in Figures 5.1 and

5.2, SC-FDMA can been seen as modified form of OFDMA, where each user, firstly

transform its time domain data symbols to the frequency domain; then, the com-

plex results are mapped on the assigned subcarriers and transformed again in time

domain by IFFT operation.

In this Section we introduce a generic SC-FDMA system model which accu-

rately suits the addressed scenario. In particular the inter-arrival delay and the

phase noise are taken into account, while carrier frequency offset is neglected be-

cause the user terminal is already fully synchronized with the satellite forward link.

Let us consider a SC-FDMA signal withN total subcarrier whereM subcarriers are

assigned to each user, andU = N/M is the maximum number of users. As depicted

in Figures 5.1, the ℓ-th SC-FDMA frequency domain symbol belonging to the u-th

user, x̄ℓ,u = (x0,ℓ,u, . . . , xM−1,ℓ,u), is obtained as the M -points DFT of the vector of

complex data symbols āℓ,u = (a0,ℓ,u, . . . , aM−1,ℓ,u), as:

xk′,ℓ,u =
1√
M

M−1∑

m=0

am,ℓe
− 2πmk′/M k′ = 0, . . . ,M − 1 (5.1)

After having performed the subcarrier mapping operation, which aims to allocate

subcarriers among users, the corresponding time domain symbol, s̄ℓ,u = (s0,ℓ,u, . . . , sN−1,ℓ,u),

is computed by apply the N points IDFT:

si,ℓ,u =
1√
N

M−1∑

k′=0

xk′,ℓe
 2πm

k(k′)
N i = 0, . . . , N − 1 (5.2)

where k(k′) is an indexing function introduced to point out the subcarrier mapping

function. Two possible approaches to allocate subcarriers among terminals have

been addressed in literature [78]: Localized SC-FDMA, where each user occupies a

set of adjacent subcarriers; and the Interleaved SC-FDMA, where each user occu-

pies a set of equidistant subcarriers. In the following, we will refer to the localized

approach.
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Figure 5.1: Block diagram of the SC-FDMA transmitter

Before performing Digital to Analog Conversion (DAC) at sampling rate R =

1/T , the CP of length Ng samples is inserted at the beginning of each symbol,

in order to avoid intersymbol interference and maintain subcarrier orthogonality.

Therefore, the time continuous signal transmitted by the u-th user can be written

as

su(t)=
1√
Tu

∞∑

ℓ=−∞

M−1∑

k=0

rect

(
t

TL
− 1

2
−ℓ
)
xk′,ℓ,ue2π

k(k′)(t−Tg)

Tu (5.3)

where Tu = NT is the useful symbol duration, Tg = NgT represents the duration

of the cyclic prefix (thus TL = Tu + Tg is the total symbol duration), and fu = 1/Tu

is the subcarrier spacing.

The SC-FDMA signals from different user are transmitted over a satellite chan-

nel, which here we model as AWGN channel. Therefore, taking into account the

mentioned effect, as well as the inter-arrival timing offset among the users, the re-

ceived signal can be written as

r(t) =

U−1∑

u=0

su(t− τuT ) eφ(t) + n(t) (5.4)

where τu represent the inter-arrival timing offset of the u-th user normalized to

sampling time T , φ(t) represent the phase noise process, n(t) represents a complex

Additive White Gaussian Noise (AWGN) random process, with two-sided power

spectral density equal to N0.

At the receiver, after filtering, sampling the received signal every T seconds,

and removing the CP, the samples belonging to the ℓ-th SC-FDMA symbol can be

written as

ri,ℓ = r(((ℓ− 1)(N +Ng) +Ng + i)T )

i = |u|N+Ng
−Ng ℓ = ⌈u/(N +Ng)⌉

(5.5)
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Figure 5.2: Block diagram of the proposed system

At the output of the DFT, the observed samples in the frequency domain are:

yk,ℓ =
1√
N

N−1∑

i=0

ri,ℓ e− 2πki/N k = 0, . . . , N − 1 (5.6)

In [46] and [47] two different effects due to phase noise has been distinguished:

first, a CPE which consist in a constant phase rotation of, φcpe, overall the orthog-

onal subcarriers, and second, a ICI term, dICI , which can be treated as a growth

of the Additive Gaussian Noise. Furthermore, as a consequence of DFT time shift

property, the inter-arrival timing offset, even if it is smaller than Tg, causes a phase

rotation in the frequency domain of 2πkτu/N . Having assumed that, for all the

users τu does not exceed CP duration, Eq.(5.6) can be modified in order to incorpo-

rate the mentioned effect, yielding:

yk,ℓ,u = xk,ℓ,ue2πkτu/Neφ
cpe

+ dICI + nk,ℓ,u (5.7)

where nk,ℓ is the complex AWGN sample in frequency domain. After having es-

timated and compensated both φcpe and the vector of inter-arrival timing offset

τ̄ = (τ0, . . . , τU−1), the received data symbols of the u-th are obtained as the M

points IDFT of the assigned subcarriers:

âk′,ℓ,u =
1√
M

M−1∑

k′=0

yk(k′),ℓe
− 2πmk′/M m = 0, . . . ,M − 1 (5.8)
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In Figure 5.2 we report the complete block diagram of the proposed SC-FDMA

system.

5.2 Joint Multi-User Estimation

In this Section, we present an appropriate design of the pilot tone pattern within

the SC-FDMA frame and the proposed joint multi-user estimator.

5.2.1 Pilot Pattern

The complex symbols ak,ℓ,u carry either data information, dk,ℓ,u, or reference

tones, pk,ℓ,u. We chose to gather the pilot tones in a SC-FDMA reference symbol

composed only by pilots, and send it every Ps SC-FDMA symbols composed by

data. Therefore, we can write

ak,ℓ,u =




pk,ℓ,u if mod (ℓ, Ps) = 0

dk,ℓ,u otherwise
(5.9)

where mod (n, d) indicates the remainder of the integer division of n by d. The

rationale behind this choice is twofold: first, we can design the SC-FDMA reference

symbol in order to keep a low PAPR; second we can use reference tones both before

and after the outer DFT. Of course, the higher the density of reference SC-FDMA

pilot symbols the easier to track the possible time variation of φcpe and τ̄ , but the

higher the overhead. To improve synchronization and estimation performance,

pilots can be transmitted with energy amplified by a factor β with respect to data

symbols (i.e. E[p2k,ℓ,u] = βEs, where E[d2k,ℓ,u] = Es).



5.2. JOINT MULTI-USER ESTIMATION 119

5.2.2 Timing Offset Estimation

In order estimate the vector τ̄ , we exploit the known pilot tones in the frequency

domain, i.e. before the outer IDFT, and then we treat this problem as a DA fre-

quency estimation problem in single carrier system. In fact, looking at Eq. (5.6),

it is easy to note a strong analogy between this estimation problem and the DA

frequency estimation problem in single carrier case. We obtain τu estimation as:

τ̂u=argmax
τ ′

∣∣∣∣∣

M−1∑

k′=0

yk′,ux
∗
k′ue−2πk(k

′)τ ′/N

∣∣∣∣∣ u=0, . . . , U−1 (5.10)

Where we have considered only the SC-FDMA reference symbols (i.e. ℓ : mod(ℓ, Ps) =

0). Then, for sake of readability, we dropped out the symbol index ℓ, without loss of

generality. Using a FFT-Based approach, τ̂u can be easily obtained by searching the

maximum of the absolute value of part of FFT of the vector zk′u = yk′,ux
∗
k′u. Thus,

τ̂u = argmax
τ ′

|FFT{zk′u}| k = 0, . . . , N − 1 (5.11)

By enlarging the size of the FFT toN ′, it is possible to increase the timing resolution

of the estimator thus refining estimation results. In general the timing resolution is

given by N
N ′T

5.2.3 CPE Estimation

As anticipated in Section 3.1, the phase rotation φcpe due to phase noise at the

receiver is common for all the active subcarriers. Therefore, in order to estimate

it, we exploit all the pilot tones composing a SC-FDMA pilot symbol, even if they

belong to different users. Similarly to timing estimation, we work in the frequency

domain, and we treat this task as a classical DA phase estimation problem. Con-

sidering the u-th user, the ML DA phase estimation φ̂cpeu is obtained computing the

the angle of the cross-correlation Zu(τu) between the known pilots and the corre-

sponding received tones which has been depurated by the timing offset. In order

to adjust the timing offset we use the timing estimates τ̂u obtained as illustrated in

the previous Section. Hence, ML DA phase estimation is given by:

φ̂cpeu =∠ (Zu(τ̂u))=∠

(
M−1∑

k′=0

yk(k′),ux
∗
k(k′),ue−2πτ̂uk(k

′)/N

)
(5.12)

Note that the cross-correlation Zu(τ̂u) coincides with the value of the peak which

has been detected in the timing offset estimation for the u-th user, thus it can be
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Figure 5.4: Block diagram of the proposed multi user estimator



5.3. NUMERICAL RESULTS 121

jointly computed as depicted in Figure 5.3. Since the phase shift φcpe is common for

all the users, we can accumulate the single user estimates obtaining a more accurate

estimation. In this manner, we obtain a the Multi-user ML DA estimator which is

given by:

φ̂cpe = ∠

(
U−1∑

u=0

Zu(τu)

)
(5.13)

In Figure 5.4 we report a complete block diagram of the JMU Estimator.

5.3 Numerical Results

In this Section we present the numerical result in terms of Mean Square Error

(MSE) of the considered estimators and of un-coded Bit Error Rate (BER) of the

end-to-end system. In order to highlight the role of some important parameters

such as the sub carrier spacing we consider two different SC-FDMA configuration

which are summarized in Table 5.1.

In the Monte Carlo simulations used to evaluate the performance we consider

a realistic PNM, reported in Figure 3.1, which has been defined during the RCS

Call-for-Technology and mentioned in Section 3.1. The timing offset inserted in the

simulation chain has been assumed independent among different users and uni-

formly distributed between zero and the CP duration (i.,e. τu ∼ U [0, Ng ] i.i.d. ∀u =

0, . . . , U − 1). Moreover we consider the proposed pilot patter with parameters

β = 2 and Ps = 10. It has been previously shown in [46], [47], that, the overall

phase noise degradation does not depend on the number of subcarriers nor on the

phase noise bandwidth. However if we try to compensate the CPE, this does not

hold true. For example, if the subcarrier spacing is larger enough than the phase

noise bandwidth, then the CPE component dominates over the ICI component.

Since, the degradation due to CPE can be compensated, the performance degrada-

tion will be smaller. On the other hand, if the subcarrier spacing is comparable with

the phase noise bandwidth, then the ICI component becomes significant, and the

correction capabilities decrease. As a consequence, the performance leakage will

be larger.

In Figure 5.5 we show the performance of timing estimation for all the consid-

ered configurations. Of course the higher the number of pilot tones the best the

estimation performance. Indeed cases 2A, 2B, 2C, outperform cases 1A, 1B, 1C
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Table 5.1: Considered SC-FDMA configuration parameters

Case 1A 1B 1C 2A 2B 2C

T [ns] 31.25

B [MHz] 32

M 8 16

N 64 128 256 64 128 256

U 8 16 32 4 8 16

fu [kHz] 500 250 128 500 250 128

respectively. Considering the same number of pilots, the case with N = 64 has bet-

ter performance because the ICI due to phase noise is smaller than other cases. The

CPE estimation performance is reported in Figure 5.6. Considering the case of Ideal

Timing Estimation (ITE), the numerical results show that the higher the number of

subcarriers, the better the CPE Estimation performance. In fact case C outperforms

case B and A. However, we notice that this estimation is particularly sensible to

the residual errors of timing offset. In fact, considering a non-ideal timing estima-

tion, case A outperforms the other cases. This is because its residual timing error is

smaller compared with the other cases.

In Figure 5.7 we report the uncoded BER performance considering QPSK mod-

ulation. As a benchmark we also report QPSK performance in AWGN, with ideal

estimation and without phase noise. We notice that the Case 2A has the best per-

formance. In this case the performance gap with respect to the AWGN can be con-

sidered negligible. Using M = 8 the performance decreases considerably. Again,

this is caused by the higher residual error of both timing and the phase estimation.

The uncoded BER performance for 16QAM modulation has been reported in Fig-

ure 5.8. As above, we report as a benchmark 16QAM performance in ideal AWGN

case. Numerical results show that case 1A 2A and 2B reach the best performance,

showing a gap of less than 1 dB at BER=10−2 with respect to the AWGN case. Again

the configurations with N = 256 have the worst performance.
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