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Abstract 

Wetting and drying due to tidal fluctuations affect soil conditions and hence plant growth 

in tidal marshes. Here, a coupled one-dimensional model was developed to simulate 

interacting groundwater flow and plant growth in these wetlands. The simulation results 

revealed three characteristic zones of soil conditions for plant growth along a cross-creek 

section subjected to the combined influences of spring-neap tides and evapotranspiration: (1) 

a near-creek zone affected by semi-diurnal tides over the whole spring-neap cycle, where the 

soil is well aerated although the plant growth could be slightly limited by the local water 

content dropping periodically below the wilting point on the ebb tide; (2) a less well-drained 

zone where drainage occurs only during neap tides (for which the daily inundation is absent) 

and plant growth is aeration-limited; and (3) an interior zone where evapotranspiration 

determines the soil-water saturation. Plant growth dynamics, which depend on these soil 

conditions, lead to spatial biomass distributions that are consistent with the characteristic 

zonation. The simulations shed light on the feedback mechanism for groundwater-vegetation 

interactions in the marsh system. It was demonstrated that the growth of pioneer plants can 

improve the soil aeration condition as a result of transpiration. The strength of this feedback 

varies spatially in accordance with the three characteristic zones of soil-water saturation. 

However, the development of another species in the marsh system is likely to be more 

complicated than suggested by the “positive feedback” mechanism proposed previously, due 

to the influence of inter-species competition. The feedback effects are generally more 

complex, involving both plant growth enhancement and inhibition depending on the 

combined influence of the intra- and inter-species competition, the ecosystem’s carrying 
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capacity and plant transpiration. These findings demonstrate the interplay of ecological and 

hydrological processes in tidal marshes, and provide guidance for future research, including 

field investigations that aim to establish the principle relationship between marsh morphology 

and plant zonation. 

Key words: Salt marsh; Vegetation-groundwater interaction; Plant zonation; Tide; Soil 

aeration condition 

Highlights: 

 A coupled model was developed for simulating groundwater-vegetation interactions 

 Simulations revealed three characteristic zones along a cross-creek marsh section 

 Positive feedback between groundwater and aeration-limited vegetation was 

demonstrated 
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1. Introduction 

Tidal marshes are complex coastal wetland systems influenced by various interacting 

ecological and hydrological processes [1,8,31,49]. Due to tides, these wetlands are 

periodically inundated by coastal water, which affects the marsh soil aeration 

[25,29,43,48,54,56,57,59]. Since the oxygen diffusivity and concentration in pore-water are 

much lower than those in the air [2], poor aeration may lead to low oxygen availability in the 

soil, and affect adversely marsh plant respiration and growth [1,9,10,11]. 

Recent numerical studies examined the tidally induced pore-water flow and associated 

soil aeration conditions using various models including Boussinesq equation-based models 

[33,56], saturated flow models [15], Richards’ equation-based (saturated and unsaturated flow) 

models [31,48,54,55,57,58,59] and air-water two-phase models [25,45]. These studies, which 

are mostly based on two-dimensional (2-D) cross-creek sections, aimed at quantifying the link 

between hydrological processes and vegetation dynamics in tidal marshes. Overall, they 

showed that, during the early stage of inundation, surface water infiltrates the soil through the 

marsh platform. As the tide recedes, pore water seeps out of marsh sediments through the 

creek bank and bottom. The asymmetric intra-tidal flow dynamics generates pore-water 

circulation near the creek, and thereby provides a mechanism for rapid mass (including air) 

exchange across the marsh soil surface [25,54]. This leads to a well aerated zone (with 

relatively low soil-water saturations over the tidal cycle) near the tidal creek, which may be 

better suited to plant development than the marsh interior. The finding is consistent with 

previous observations that salt marsh plants such as Spartina alterniflora often grow better 

near tidal creeks than in the inner areas [20,21,30]. 
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Previous studies also postulated a ‘‘positive feedback’’ mechanism for 

groundwater-vegetation interactions in tidal marshes: Pioneer plants initially grow 

successfully near the creek where soil aeration is optimal. This leads to an increase in the 

local evapotranspiration, which in turn improves the soil aeration condition for further 

development of other plant species/communities [8,25,29,32,45,48]. If the soil’s saturated 

hydraulic conductivity is low enough (e.g., less than 10-6 m/s), the enhanced 

evapotranspiration may even induce a permanently aerated zone below the soil surface in 

which oxygen is available for local plants [29,45,48]. These studies were largely based on 

prescribed evapotranspiration rates and simulated the water flow and soil aeration without 

coupling of pore-water flow and vegetation growth dynamics. So far, the interactions among 

pore-water flow, evapotranspiration and vegetation dynamics in marsh systems have not been 

modelled in detail. The hypothesized “positive feedback” mechanism warrants further 

exploration with consideration of different, potentially competing plant species. Most 

previous studies only considered soil aeration as a limiting condition for plant growth. In 

theory, the marsh plant growth may also be constrained by a water-limiting condition if the 

soil-water saturation falls below the wilting point over the tidal cycle [41,47]. 

Groundwater-vegetation interactions have been widely investigated in various 

environments. In particular, Ridolfi et al. [39,40], Muneepeerakul et al. [36], Vervoort and van 

der Zee [50] and Ursino [47] examined such interactions in inland wetlands, where the 

watertable is relatively shallow and ecological processes are usually aeration-controlled. 

These studies, which focused on groundwater dynamics driven by rainfall events and plant 

transpiration, demonstrated the complexity of dynamic wetland eco-hydrology and improved 
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understanding of vegetation-groundwater interactions in inland wetland systems. However, 

we are unaware of similar studies carried out on coastal wetlands, including tidal marshes. 

Unlike inland wetlands, tidal marshes are subjected to periodic wetting and drying due to 

tides. The tidal oscillations affect significantly the dynamics of both pore-water flow and 

marsh vegetation growth. Furthermore, in contrast with the stochastic rainfall condition 

examined previously (e.g., [36]), the tidal forcing is regular and deterministic. Yet, it remains 

a question whether such a forcing factor would lead to plant growth and distribution of a 

deterministic nature in marsh eco-systems. If so, what factors control and characterize the 

plant growth and distribution? 

This study aimed to (1) develop a coupled model of interacting groundwater (pore-water) 

flow and plant growth dynamics in hypothetical tidal marshes; (2) examine 

groundwater-vegetation interactions in a tidal marsh under the influence of both 

monochromatic and dichromatic tides (i.e., spring-neap tides); and (3) explore the “positive 

feedback” mechanism for groundwater-vegetation interactions proposed previously 

[8,25,29,32,45,48]. 

2. Modelling methodology 

Based on the assumption of a hydrostatic pressure distribution (i.e., negligible vertical 

flow), Richards’ equation was integrated along the vertical direction, resulting in a governing 

equation of local watertable with capillarity correction to simulate the pore-water flow in the 

marsh soil over long periods. The pore-water flow model, allowing the determination of the 

soil-water saturation in the plant root zone, was coupled with a vegetation growth model. The 
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coupling accounts for the effect of soil-water saturation on the plant growth as well as the 

effect of plant transpiration on water saturation and pore-water flow in the marsh soil. The 

coupled model was used to simulate the vegetation development and distribution in tidal 

marshes under the influence of monochromatic and dichromatic tides. 

2.1. Conceptual model 

The model was based on a cross-section perpendicular to a creek with the marsh soil 

assumed to be homogeneous and isotropic within a rectangular domain (ABCD; Figure 1a), a 

model configuration that was adopted in previous studies [29,47,56]. AC is the marsh 

platform and BD is the impermeable base. The creek bank AB was assumed to be vertical, 

which gives a fixed (simplified) boundary for the numerical model (presented below). The 

boundary CD was placed far enough inland from the creek bank to be unaffected by tidal 

oscillations. 

On boundary AB, two forcing (tidal) conditions were considered with the creek water 

level subjected to the influence of: 

Case 1, a monochromatic tide, 

  1 1(0, ) cosMSLH t Z A t  , and (1) 

Case 2, spring-neap tides, 

    1 1 2 2(0, ) cos cosMSLH t Z A t A t      , (2) 

where (0, )H t  is the water level [L] in the tidal creek at the time t  [T]; 
MSLZ  is the mean 

creek water level [L]; 
1A  and

2A , and 
1  and 

2  are the amplitudes [L] and angular 

frequencies [T-1] of the semi-diurnal solar and lunar tide, respectively; and   is the phase 

difference between the two tidal constituents [-]. The dichromatic signals in the second case 
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combine to produce the spring-neap tidal variations. For the semi-diurnal solar tide, 
1T  = 12 

h and 
1  = 0.5236 rad/h; and 

2T  = 12.42 h and 
2  = 0.5059 rad/h for the semi-diurnal 

lunar tide. The spring-neap tidal cycle is formed with a longer period of 
1 22 ( )T      = 

14.78 d [18]. 

2.2. Numerical models 

As illustrated in Figures 1b and c, the models of groundwater flow and plant growth 

were coupled based on the mean soil-water saturation (MSS) over the mean root depth 

(MRD). Groundwater dynamics was affected by tidal forcing and evapotranspiration 

(modelled as a sink term). The instantaneous MSS over the MRD was used to determine both 

the transpiration rate (plant root uptake) and marsh carrying capacity for plant growth. It 

should be noted that the suitability of soil conditions for plant growth in salt marshes may be 

underpinned by soil-water saturation, soil redox potential, pore-water salinity, sulphide 

concentration and soil organic content [16,31,43,49]. As we focused on 

groundwater-vegetation interactions, only soil-water saturation was considered, which is the 

main factor and likely to influence the behaviour of others [43]. 

2.2.1. Groundwater flow dynamics 

One-dimensional Boussinesq type models have been applied widely to simulate 

groundwater-vegetation interactions in upland wetlands [e.g., 36,40,47,50]. As the Boussinesq 

equation does not account for unsaturated flow, previously the soil moisture dynamics in the 

unsaturated zone was simulated using a bucket-type model, assuming a uniform soil-water 

saturation in the vertical direction [47]. Such a representation of the unsaturated zone is likely 

to be inadequate for tidal marsh systems, which are often composed of fine-grained soils with 
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high capillary rise [44,56]. Unsaturated flow is responsible for draining the shallow 

groundwater system in the marsh soil [31,54,59]. Thus, a model integrating both saturated and 

unsaturated flow is needed for simulation of pore-water flow in the marsh soil. For that 

purpose, Richards’ equation was applied previously [31,54,57,59]; in 2-D, it can be written as, 

    K K q
t x x z z


 

       
            

, (3) 

where   is the soil-water content [-],   = + z [L] is the total hydraulic head, with z  

being the elevation [L] based on a datum set at the marsh platform (Figure 1a) and   being 

the pore water pressure head (negative in the unsaturated zone),  K   is the hydraulic 

conductivity [LT-1] and q  is the source/sink term per unit area [T-1]. 

Richards’ equation-based models are computationally intensive and relatively complex, 

and unwarranted at this early stage of eco-hydrological modelling of the marsh system, 

particularly at large temporal and/or spatial scales. In balancing the model’s sophistication and 

efficiency, we adopted an alternative approach using a simple yet robust model suitable for 

large scale ecological applications. Previous simulation results [54,57,59] showed that flow in 

a homogeneous and isotropic marsh soil is mainly horizontal except for a short period at the 

beginning of inundation when vertical infiltration occurs. Thus, we neglected the vertical flow 

in both saturated and unsaturated zones during the marsh exposure. We further assumed that 

the unsaturated zone, similar to the saturated zone, is able to adjust itself to satisfy a 

hydrostatic pressure distribution as the watertable rises and falls. This assumption is 

reasonable for low-frequency forcing conditions (e.g., tides) [26]. 

Under the hydrostatic pressure assumption, we can relate the local pressure head (  [L]) 

in both the saturated and unsaturated zones to the local watertable elevation (H [L]) as, 
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 H z   . (4) 

Note that H  is essentially the distance between the marsh platform and watertable. 

Substituting equation (4) into (3) and then integrating the equation along the vertical direction, 

we have, 

    
0 0 0 0

d d d d
Z Z Z Z

L L L L

H H
z K z K z q z

t x x z z


 

   

       
            

    , (5) 

where 
0Z  = 0 (i.e., the datum as shown Figure 1a) is the elevation of the marsh surface [L], 

and L  is the elevation of the impermeable base [L] (i.e., L  is the thickness of the marsh 

soil layer). Evaluating the second integral on the RHS of equation (5), we have,

 

      
0 0 0

0

d d d
Z Z Z

L L L
z Z z L

H H H
z K z K K q z

t x x z z


  

  
 

     
         

   . (6) 

As the flux across the impermeable base ( z L  ) is zero, 

   0
z L

H
K

z








, (7) 

with  
0

0

d
Z

L
z Z

H
q z K Q

z






 

 , (8) 

where Q  represents the per unit width source/sink [LT-1], e.g., evapotranspiration. Equation 

(6) can thus be rewritten as, 

  
0 0

d d
Z Z

L L

H
z K z Q

t x x




 

   
     

  . (9) 

Evaluating the integrals in equation (9) separately for the saturated and unsaturated zones 

yields (see Appendix A for details), 

  
0 0

1 2 3 4

d d d d
H H

S
L H L H

H H
z z K z K z Q

t t x x x x
  

 

        
              

    , (10) 

where   is the soil porosity [-] and 
SK  is the saturated hydraulic conductivity [LT-1]. In 
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equation (10), terms 1 and 2 are, respectively, the changes of soil-water content in the 

saturated and unsaturated zones. Terms 3 and 4 are, respectively, the net fluxes across the two 

vertical boundaries of the saturated and unsaturated zones related to a control volume as 

illustrated in Figure 1c. Capillary rise, given by the soil-water retention characteristics, is 

typically large for marsh soils. In the case of a shallow watertable, it is nearly always 

truncated by the marsh platform over the tidal cycle (H close to zero) [56]. This truncation 

influences watertable fluctuations in shallow unconfined aquifers [5,7,56], and is modelled in 

equation (10) since the upper limit of the integration is set to the marsh platform elevation. 

For the unsaturated zone, the relationships among the soil content, relative hydraulic 

conductivity and suction head ( 0  ) are defined using Gardner’s [17] soil-water retention 

curves. With the residual water content 
wres  [-] set to zero, Gardner’s [17] formulas are, 

  expS     , (11a) 

  ( ) expSK K  , (11b) 

where S  is the soil-water saturation [-] and 1/  is the mean capillary rise [L-1]. Note that 

these soil-water retention formulas do not take hysteresis into account. Substitution of 

equations (4) and (11) into equation (10) yields, 

 

 

 
 

exp

1 exp
S S

H H
H

t t

HH H
K L H K Q

x x x x

  





 


 

     
           

. (12) 

If   is relatively large (e.g., for coarse-grained sand), the second terms on both the left and 

right hand sides of equation (12) are small, such that the effect of the unsaturated flow 

becomes negligible. In this case, equation (12) reduces into the classic Boussinesq equation, 

i.e., 
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  S

H H
K L H Q

t x x

   

      
. (13) 

 We neglected vertical flow in the above derivation. Vertical flow occurs mainly at the 

beginning of the inundation and plays a key role in recharging the marsh soil [15,54,56,57]. 

Previous studies [48,56] applied 2-D Richards’ equation-based models to simulate pore-water 

flow in marsh soils. It was found that local marsh soils become fully saturated shortly after 

flooding of the marsh platform. To reflect this condition, the watertable was set to the creek 

water level when flooding occurs, i.e., 

 ( , ) (0, )H x t H t  if 
0(0, )H t Z . (14) 

Based on the watertable predictions, we compared the new 1-D model based on equation (12) 

and the classical Boussinesq equation-based model (BEM) against results from direct 

simulations by a Richards’ equation-based model (SUTRA [52]) and published experimental 

data [6]. Details are given in Appendix B. 

2.2.2. Evapotranspiration 

Evapotranspiration from a wetland system is affected by various factors, including soil 

moisture, solar radiation, soil heat capacity and plant type [4,12,32]. These factors are usually 

not well characterized, which hinders estimation of evapotranspiration rates (EPs) in real 

marshes. To focus on the coupling of hydrological and ecological processes in the marsh, we 

chose a simple and frequently used model [13], which includes only the effect of soil moisture 

and plant biomass. During inundation, the marsh surface is covered by surface water and 

evapotranspiration does not affect water balance, i.e., 0EP  . For the period when the marsh 

surface is exposed, the evapotranspiration rate is given as the sum of evaporation rate ( E  
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[LT-1]) and transpiration rate (plant root uptake 
RE  [LT-1]), i.e., 

 
REP E E  . (15) 

The total root uptake is affected by both the plant biomass and soil-water saturation for all the 

plant species considered, i.e., 

 ( )R

R i i iE S N , (16) 

where i refers to the species, 
i  is a function representing the relationship between the mean 

soil-water saturation and transpiration and 
iN  is the biomass. 

0
1 d


 

i

R

i i
r

S r S z  is the mean 

soil-water saturation over the mean root depth 
ir  [L], as illustrated in Figures 1a and c. As 

the roots of marsh plants (e.g., Spartina alterniflora) are typically densely distributed over the 

depth 
ir  [34,42], R

iS  provides a link between the hydrological and ecological models. 

Depending on the soil-water saturation and plant biomass, the root uptake may be less than or 

equal to the potential transpiration rate, max

iE [LT-1], i.e. [13], 

 max( )R

i i i iS E  F , (17) 

where 
iF  is defined by a stepwise linear function (shown in Figure 2a), varying between 

r

iW  [-] and a

iW  [-], which are respectively the wilting point and anaerobiosis point for 

species i . As discussed earlier, the groundwater table is relatively shallow in a tidal marsh; 

and thus the anoxic stress may affect mainly plant photosynthesis, in which case the 

anaerobiosis point becomes the dominant threshold, and influences plant root respiration and 

growth. 

The evaporation rate (E) was set to a constant in the simulations for the purpose of 

simplicity, neglecting variations due to changes of weather and other environmental 

conditions. With E and ER combined, the evapotranspiration rate was incorporated in equation 
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(12) as a sink (Q) to simulate the corresponding water loss. 

2.2.3. Plant growth dynamics 

Following Muneepeerakul et al. [36] and Ursino [47], plant growth was simulated using 

the Lotka–Volterra model [28,51], with the carrying capacity dependant on the mean 

soil-water saturation over the mean root depth ( R

iS ), 

 
2

, ,

2

( )
,

R

i i i i i i j ji i
i i i i i

i

S N NN N
N G M N D

t C x

   
  

 

L
 (18) 

where 
iG  and 

iL  are, respectively, the intrinsic growth rate [T-1] and carrying capacity for 

species i ; ,i i  is the coefficient for intra-species competition and ,i j  is the coefficient for 

inter-species competition with species j  (two species were considered in this study); 
iM  

is the mortality rate due to plant decay [T-1]; 
iD  is the coefficient of seed diffusion [L2T-1]; 

and 
iC  [L] is the limiting coefficient of the carrying capacity due to the influence of other 

environmental factors (e.g., light, nutrient, temperature, etc.). In this study, the carrying 

capacity was described by a step function of the mean soil-water saturation over the mean 

root depth (shown in Figure 2b), 

 
1 if ,

0 otherwise.

  
 


r R a

i i i

i

W S W
L  (19) 

It is worth noting that a constant intrinsic growth rate was used in the present study but the 

carrying capacity varied with the MSS over the MRD under the influence of tides. Therefore, 

the actual plant growth rate varied both temporally and spatially, depending on the local 

tidally driven groundwater dynamics. 
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2.2.4. Model solution 

 A semi-implicit, central finite-difference scheme was applied to solve equation (12) for 

the watertable elevation (H) with the transpiration rate calculated based on the computed 

saturation profile from the previous time step. Equation (18) for plant biomass (N) was solved 

separately using the Euler method with the carrying capacity calculated also based on the 

computed saturation profile from the previous time step. The truncation error associated with 

the Euler method accumulates over time. However, the global truncation error (GTE) for a 

fixed-time simulation is proportional to t [3], i.e., 

  GTE exp 1 ,
2

L

L

tM
C T

C


     (20) 

where M is an upper bound on the second-order derivative of N (biomass) over the 

simulation period (T) and 
LC  is the Lipschitz constant of the first-order derivative of N. 

In theory, equation (20) can be used to determine the appropriate value of t to achieve a 

pre-set error tolerance. In the current study, the simulation time was 145 d and a small t 

(0.1 h) was used to ensure an acceptable accuracy of the solution for plant biomass. This 

cumulative error could also affect the watertable solution due to the coupling through 

transpiration. Therefore, we conducted a series of simulations with time step and grid 

sizes reduced consecutively to examine the convergence of the numerical solutions for 

both plant biomass and watertable elevation. The difference between two consecutive 

solutions was found to diminish (less than 0.5%) as the grid and time step sizes 

decreased, i.e., solutions becoming independent of both sizes (i.e., converged). 
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2.3. Boundary and initial conditions 

The initial conditions were determined according to the surface water level at the 

high-high tide, i.e.,   1 2,0 MSLH x Z A A   . The boundary CD was set at x  = 200 m and 

treated as a no-flow boundary (numerical tests showed that, at this distance, the tidal effect 

was negligible). As the creek bank was vertical, the effect of a seepage face was negligible 

[33,46]. Therefore, the watertable exit point at the bank edge was assumed to be coupled with 

the tidal water level in the creek. As discussed earlier, when the marsh surface gets flooded, 

the watertable elevation was assumed to equal the surface water level, i.e.,    , 0,H x t H t  

for  0, 0H t  . 

In reality, animals, stochastic environmental factors and soil properties may lead to a 

complex, random plant biomass distribution prior to the growth season. Here, to elaborate the 

feedback mechanism between vegetation and groundwater through simulations, the initial 

plant biomasses of the modelled two species were assumed to be uniformly distributed across 

the marsh section with both 
1N  and 

2N  set to 0.2. It can be seen from equation (18) that, as 

the plant biomass increases, so too does the intra- and inter- species competition in which case 

plant growth is inhibited. The effects of initial biomass distributions on the simulation results 

are examined through a sensitivity analysis in Section 4. 

2.4. Parameters values used in the simulations 

Sandy loam, a typical soil type encountered in tidal marshes with a relatively high 

permeability, was used as the simulated marsh soil [44]. Following [53], the saturated 

hydraulic conductivity, 
SK , was set to 1.23 × 10-5 m/s with porosity   = 0.41. The mean 

capillary rise was taken as 1 m, i.e.,   = 1 m-1, and the thickness of the marsh soil layer L  
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as 5 m. For the monochromatic tide (Cases 1), the amplitude of semi-diurnal solar tide 
1A  

was set to 1 m (
2 0A  ). For the spring-neap tides (Cases 2), the amplitudes of semi-diurnal 

solar and lunar tides were set to 0.25 m (
1A ) and 0.75 m (

2A ), respectively. The phase 

difference between the two tidal constituents was set to zero ( 0  ). The mean creek water 

level, 
MSLZ , was set to -0.8 m, which allowed, in both cases (Cases 1 and 2), the marsh 

platform to be inundated with a water depth of 0.2 m at the high or high-high tide. 

Observed evapotranspiration rates for wetlands vary greatly from site to site [29]. Here, 

we set the evaporation rate at E  = 2 mm/d and potential transpiration rates of the two plants 

max max

1 2E E  = 6 mm/d (during the marsh surface exposure). The maximum potential 

evapotranspiration rate was thus 8 mm/d (when the total biomass equals 1), which is typical 

of coastal salt marshes [29]. 

The transpiration rate (F) and carrying capacity (L) were described using the step 

functions shown in Figure 2. Two species were considered: Species 1 was assumed to prefer a 

relatively high soil-water saturation condition with the wilting point ( 1

rW ) and anaerobiosis 

point ( 1

aW ) set to 0.45 and 0.95, respectively; Species 2 was supposed to be more adapted to a 

lower soil-water saturation condition with 2

rW  = 0.2 and 2

aW  = 0.7. 

Here, we focus on the soil-water saturation effect on the plant growth and thus assumed 

that the effects of other environmental factors in equation (18) were negligible, i.e., 1iC   

for both species. Seed diffusion (
iD ) was neglected. Plant decay was also neglected in the 

initial simulations for one growth season but was incorporated in longer period simulations to 

examine the effect of the initial conditions on the equilibrium state of the marsh system. The 

intrinsic growth rates were set to: 7

1 2 10G G   s-1. Although these growth rates affect the 
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time taken for the model to reach an equilibrium state, numerical simulations suggested that 

the characteristic behaviour of the plant growth and underlying mechanism remain unchanged. 

For the saturation-tolerant Species 1, the mean root depth was assumed to be deeper and set at 

1r  = 0.4 m [36,47], while the roots of Species 2 were assumed to be distributed within a 

shallower soil layer with 
2r  = 0.2 m. These conditions were consistent with the different 

transpiration modulation functions set for the two species. For the intra-species and 

inter-species competitions, we assumed that the competition extent coefficients for both were 

the same. 

For all simulations, the time step t  was set to 0.1 h with x = 0.2 m as the grid size. 

These sizes were found to be small enough to affect little the numerical solutions. The results 

predicted by the model with these time step and grid sizes were very close to those based on 

t  = 0.05 h and x = 0.1 m (relative difference less than 0.5%). The simulation results 

presented here can thus be considered as “converged” numerical solutions. 

3. Simulation results and discussion 

In order to examine in detail the tidal effect and feedback between groundwater and 

vegetation, the growth of both modelled plant species was simulated independently in §3.1 

and §3.2, i.e., no inter-species competition was included ( 1,1 2,2 1    and 1,2 2,1 0   ). 

Plant decay (
iM ) was also neglected in these simulations covering only a single plant growth 

season. Following these investigations, simulations incorporating both intra- and inter-species 

competitions were conducted, with results presented in §3.3. 



 

 19 

3.1. Tidal effects 

Monochromatic tide (Case 1) 

Simulated watertable fluctuations and associated variations of the MSS (mean soil-water 

saturation) over the MRD (mean root depth) for Species 1 are, respectively, shown in Figures 

3a and 3b for Case 1. Under the simulated condition, the marsh platform was subjected to 

tidal inundation twice a day, each for a period of ~2.4 h during which the marsh soil was fully 

saturated (Figure 3b). As the creek water level declined on the receding tide, drainage of pore 

water to the creek occurred, lowering the watertable particularly in the near-creek zone (e.g., x 

= 1 m). Due to the soil damping effect, the drainage weakened from the creek to the marsh 

interior. These trends are similar to previous results [48,56]. Corresponding to the watertable 

fluctuation, the MSS over the MRD fluctuated in a similar fashion (Figure 3b). In the 

near-creek zone (e.g., x = 1 m), the MSS dropped below the anaerobiosis point (0.95) shortly 

after the marsh platform became exposed, providing a suitable condition for plant growth 

(Figure 3c). This condition remained as the MSS continued to drop with the receding tide 

until falling below the wilting point (0.45). The switch to a water-limiting condition (with 

MSS below the wilting point) occurred only in the area near the creek (not evident at x = 5 m). 

In the marsh interior (x = 10 and 15 m), the watertable remained close to the marsh surface 

over the tidal cycle with high MSS above the anaerobiosis point (Figures 3a and b), resulting 

in a condition inhibiting plant growth (Figure 3c). On the rising tide, the watertable rose with 

the creek water level and became coupled with the tide once the platform was inundated. 

Overall, the watertable fluctuations exhibited asymmetry with a rapid rising phase followed 

by a slow falling phase over the semi-diurnal cycle, similar to the watertable behaviour due to 
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non-linear tidal wave propagation in an unconfined coastal aquifer [22,27]. 

To examine further the soil condition for plant growth, we calculated the periods within 

the tidal cycle when conditions were, respectively, air-limiting (MSS above the anaerobiosis 

point), water-limiting (MSS below the wilting point) and suitable (MSS between the two 

thresholds) for plant growth within the root zone of Species 1 (Figure 4a). These periods 

obviously changed with time due to increased transpiration as the plant grew (i.e., “positive 

feedback”). However, the changes were relatively small as shown in the next section and the 

results plotted in the figure from the early time simulation can be considered as representative. 

The air-limiting condition persisted in the root zone across the marsh section for relatively 

long periods and increasingly affected the area from the near-creek to the marsh interior, 

indicating the important role played by soil aeration in controlling plant growth. Next to the 

creek (between x = 0 and 2 m), where the air-limiting condition was a minimum (i.e., optimal 

aeration), the plant growth was instead stressed by some periods of limited water availability. 

The combination of these two limiting conditions resulted in optimal conditions for plant 

growth, which occurred not immediately next to the creek but at a distance (x = 2 m) 

corresponding to the location where the near-creek, water-limiting condition diminished. 

Beyond this point, the growth condition was fully controlled by the soil aeration, which 

deteriorated towards the marsh interior with the growth period reduced to zero for x > 6.4 m. 

The simulated plant growth corresponded well to the conditions discussed above (Figure 

4b). The plant biomass distribution across the marsh section followed closely the variations of 

the growth period given by the complement of the combined periods of air- and water-limiting 

conditions. This result is expected because the total plant growth rate over the tidal cycle is 
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approximately proportional to the growth period multiplied by the constant carrying capacity 

described by the step function used in the simulation. In reality, the carrying capacity would 

vary gradually with the soil-water saturation during transitions from limiting to 

suitable-for-growth conditions (instead of sharp changes described by the step function). This 

would lead to some modification of the plant growth rate; however, the growth period is likely 

to remain a key factor in controlling the plant growth dynamics and distribution. 

Obviously, the plant growth characteristics depend on the plant species. To explore this 

dependence, we compared results for Species 2 (Figures 4c and d) with those of Species 1 

(Figures 4a and b). Overall, the trends were similar between the two species. However, two 

major differences were evident, due to the tolerance of Species 2 to the relatively low 

soil-water saturation condition: (1) with a lower wilting point, Species 2 experienced the 

water-limiting condition in a much narrower area next to the creek. This led to a large shift of 

the optimal growth location toward the creek. (2) Due to a lower anaerobiosis point, the 

growth-inhibited area for Species 2 expanded towards the creek, resulting a narrower plant 

growth zone (between x = 0 and 4.4 m c.f. x = 0 and 6.4 m for Species 1). 

Spring-neap tides (Case 2) 

Simulations were also conducted to examine the characteristics of 

groundwater-vegetation interactions in the marsh system under the influence of spring-neap 

tides (Case 2). The results show that during the spring tides (day 0-3), temporal variations of 

the local watertable and MSS were essentially similar to those simulated for the monochromic 

tidal case (Figures 5a and 5b based on Species 1): Flooding of the marsh platform occurred 

twice a day and left the poorly drained marsh interior (x = 10 and 15 m) saturated up to the 
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soil surface, resulting in an air-limiting condition that prohibited plant growth. In the area near 

the creek (x = 1 m and 5 m), pore-water drainage on the falling tide led to lowering of the 

local watertable with MSS dropping below the anaerobiosis point over each spring tidal cycle, 

providing a suitable condition for plant growth (Figure 5c with enlargement). Similar to the 

monochromatic tidal case, the MSS in the near-creek area could drop below the wilting point 

on the falling tide, resulting in a water-limiting condition that inhibited plant growth. 

As the tidal regime changed from spring to neap (day 4 to 7.5), the range of tidal creek 

water level fluctuations decreased and ceased to inundate the marsh platform (Figure 5a). 

Over this period, the cumulative effect of drainage and evapotranspiration, not interrupted by 

daily inundation, led to a gradual decline of the watertable in the marsh interior, resulting in 

an MSS below the anaerobiosis point and hence suitable conditions for plant growth (Figures 

5a and b; x = 10 and 15 m). This represents a fundamental difference between the spring-neap 

tidal system and monochromatic tidal system. In the near-creek area, the watertable and MSS 

also responded to the change of the tidal regime and variations of the tidal range. This 

response can be seen in Figure 5c. The plant growth in the area near the creek exhibited 

oscillations corresponding to variations of the soil-water saturation across the growth range 

(between the anaerobiosis and wilting points) over both the semi-diurnal and semi-lunar 

(spring-neap) cycles. The growth oscillations at the semi-diurnal frequency decayed rapidly 

with the distance away from the creek, similar to the attenuation of the semi-diurnal tidal 

watertable fluctuations. As discussed above, the soil condition in the marsh interior only 

responded to the combined effect of drainage and evapotranspiration during neap tides when 

the marsh remained exposed. Thus, the local plant growth showed considerable oscillations 
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over the semi-lunar cycle but not the semi-diurnal period. 

To examine the spatial variations of the soil conditions, we also computed the portions of 

air-limiting period, water-limiting period and plant growth period over the spring-neap cycle 

(Figure 6a; results shown for Species 1). Again, these periods changed slightly with time due 

to increased transpiration as the plants grew and the results shown in the figure were based on 

the early time simulation. The calculated air-limiting period appeared to reveal three 

characteristic zones across the salt marsh section: (1) a near-creek zone with a rapidly 

improved aeration condition towards the creek (i.e., rapidly decreased air-limiting period), 

where drainage occurred on the falling tide over every semi-diurnal tidal cycle; (2) a less 

aerated zone clearly separated from zone 1 by a discontinuity in the slope of the curve, where 

drainage, at rates decreasing towards the interior, occurred only during the neap tides with no 

inundation of the marsh platform; and (3) an inner zone influenced little by the tides and with 

a relatively poor but constant aeration condition largely due to evapotranspiration also during 

the exposure of the marsh platform over neap tides. These spatial variations in soil aeration 

are different from those in the monochromatic tide case. In particular, the marsh interior under 

the influence of spring-neap tides was no longer wholly air-limited for plant growth (Species 

1). 

Periods of plant growth were predominantly determined by soil aeration, i.e., growth 

period = total period – air-limiting period, except for a small water-limited area next to the 

creek (i.e., MSS dropped below the wilting point for some periods). As a result, the growth 

period first increased with distance from the creek, and peaked at the location where the 

water-limiting condition ceased (Figures 6a and c). Growth periods then decreased with 
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distance from the creek. The total plant growth rate over the spring-neap cycle followed this 

trend closely, producing a plant biomass distribution with the same trend (Figure 6b). For 

Species 2, both the anaerobiosis point and wilting point were lower than for Species 1. 

Consequently, the water-limited near-creek zone narrowed significantly (Figure 6c versus 

Figure 6a). Moreover, the reduction of the soil-water saturation in the interior due to 

evapotranspiration during neap tides was insufficient for the moisture content to reduce below 

the anaerobiosis point for plant growth (Figures 6c and d, x > 23 m). 

It is worth noting that the simulations assumed an instantaneous response by the plant to 

changes of the soil condition. However, how quickly the marsh plants respond to changing 

environmental conditions remains an important question [9,38]. Under flooded conditions 

with low oxygen availability in the soil, the functioning of plant roots would be affected 

rapidly [38]. For example, the stomata of flood-intolerant plants usually close shortly after the 

soil is flooded [24], which inhibits the plant growth. To explore the sensitivity of the results to 

the assumed plant response, we conducted simulations with the total plant growth calculated 

over the semi-diurnal cycle using carrying capacities determined based on the tidally averaged 

MSS. In this way, the plant was assumed to respond to the average soil condition over the 

semi-diurnal tidal cycle (12 h). The results showed differences mainly in the near-creek area 

(Figure 7a). While the MSS could vary both above the anaerobiosis point and below the 

wilting point with the tide, the averaged MSS over the tidal cycle remained between these two 

points in this area. If the plant only responded to the tidally averaged MSS, it would grow all 

the time. Despite this difference for the near-creek area, the overall soil condition, plant 

growth dynamics and plant biomass distribution were similar to those from the simulations 
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based on the assumption of an instantaneous plant response (Figure 6b versus Figure 7b). This 

suggests that the simulated behaviour and trend of the marsh system, such as the three 

characteristic zones for the soil condition and plant growth, may represent an important aspect 

of marsh eco-hydrology under the combined influence of spring-neap tides and 

evapotranspiration. 

3.2. Feedback effects 

As discussed above, the near-creek zone possessed the optimal soil aeration condition for 

pioneer plant development. Previous studies [8,25,29,45,48] proposed that, as a result of the 

pioneer plant growth, the increase in evapotranspiration may, in turn, improve the soil 

aeration condition for further development of other plant communities. In the following, we 

examine this positive feedback mechanism. 

The interrelationship between the mean soil-water saturation (MSS over the MRD) and 

the biomass for Species 1 over the simulation period (10 spring-neap tidal cycles) is shown in 

Figure 8 for five locations across the marsh section. It is evident that the MSS oscillated 

within and outside the range suitable for plant growth (indicated by the green vertical lines in 

the Figure 8 plots). Such oscillations varied characteristically with the distance from the creek. 

The MSS oscillations near the creek (x = 0 and 1 m) contained both semi-diurnal and 

semi-lunar signals, with the former being dominant. Towards the interior, the dominant 

signals switched. The MSS condition for plant growth also changed from being 

predominantly water-limiting (near the creek) to air-limiting (in the interior). We described in 

the previous section the dynamic response of plants to these soil conditions. Here, our interest 

is on the long-term interrelationship between the MSS and plant growth (biomass). 
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For that purpose, a linear function was fitted to the biomass amount versus MSS (blue 

lines in Figure 8). The fitted lines for all locations showed negative slopes (e.g., 1 1d / dRS N  

< 0), indicating a long-term trend of decreasing soil-water saturation as a result of plant 

growth. Note that we also plotted the slopes ( 2 1d / dRS N ) for “Species 2” (not considered in 

the simulation) to examine the effect of Species 1 on the suitability of soil conditions for 

“other species”. These slopes shown in Figure 9 varied spatially. 1 1d / dRS N  started from 

nearly zero at the creek bank and decreased to a minimum around x = 20 m. Afterwards, it 

increased to a constant level at x = 60 m and remained at this level for x > 60 m.  

The variations of the feedback strength as indicated by the magnitude of the slope are 

due to the completing influence of tides and evapotranspiration on the soil-water saturation. In 

the area immediately next to the creek, semi-diurnal tides play a dominant role and the 

evapotranspiration effect is negligible; thus, the feedback of the plant growth via transpiration 

on the soil-water saturation is rather weak. Further from the creek, the effect of semi-diurnal 

tides weakens; conversely, transpiration and hence the plant growth feedback become 

increasingly important. This trend continues until a minimum feedback slope (maximum 

feedback strength) is reached at a critical distance related to the wavelength (propagation 

distance, 1) of the semi-diurnal tidal watertable fluctuations [37], 

 1

2 S

e
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


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where 
en  is the effective soil porosity [-]. Based on the simulation results, we suggest that 

this critical distance equals 
1 1  20 mwith 

1  = 13.9 m and assuming 
en  ). Note 

that equation (21) is based on a simple groundwater wave theory [37], and the proportionality 

factor and hence the critical distance may depend on the pioneer plant species. Further from 
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the creek, the plant growth becomes much more constrained by the increasingly poor soil 

aeration condition due to limited drainage during neap tides only and hence induces less 

feedback on the soil-water saturation. Beyond another critical distance related to the 

propagation of spring-neap tidal watertable fluctuations ( *

2 2 2 2 S eK L n     with * 

being the frequency of the spring-neap tidal watertable fluctuations), the soil condition and 

plant growth become fully controlled by the evapotranspiration, leading to a constant 

feedback magnitude (i.e., constant slope). Again based on the simulation results, we estimated 

the second critical distance (
2 2  ) as 60 m with 

2  = 7.7. It is interesting to note that the 

curve representing the effect of Species 1 on the MSS over the (shallower) MRD of “Species 

2” was lower than that based on the MSS over the MRD of Species 1. This suggests that the 

feedback affected more significantly the plants with shallow root zones. In any case, the 

feedback relationship between the MSS and plant biomass varied across the marsh section, 

displaying three characteristic zones as evident in the soil conditions for plant growth (Figure 

6a). 

These results support partially the “positive feedback” mechanism proposed by previous 

studies [8,25,29,32,45,48]. However, the area mostly impacted by the positive feedback is not 

immediately next to the creek but at a distance that corresponds to the wavelength of the 

semi-diurnal tidal watertable fluctuations. Because the tidal marsh system studied here is 

typically air-limited, pioneer plants are expected to increase evapotranspiration, thereby 

lowering the soil-water saturation and improving the soil aeration. It has been suggested that 

pioneer plants developing near the creek may also loosen the rhizosphere soil, increasing the 

soil hydraulic conductivity (
SK ) and reducing the capillary effect (increased  ) [25]. Such 
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changes of soil properties are likely to improve further soil aeration giving rise to improved 

plant growth (details in Section 4). 

3.3. Effects of species competition 

In the simulations discussed above, we simulated the growth of the two modelled plant 

species independently and considered only the intra-species competition with the growth rates 

set at 7

1 2 10G G   s-1. After 10 spring-neap tidal cycles (148 d, equivalent to a growing 

season), the marsh system did not reach an equilibrium state, with local biomass remaining 

less than the maximum plant biomass (= 1) that is expected for the equilibrium under the 

condition of no mortality. It was demonstrated that pioneer plants can improve the local soil 

aeration condition. In this section, we examine if other plant species can benefit from 

improved soil aeration by simulating the growth of two competing plant species. 

To better elucidate how inter-species competition combines with intra-species 

competition to affect the plant growth dynamics, we simulated the growth of the two species 

with a higher intrinsic growth rate, i.e., 6

1 2 10G G   s-1 (ten times that used above). In this 

way, the plants would grow more quickly to incur significant species competition. For 

comparison, we also ran simulations with only intra-species competition considered (in which 

case the growth of both plant species was simulated independently). The results of predicted 

local biomass plotted in Figure 10 showed that, with only the intra-species competition 

included, the plant grew to the system’s maximum capacity with the biomass reaching unity 

across much of the marsh section. Note the stepwise growth pattern in the interior where 

growth occurred only during the neap tides (e.g., x = 25 m in Figure 10a), in contrast with the 

continuous, fluctuating growth in the near-creek zone (e.g., x = 2 m in Figure 10a). 
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With the inter-species competition included, the growth of both species became 

constrained across the whole marsh section (Figures 10c and d). With only the intra-species 

competition included, Species 1 grew more quickly at x = 2 m than at x = 5 and 25 m (Figure 

10a). This trend, however, was reversed in the simulation with the inter-species competition 

included. The relatively large constraint on the growth of Species 1 at x = 2 m was due to the 

competition by Species 2, which, with lower anaerobiosis and wilting points, was more 

readily adapted to the relatively well drained soil condition in the area next to the creek 

(Figure 10b). The biomass of Species 1 at x = 2 m increased with time to a steady, maximum 

level of 0.50, lower than that at x = 5 m (0.54) and x = 25 m (0.57). This was consistent with 

the model prediction that the inter-species competition favoured Species 2 in the area very 

close to the creek, where the mean soil-water saturation was relatively low (Figure 10a). 

Without the inter-species competition, the increased growth rates ( 6

1 2 10G G   s-1) did 

not change the spatial biomass distributions of both species for early times prior to local 

biomass reaching the maximum level (Figures 11a and b), which essentially showed similar 

patterns to those for the base case with 7

1 2 10G G   s-1 (Figures 6a and c). The capping 

effect due to the system’s maximum carrying capacity altered these biomass distributions in 

the later part of the growth season. For Species 1, a relatively uniform distribution with 

biomass reaching unity across the whole marsh section was achieved. For Species 2, while the 

plant biomass gradually increased to the maximum level in the near-creek area, the marsh 

interior remained unsuitable for plant growth. The inclusion of inter-species competition in 

the simulation led to significant changes in the predicted spatial biomass distributions for both 

species at all times (Figures 11c and d). Overall, Species 1 appeared to be disadvantaged 
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vis-à-vis Species 2 in the near-creek zone. This competing effect is evident in Figure 12 where 

the biomass of both species was plotted at various locations over the growth season. In the 

near-creek area (Figure 12a), the soil was well drained with relatively low water content, 

favouring the growth of Species 2. Thus, Species 2 dominated over Species 1 (curve above 

the 1-1 line with slope > 1). In the marsh interior, the much wetter soil condition favoured 

Species 1 (Figure 12e). Between the creek and interior was a transition zone (Figures 12b and 

c) where neither species had any advantage over the other, i.e., the biomass was distributed 

evenly between the two species with a curve slope of about unity. The average biomass 

distribution between the two species across the whole marsh section was also examined. The 

results show that the marsh overall favoured the more water-tolerant species (Species 1), 

reflecting the relatively high moisture content. The inter-species competition further assisted 

the dominance of Species 1 within the whole marsh section (Figure 12f). 

Under the influence of the inter-species competition, the small-scale spatial variations of 

biomass for both species also differed significantly from the cases without such competition. 

These variations were characterized by large changes of spatial growth patterns (i.e., spatial 

derivative of the biomass). In the cases without inter-species competition, such variations 

reflected the local optimum and minimum growth conditions for the species themselves 

(Figures 11a and b) and three characteristic points of variations could be identified (e.g., x = 0, 

2 and 6.5 m for Species 1 in Figure 11a). The inter-species competition introduced 

interactions between the two species. A local optimal growth condition for one species would 

inhibit the growth of the other species and vice versa. This led to increased variations of local 

growth patterns; in particular, more characteristic points of variations were evident in each 
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case of either Species 1 or 2. At these points, the competition between the two species was 

accentuated. 

In summary, the results suggest that while a pioneer plant (e.g., Species 1) can improve 

the local soil aeration condition as shown in §3.2, the development of another species (e.g., 

Species 2) in the marsh system is likely to be more complicated than suggested by the 

“positive feedback” mechanism due to the influence of inter-species competition. At the early 

growth stage with only a small amount of biomass, inter-species competition is negligible and 

thus the improved soil aeration can positively affect the development of other plants. However, 

the impact of inter-species competition would become critically important as biomass 

accumulates in the system. This is then likely to lead to more complex feedback effects 

involving growth enhancement and inhibition, depending on the combined influence of the 

intra- and inter- species competitions, ecosystem carrying capacity and plant transpiration 

characteristics. 

4. Sensitivity analyses 

 Focusing on the equilibrium state of the marsh ecosystem, we conducted sensitivity 

analyses to assess the importance of marsh platform elevation, soil hydraulic conductivity and 

capillary rise in modulating the vegetation-groundwater interactions. For that purpose, the 

decay was simulated with 
1 2 1 10D D G   and the model was run for sufficiently long time 

(100 spring-neap tidal circles) to reach an equilibrium state. Numerical checks showed that 

the initial conditions did not affect the equilibrium state. The biomass at the equilibrium state 

fluctuated slightly over the spring-neap tidal circle, but the tidally averaged value was 

constant. In the following, we will focus on the simulated biomass distribution at the 
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equilibrium state. 

4.1. Importance of marsh topography (relative marsh platform elevation) 

Salt marshes are a vulnerable ecosystem as they act as a transitional zone between tidal 

water and uplands [14]. Considering the global warming scenario, if the sediment deposition 

rate cannot match the speed of sea level rise, the marsh platform elevation may become lower 

with respect to the mean sea level and hence the creek water level, resulting longer inundation 

periods [23]. 

We conducted further simulations with different marsh platform elevations relative to the 

mean creek water level (ZMSL). By raising ZMSL, a situation of a relatively low platform 

elevation was created and vice versa. The decrease in the relative platform elevation worsened 

the soil aeration condition across the creek section. This led to contraction of the growth 

zones for Species 1 and 2 (Figures 13a and b). The plants disappeared in the marsh interior. 

As the elevation declined to -0.3 m, Species 2 could not even survive in the near-creek zone 

(Figure 13b). On the contrary, an increase in the marsh platform elevation led to expansion of 

the growth zones for both species. In the near-creek zone, soil with increased aeration 

favoured Species 2, the growth of which competed against and inhibited the growth of 

Species 1. These results suggest that if the marsh elevation does not increase commensurately 

with the sea level rise, (1) the overall productivity of aeration-dependent plants would 

decrease; (2) anoxia-tolerant plants such as Species 1 may replace other, less anoxia-tolerant 

species; and (3) the area of bare flats may increase as vegetation growth ceases due to the 

adverse soil aeration in the marsh interior. An increase in bare flats would in turn reduce 

sediment deposition and may accelerate the relative sea level rise. 
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4.2. Importance of soil hydraulic conductivity 

As discussed earlier, the roots of the pioneer plants can soften and loosen the rhizosphere 

soil, which increases the soil hydraulic conductivity. As the hydraulic conductivity increases, 

the extent of tidal influence on the marsh soil conditions expands (equation (21)). This may 

lead to improved soil aeration, particularly in the marsh interior. 

As expected, the growth zones of both Species 1 and 2 expanded towards the marsh 

interior with increased soil hydraulic conductivity (Figures 13c and d). It is interesting that the 

near-creek zone dominated by Species 2 (i.e., with Species 1 inhibited) also expanded due to 

increased soil drainage and aeration. Relatively speaking, the increase in soil hydraulic 

conductivity is likely to favour less anoxia-tolerant plants. If pioneer plants are 

anoxia-tolerant with relatively high anaerobiosis and wilting points, their growth in the 

near-creek area may lead to conditions with increased soil hydraulic conductivity through 

loosening the rhizosphere soil, which can disadvantage the plants themselves in further 

development – creating a “negative feedback” mechanism. 

4.3. Importance of capillary rise 

 A large capillary rise height leads to a thick, poorly-aerated high-saturation zone, which 

can inhibit the development of Species 2. This may lead to the disappearance of the species, 

as simulated with   = 0.5 m-1 (Figure 13f). For Species 1, the growth zone also contracted 

as the capillary rise increased. However, this contraction only occurred in the near-creek zone 

(Figure 13e). The unsaturated zone was very shallow away from the creek (between x = 20 

and 30 m), so the local saturation changed only slightly with the increased capillary rise 

height, which did not result in noticeable changes in the biomass of Species 1. 
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Capillary effects can be weakened by developments of roots and macro-pores (e.g., crab 

burrows). With a lower capillary rise height (  = 2 m-1), the soil-water saturation near the 

creek decreased, favouring Species 2 over Species 1 (Figures 13e and f). 

5. Conclusions 

Tidal marshes are important coastal wetlands with complex ecohydrology. Previous 

investigations on vegetation-groundwater interactions did not explore directly the link 

between the plant growth and soil condition as controlled by groundwater flow. In the present 

study, we developed a coupled model that incorporates the effect of soil-water saturation on 

the plant growth as well as the effect of plant transpiration on groundwater flow in the marsh 

soil to enable simulations of interacting plant growth and groundwater flow in tidal marshes. 

This model was applied to simulate marsh plant growth subject to the influence of 

monochromatic and dichromatic tides. The findings from the study, as summarised below, 

may have important implications for better understanding of the marsh eco-hydrology: 

(1) The simulations revealed three characteristic zones across the marsh section 

perpendicular to the tidal creek in terms of soil conditions for plant growth: a near-creek 

zone affected by semi-diurnal tides over the whole spring-neap cycle, where the soil is 

well aerated but the plant growth may be slightly limited by local water content 

dropping below the wilting point on the falling tides; a less well drained zone where 

drainage occurs only during the neap tides (when the daily inundation is absent) and 

plant growth is aeration-limited; and an interior zone where the evapotranspiration 

determines the soil-water saturation and plant growth is further limited by the poor soil 

aeration condition. These zones as demonstrated in Figure 6 may be linked to plant 
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zonation in marsh systems. 

(2) The simulations shed light on the ‘‘positive feedback’’ mechanism proposed previously 

[8,25,29,32,45,48]. It was demonstrated that the growth of pioneer plants can improve 

the soil aeration condition as a result of plant transpiration. The strength of this 

feedback varies spatially in accordance with the three characteristic zones of soil-water 

saturation. However, the improvement of soil aeration may not lead to enhanced 

development of other plant species simply as suggested by the “positive feedback” 

mechanism. Such development is likely to be more complicated, due to the influence of 

inter-species competition. The feedback effects are generally more complex, involving 

both plant growth enhancement and inhibition depending on the combined influence of 

the intra- and inter-species competitions, ecosystem carrying capacity and 

characteristics of plant transpiration. 

(3) Predicting the evolution of tidal marshes is an important task in assessing the response 

of these wetland systems to sea level rise associated with global climate change. A plant 

growth model based on inundation depth [35] is often used to determine the plant 

biomass productivity, which is further linked to other dynamic models to simulate the 

sedimentation process [23]. The present study demonstrates the importance of coupling 

plant growth with groundwater flow in the marsh soil in predicting the marsh vegetation 

dynamics. Even under the same inundation condition (e.g., the hydroperiod did not 

change along the cross-creek section simulated here), soil aeration condition varies 

significantly with the distance from the creek, resulting in variations of local biomass. 

(4) The sensitivity analysis showed the importance of marsh topography, soil hydraulic 
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conductivity and capillary rise in modulating the vegetation-groundwater interactions in 

the marsh system. All these factors were found to affect the plant zonation, particularly 

at the equilibrium state. Therefore, in a real marsh where local topography variations 

and soil heterogeneity commonly exist, the plant zonation is expected to be more 

complex than seen here. 

Tidal marshes are complex eco-hydrological systems, subjected to the influence of 

various stochastic and deterministic factors. This study was based on a 1-D model of a 

cross-creek marsh section with a flat platform. In reality, more complex marsh topography, 

particularly with creek networks embedded, would affect significantly the pore-water flow in 

the marsh soils and add further complications to the plant dynamics. To understand better the 

spatial distribution of marsh plants, a 2-D horizontal modelling framework, capable of 

representing spatial marsh morphological variations over a range of scales, is needed. Tidal 

marshes are also affected by strong surface water and groundwater interactions driven 

particularly by tides [59]. For a large-scale marsh system, surface water flow would need to 

be further integrated to simulate the interplay of surface water and groundwater flow in 

controlling the plant growth. 

In this study, the ecosystem’s carrying capacity for a plant species was assumed to depend 

solely on the soil-water saturation, with other factors such as soil salinity neglected. However, 

quantification of the carrying capacity based on multiple factors remains an important area for 

future research. Laboratory experiments and field investigations on plant growth under the 

influence of various factors are needed not only for establishing fundamental kinetics of plant 

growth but also for validating the predictions of vegetation-groundwater interactions by 
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coupled models such as the one presented here. Moreover, stochastic factors such as rainfall 

events and soil heterogeneity (neglected here) would combine to generate complex variability 

in the behaviour of the marsh system and hence large degree of uncertainty in the model 

predictions of such behaviour. As the marsh soil undergoes periodic drainage and wetting, 

hysteresis in soil-water retention may also be important. Notwithstanding these complexities, 

the present study highlights the important role of tides in controlling the plant growth and 

distribution in tidal marshes. The effects and mechanisms presented here have the potential to 

guide future investigations, particularly those designed to understand the relationship between 

marsh morphology and plant zonation under the influence of tides. 

Appendix A. Equation derivation 

The integral on the left hand side of equation (9) can be evaluated as follows, 
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We assume that at the interface between the saturated and unsaturated zones ( z H ), the 

change in soil property is negligible, i.e.,   . Thus, 
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Equation (A1) becomes, 
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The first term on the right hand side of equation (9) is evaluated as follows, 
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Likewise, assuming   SK K   at z H , we have, 
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Substituting equations (A3) and (A6) into equation (9) yields equation (10). 

Appendix B. Validation of groundwater model 

Experimental data [6] and a Richards’ equation-based model (SUTRA, see [52,56] for the 

detailed model setup) were used to validate the present groundwater flow model. In [6], 2-D 

groundwater flow was measured in a uniform, sandy aquifer with a simple rectangular 

geometry (9-m long and 1.5-m high). The sand was well sorted with a median grain size of 

0.2 mm, mean soil hydraulic conductivity, 
SK , of 4.7 × 10-4 m/s,   = 0.32 and   = 2 m-1. 

The groundwater flow was driven by a sinusoidal signal as follows (the datum was set at the 

aquifer base, with t measured in second), 
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It is worth noting that the experiment included capillary rise truncation by the sediment 
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surface. 

The influence of vertical flow is characterized by the non-dimensional number: 

/ SL K  [56], which took the value of six for the experimental setup, indicating relatively 

weak vertical flow. The present model predicted similar fluctuation ranges of the watertable to 

those measured in the laboratory experiment (Figure A1). With the capillary effect neglected, 

the model based on the classical Boussinesq equation (BEM) under-predicted the range of 

watertable fluctuations. 

As there are no data available for cases with higher / SL K  values, we compared the 

1-D models with SUTRA. Two additional cases were conducted with 
SK  set to 4.7 × 10-5 

m/s and 4.7 × 10-6 m/s, respectively (  = 1 m-1 in both cases). Results showed that, with 

/ SL K  = 60 (reflecting increased vertical flow), the present model reproduced reasonably 

well the watertable fluctuations simulated by SUTRA and significantly outperformed the 

BEM. When / SL K  = 600, both the present model and BEM failed to reproduce the 

watertable fluctuations predicted by SUTRA, but the former still performed better. 

The present study was based on a sandy-loam salt marsh. The / SL K  value for the 

simulations conducted was 24, within the applicable range of the model. For salt marshes of 

fine-grained silt loam (e.g., 
SK  < 10-6 m/s), / SL K  is likely to be on the order of hundred 

[56]. For this case, the vertical flow in both saturated and unsaturated zones would be 

significant. The effect of air-phase flow may also be important [25,45]. Moreover, these 

marshes tend to be highly compressible [19], in which case the soil compressibility needs to 

be considered in modelling the pore-water flow in the marsh soil [58]. These aspects would 
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limit the application of the present model and requires further model development. 
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Figure 1. Schematic diagrams of (a) a cross-creek marsh section subjected to the influence of 

spring-neap tides; (b) process coupling; and (c) a numerical model integrating saturated and 

unsaturated flow, including the effect of transpiration.
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Figure 2. Stepwise linear functions of (a) root water uptake and (b) carrying capacity, 

depending on the soil-water saturation.
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Figure 3. (a) Local watertable fluctuations (H), (b) associated mean soil-water saturation 

(MSS) over the mean root depth and (c) local biomass (N1 for Species 1). Distances from the 

creek bank are given in the figure legends. All results are for Case 1 (monochromatic tide). 

Note that during the marsh exposure, the lines for x = 10 m and 15 m overlap with the zero 

line.
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Figure 4. (a and c) Portions of the air-limiting period, water-limiting period and growth period 

over the semi-diurnal cycle. (b and d) Spatial biomass variations at different times (from day 

0 to 145, at the interval of two spring-neap tidal cycles). (a and b) are for Species 1 and (c and 

d) for Species 2. All results are for Case 1 considering the monochromatic tide.
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Figure 5. (a) Local watertable fluctuations (H), (b) associated mean soil-water saturation 

(MSS) over the mean root depth and (c) local biomass (N1 for Species 1). Distances from the 

creek bank are given in the figure legends. All results are for Case 2 (spring-neap tides). For 

(c), an enlarged image is inserted. 
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Figure 6. (a and c) Portions of the air-limiting period, water-limiting period and growth period 

over the spring-neap tidal cycle. (b and d) Spatial biomass variations at different times (from 

day 0 to 145, at the interval of two spring-neap tidal cycles). (a and b) are for Species 1 and (c 

and d) for Species 2. All results are for Case 2 considering spring-neap tides.
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Figure 7. (a) Portions of the air-limiting period, water-limiting period and growth period over 

the spring-neap tidal cycle. (b) Spatial biomass variations at different times (from day 0 to 

145, at the interval of two spring-neap tidal cycles). Results are for Species 1 in Case 2 

considering spring-neap tides. The carrying capacity is determined based on the tidally 

averaged soil-water saturation.
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Figure 8. Biomass (N1) versus mean soil-water saturation (black lines) over the mean root 

depth at different observation points (for Species 1). Locations are given in the figure titles. 

The red lines are for the tidally averaged results. The blue lines show the fitted linear trends. 

Two vertical green lines indicate, respectively, the wilting (left side) and anaerobiosis (right 

side) point. All results are for Case 2 considering spring-neap tides.
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Figure 9. Slopes of the fitted lines shown in Figure 8, i.e., the change of the mean soil-water 

saturation (MSS) over the mean root depth (MRD) divided by the increase of plant biomass 

based on the growth of Species 1. 
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Figure 10. Local biomass variations under the influence of spring-neap tides (growth rate 10-6 

s-1). (a) and (c) are for Species 1 and (b) and (d) for Species 2. (a) and (b) show results from 

the simulation with intra-species competition only, and (c) and (d) from the simulation with 

intra- and inter-species competitions. The locations of the observation points are indicated by 

colours as shown in the figure legend. 
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Figure 11. Spatial biomass variations at different times (from day 0 to 145, at the interval of 

two spring-neap tidal cycles). (a) and (c) are for Species 1 and (b) and (d) for Species 2. (a) 

and (b) show results from the simulation with intra-species competition only, and (c) and (d) 

from the simulation with intra- and inter-species competitions. All simulations are based on 

spring-neap tides and with the larger growth rate (10-6 s-1). Note that lines overlap at the 

equilibrium state. 
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Figure 12. Biomass variation of Species 1 (N1) versus biomass variation of Species 2 (N2) 

over ten spring-neap tidal cycles: (a) Creek bank (x = 0 m); (b) x = 2 m; (c) x = 5 m; (d) x = 7 

m; (e) x = 25 m and (f) averaged biomass across the simulated marsh section. All simulations 

are based on spring-neap tides and with the larger growth rate (10-6 s-1). 
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Figure 13. Sensitivity analysis on the equilibrium plant biomass distribution for different (a 

and b) marsh platform elevations, (c and d) hydraulic conductivities and (e and f) capillary 

rises. (a, c and e) are for Species 1 and (b, d, and f) for Species 2. All simulations are based on 

spring-neap tides and with the larger growth rate (10-6 s-1). ZMSL = -0.8 m was set for the base 

case. ZMSL = -0.7, -0.6 and -0.5 m corresponded with relative decrease of the marsh platform 

elevation by 0.1, 0.2 and 0.3 m; and ZMSL = -0.9 m corresponded with relative increase of the 

marsh platform elevation by 0.1 m.
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Figure A1. (a) Comparison of amplitudes of watertable fluctuations predicted by the present 

model (includes capillarity) and the classical Boussinesq equation-based model (BEM, no 

capillarity) with experimental data [6]. (b) and (c) Comparison of amplitudes of watertable 

fluctuations predicted by the present model and BEM with simulation results from the 

Richards’ equation-based model (SUTRA [52]). 


