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ABSTRACT

The present work takes place within the general context of research related to the development

of nuclear fusion energy. More specifically, this thesis is mainly a numerical and physical

contribution to the understanding of turbulence and associated transport phenomena occuring

in tokamak plasmas, the most advanced and promising form of magnetically confined plasmas.

The complexity of tokamak plasma phenomena and related physical models, either fluid or

kinetic, requires the development of numerical codes to perform simulations of the plasma

behaviour under given conditions defined by the magnetic geometry as well as density and

temperature profiles. The studies presented in this work are based on electrostatic kinetic

simulations, taking advantage of a reduced kinetic model (the gyrokinetic model) which is

particularly suitable for studying turbulent transport in magnetically confined plasmas, in effect

solving an approximate form of the Vlasov equation for the distribution function of each species

(electrons, ions) along with a reduced form of the Poisson equation providing the self-consistent

electric fields.

The main tool of this work, the gyrokinetic ORB5 code making use of numerical particles

according to the Particle-In-Cell (PIC) method, has been upgraded during this thesis with

different linearized collision operators related to both ions and electrons. The BIRDIE code,

enabling to study collisional effects on the evolution of Langmuir waves in an unmagnetized

plasma, has been written in order to serve as a test-bed for the collision operators ultimately

implemented in ORB5. Some essential algorithms related to collisional simulations have been

jointly implemented, such as the two-weight scheme which is extensively described in this work.

The collision operators in ORB5 have been further carefully tested through neoclassical simu-

lations and benchmarked against other codes, providing reliable levels of collisional transport.

Together with different procedures controlling the numerical noise, the collision operators have

then been applied to the study of collisional turbulent transport in two different regimes, the

Ion-Temperature-Gradient (ITG) regime and the Trapped-Electron-Mode (TEM) regime re-

quiring a trapped electron kinetic response. Although not dominant in core tokamak plasmas,

collisional effects nevertheless lead to interesting modifications in the turbulence behaviour

which are not captured by the often considered collisionless gyrokinetic models. The so-called

coarse-graining procedure, a noise-control algorithm which is suitable for collisional gyrokinetic

simulations with particles, is shown to enable carrying out relevant simulations over many col-

lision times. Consequently, reliable conclusions regarding turbulent transport in the presence

of collisions could be drawn in this thesis. Namely, the turbulent transport in the ITG regime

is found to be enhanced by ion collisions through interactions with so-called zonal flows as-

sociated to axisymmetric modes, while it is reduced by electron collisions in the TEM regime

through electron detrapping processes. The zonal flow dynamics in collisionless and collisional

ITG turbulence simulations is studied, emphasizing the limitation of the zonal flow level due



to Kelvin-Helmoltz-type instabilities. Additionally, some purely collisionless issues related to

tokamak physics are discussed, such as the finite plasma size effects in TEM-dominated regime

which are found to be important in non-linear simulations but unimportant in linear simu-

lations. The role of zonal flows in temperature-gradient-driven TEM turbulence saturation

is confirmed to be weak, in agreement with previous studies. Finally, a realistic global gy-

rokinetic simulation, accounting for a proper TCV tokamak magnetic equilibrium and related

experimental profiles, has been successfully carried out thus demonstrating the relevance of the

ORB5 code for predictions related to physics of real tokamaks. A good agreement with GAM

experimental measurements is indeed obtained.

KEYWORDS: plasma, tokamak, fusion, gyrokinetics, turbulence, transport, collisions.
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RÉSUMÉ

La présente thèse se place dans le contexte de la recherche scientifique liée au développement

de l’énergie de fusion nucléaire. Plus précisément, ce travail est une contribution numérique et

physique à la compréhension de la turbulence et des phénomènes de transport se produisant

dans les plasmas de tokamak, la forme la plus avancée et prometteuse de plasmas confinés

magnétiquement.

La complexité des phénomènes relatifs aux plasmas de tokamak, ainsi que des modèles physiques

associés, qu’ils soient fluides ou cinétiques, nécessite le développement de codes numériques afin

d’effectuer des simulations du comportement du plasma sous certaines conditions de géométrie,

densité et température. Les études proposées dans ce travail sont menées par le truchement de

simulations gyrocinétiques électrostatiques, tirant avantage d’un modèle cinétique réduit qui

se trouve être particulièrement approprié pour les plasmas de tokamak et permet de résoudre

l’équation de Vlasov pour la fonction de distribution d’une espèce donnée, avec une forme

réduite de l’équation de Poisson qui fournit les champs électriques auto-cohérents.

L’outil principal de ce travail, le code gyrocinétique ORB5, utilise des particules numériques

suivant la méthode ’Particule-en-Cellule’ (ou PIC, selon l’acronyme de l’appellation anglaise

’Particle-In-Cell’). Pour cette thèse, ORB5 est amélioré grâce à différents opérateurs de colli-

sion linéarisés, qui affectent aussi bien les ions que les électrons. Un petit code pour plasmas

homogènes et non-magnétisés, BIRDIE, a été écrit afin de servir de laboratoire pour tester

les opérateurs de collision, au travers de leurs effets sur les ondes de Langmuir, avant leur

mise en œuvre dans ORB5. Quelques algorithmes fondamentaux liés aux simulations collision-

nelles sont également nouvellement mis en œuvre, comme par exemple le schéma à deux poids

qui est décrit en détail dans ce travail. Les opérateurs de collision sont soigneusement testés

au travers de simulations néoclassiques et sont comparés avec ceux d’autres codes, fournis-

sant des niveaux de transport collisionnel considérés comme fiables. Accompagnés par diverses

procédures pour contrôler le bruit numérique, les opérateurs de collision sont ensuite utilisés

pour étudier le transport turbulent en présence de collisions, et ce dans deux régimes différents :

le régime du gradient de température ionique (Ion-Temperature-Gradient ou ITG) et le régime

des modes d’électrons piégés (Trapped-Electron-Mode ou TEM), ce dernier nécessitant une

réponse cinétique des électrons piégés. Bien que plutôt faibles dans les plasmas chauds de to-

kamak, les effets collisionnels peuvent néanmoins mener à d’intéressantes modifications dans

le comportement de la turbulence qui ne sont pas décrites par les modèles gyrocinétiques sans

collisions, souvent considérés. La procédure de l’espace grossièrement grenelé (coarse-graining),

un algorithme de contrôle du bruit approprié pour les simulations gyrocinétiques collisionnelles

avec particules, démontre sa capacité à fournir des résultats pertinents. En conséquence, des

conclusions fiables peuvent être esquissées concernant le transport turbulent en présence de

collisions. Concrètement, le transport turbulent dans le régime ITG est augmenté par les col-

lisions des ions, au travers d’interactions avec les écoulements zonaux, alors que le transport



est réduit dans le régime TEM par les collisions des électrons qui génèrent un processus de

dépiégeage. Les effets de la taille finie du plasma sur la turbulence d’électrons piégés sont aussi

étudiés, apparaissant importants pour les simulations non-linéaires mais faibles pour les simu-

lations linéaires. En accord avec de précédentes études, il est montré que l’effet de cisaillement

de l’écoulement zonal sur la saturation de la turbulence est faible dans un régime TEM sou-

tenu par le gradient de température. Finalement, une simulation gyrocinétique globale basée

sur un équilibre expérimental du tokamak TCV a été menée avec succès, démontrant la fiabi-

lité du code ORB5. Un bon accord avec des mesures expérimentales sur le tokamak TCV est

notamment obtenu.

MOTS-CLEFS : plasma, tokamak, fusion, gyrocinétique, turbulence, transport, collisions.
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Chapter 1

Introduction

1.1 Nuclear fusion as a source of abundant energy

One of the main challenges related to the future of mankind is the quest for appropriate energy

sources, satisfying criteria such as safety, efficiency and sustainability. Among the various en-

ergy production modes matching these requirements, the most promising candidate is probably

the control of nuclear fusion on Earth. Like in the sun, fusion reactions between light nuclei

take place within a hot ionized gas called plasma, when temperatures are high enough in order

for the nuclei to overcome the Coulomb repulsion between two positively charged particles, and

when densities are high enough in order for a nucleus to collide often enough with other nuclei.

Various reactions between different light nuclei may be considered in view of a future reactor.

However, according to the combination of the fusion reaction cross-section, the corresponding

energy released and the element availability, the most promising reaction turns out to be a

fusion between two Hydrogen isotopes, Deuterium and Tritium, formally written as:

2
1D + 3

1T = 4
2He (3.5 MeV) + 1

0n (14.1 MeV). (1.1)

Note that Deuterium is easily extracted from water, while Tritium can be generated by bom-

barding Lithium with neutrons. The walls of future fusion reactors are planned to contain

Lithium, in order to generate directly Tritium from neutrons produced by the fusion reactions

and hitting the walls. The total mass of the fusion reaction products, a Helium nucleus and

a neutron, is slightly lower than the total mass of the reactants. The missing mass is turned

into kinetic energy carried by the fusion reaction products, according to the relation E = mc2.

Per D-T reaction, a total of 17.6 [MeV] is released in this way. Obtaining a sufficiently hot

and dense plasma for a sufficiently long time, where fusion reactions can occur at a significant

rate and release energy, is related to the quality of the so-called ’plasma confinement’. The

Lawson criterion [1] states that the triple product: electron density ne × plasma temperature

T × confinement time τE has to reach a given value for the produced energy (through nuclear

fusion reactions) to exceed the energy required for operating the tokamak:

neTτE > 1021[keV s/m3]. (1.2)
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In the sun, the confinement is ensured by gravitational forces, an aid which is not (sufficiently)

available on Earth. Alternative techniques are thus required for plasma confinement on Earth

with the purpose of producing energy. There are mainly two potential approaches for producing

energy from nuclear fusion that are currently subjects of intense research activity. The first

approach involves inertially confining a high density, low confinement time plasma pellet thanks

to laser light [2], which compresses and heats the fuel target through shock waves. The present

work deals with the second approach, the magnetic confinement which makes use of strong

magnetic fields to confine a low density, high confinement time plasma in a given device. In

both approaches, the plasma temperature is expected to be T ∼ 15[keV ]. While the inertial

confinement approach is potentially able to confine a plasma of density ne ∼ 1030[m−3] for a

time τE ∼ 10−9[s], the magnetic confinement approach aims at confining a plasma of density

ne ∼ 1021[m−3] for a time τE ∼ 1[s]. Note that both approaches can match the Lawson criterion

(1.2).

The first attempts to magnetically confine a plasma were performed within cylinder-shaped

linear machines, featuring either a longitudinal magnetic field (so-called θ-pinch machines) or

a poloidal magnetic field (so-called z-pinch machines). The main problem related to linear

machine configurations is the ”loss cone”, i.e. the loss of particles at the ends of the machine.

This problem is logically solved by closing the magnetic field lines in a toroidal topology, forming

magnetic surfaces. The present thesis is actually dedicated to the most advanced device related

to plasma magnetic confinement, the tokamak, a toroidal device which will be described in some

detail in Chapter 2. The other type of toroidal device which is currently under investigation

for fusion through magnetic confinement is the stellarator in which the whole magnetic field

is produced by coils with complicated helical geometry. The main advantage of a stellarator

configuration is its absence of induced toroidal currents, avoiding the risk of toroidal current

disruptions and the periodic stresses of pulsed operation.

1.2 Anomalous transport due to microturbulence as a

critical problem for tokamak physics

Important developments have been achieved in the field of tokamak physics over the last

decades. A few tokamak devices are currently under operation throughout the world, aim-

ing at studying complex plasma phenomena in toroidal configuration with closed magnetic

surfaces, such as macroinstabilities or electromagnetic microturbulence, along with real-time

plasma control and several engineering issues. Note that current tokamaks serve as research de-

vices and generally do not produce any energy. The state-of-the-art machines, currently at the

front of research, are for instance JT-60U (Japan), DIII-D (USA), NSTX (USA), ALCATOR

C-MOD (USA), ASDEX-UPGRADE (Germany), TCV (Switzerland), MAST (England) and

the largest one JET (England), which came closest to break-even related to energy production

through nuclear fusion in magnetically confined plasmas in 1997, when ' 16[MW ] of fusion

power have been obtained during a D-T campaign for ' 22[MW ] of input heating power. Note

that earlier, the TFTR tokamak in Princeton produced 10.7[MW ] of fusion power from a D-T

plasma in 1994. In order to definitely prove the viability of a commercial reactor relying on nu-
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clear fusion, a large project called International Thermonuclear Experimental Reactor (ITER)

has been initiated. Thanks to its size much larger than for any existing tokamak and the in-

tensity of its magnetic field, the ITER tokamak is supposed to satisfy the Lawson criterion and

open the way towards the first true reactor called DEMO.

According to the Lawson criterion, obtaining a high temperature is crucial in a future tokamak

reactor. The plasma is naturally heated by the toroidal current through the Joule effect, as

an electrical current going through the wire of a light bulb heats it and the environment. The

plasma resistivity η, correlated to the efficiency of the Joule effect, decreases however when

the temperature T increases (η ∼ T−3/2), finally leading to the inefficiency of the Joule effect

for reaching the required temperatures (typically of T ' 15[keV ] ' 150 · 106[oC] in ITER).

Additional heating systems are thus considered, like a Neutral-Beam-Injector (NBI) system for

ion heating and an Electron-Cyclotron-Resonance-Heating (ECRH) system for heating electrons

through injection of high frequency electromagnetic waves which enter in resonance with the

electron Larmor motion (see Chapter 2). Ideally, the ignition regime would be reached, where

the plasma heats itself by the Helium nuclei it produces through fusion reactions. But the

energy confinement time and thus the temperature in a tokamak are limited by radial heat

losses (towards the wall of the tokamak vessel). Regarding the issue of density, critical as well

through the Lawson criterion, the main limitation comes from the Greenwald density limit [3],

including radial particle losses.

The value of the Lawson triple product is thus fundamentally affected by transport phenomena

occuring in a tokamak plasma. Collisions between charged particles provide an intrinsic particle

and/or heat transport in a tokamak, called neoclassical transport. Some basic elements of

neoclassical transport theory in a tokamak will be explained in Chapter 6. After the first

tokamak plasma experiments, it however quickly appeared that the relatively low collisional

transport levels were unable to explain the observed degradation of the confinement time. The

actual heat and particle losses, unexpectedly high in practice, naturally affect the ability of a

plasma to reach the Lawson criterion and thus represent one of the major obstacles in achieving

nuclear fusion in magnetically confined plasmas. Those high transport levels which cannot be

explained by collisions alone are gathered under the single name of anomalous transport. Since

the main mechanism responsible for anomalous transport is at this point widely accepted to

be related to electromagnetic microturbulence, the name of turbulent transport is often used as

well.

1.3 Codes for simulating microturbulence

Electromagnetic microturbulence (or its electrostatic limit as addressed in this thesis) defines

the non-linear evolution of microinstabilities driven by plasma pressure gradients towards a

turbulent regime (see Chapter 2). Plasma microturbulence shares some common features with

turbulence in neutral fluids, like energy cascades, but is governed by more complex kinetic

models involving furthermore Maxwell’s equations. Actually, the system of equations that

needs to be solved in order to properly address the issue of plasma microturbulence, called the

Vlasov-Poisson system in its electrostatic limit and partly detailed in this thesis (see Chapter
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3), is a very demanding set of equations due to its non-linearity combined with its a priori 6-

dimensionality. The gyrokinetic model [4], allowing to reduce the dimensionality of the problem

from 6 to 5, is briefly described in Chapter 3. The gyrokinetic model relies essentially on strong

magnetic fields and small fluctuation levels compared to plasma background temperature. Note

that this thesis addresses the issue of microturbulence in the core of tokamak plasmas, where

the gyrokinetic model assumptions are fully valid. Large pressure gradients in the plasma

edge, forming the pedestal region related to H-mode (high confinement mode) plasmas [5], are

responsible for other plasma instabilities which are not described here.

Although some elegant analytical work may be performed related to the Vlasov-Poisson system

in low-dimensionality plasmas [6], obtaining reliable solutions describing accurately the related

microturbulence in tokamak configuration is only possible through numerical simulations [7].

The most accurate simulation codes for studying microturbulence currently rely on the gy-

rokinetic model presented in Chapter 3, which in the electrostatic limit provides a modified

Vlasov-Poisson system combining the gyrokinetic equation with the quasi-neutrality equation.

Note that a code can consider a global geometry, i.e. accounting for the full torus configuration,

or can be limited to a local (flux-tube) geometry, accounting for a limited plasma volume in

the vicinity of a given magnetic field line. A local code is naturally less demanding in terms of

computer resources than a global code. However, a local code does not account for tempera-

ture and density profile variations and is thus in particular inappropriate for simulating small

tokamak plasmas where characteristic gradient length scales and turbulence correlation length

scales are not clearly separated. For large tokamak plasmas of future reactors, the accuracy of

a local model may nevertheless be satisfying. Another crucial feature of a gyrokinetic code is

its treatment of electrons, which can range from the adiabatic assumption (the computation-

ally cheapest model) to a fully kinetic electron response (the computationally most expensive

model). In addition to the latter models, a gyrokinetic code can consider a hybrid model for

electrons, partly adiabatic, partly kinetic, as described in this thesis.

Several numerical approaches are used for solving the gyrokinetic model equations. Currently,

the most popular way of numerically handling the gyrokinetic model is the Eulerian approach,

where the equations are discretized on a fixed grid in the 5D gyrokinetic phase space and solved

through finite difference schemes. The most prominent Eulerian-based gyrokinetic codes are

GS2 [8], GENE [9] [10], GYRO [11], GKW [12] and GT5D [13]. This thesis is mainly dedicated

to the global gyrokinetic code ORB5 [14] [15] [16], described in detail in Chapters 3 and 4.

ORB5, like the tokamak code GTC [17] and the stellarator code EUTERPE [18], is based on

the alternative common approach for gyrokinetic codes, the Particle-In-Cell (PIC) approach,

thoroughly described throughout this work and which requires the introduction of numerical

particles. The PIC approach, based on a Lagrangian representation, is more intuitive and

in certain cases less costly (in terms of computer resources) than a Eulerian-based approach

thanks to its grid limited to the 3D configuration space, but suffers from the numerical noise

due to the finite number of numerical particles used for representing the statistical distribution

functions of particles. The issue of numerical noise is addressed in this thesis. Note that a

third approach, the semi-Lagrangian method, is used by the GYSELA code [19] and consists

of integrating the gyrokinetic equation over each time step along trajectories starting from the
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mesh points of a fixed phase space grid. The semi-Lagrangian method is however costly from a

numerical point of view and has not allowed so far to obtain simulation results accounting for

kinetic electron response.

1.4 Contributions of this thesis

The starting point of this thesis is the code ORB5, described in Chapters 3 and 4. The original

ORB5 model [15] was fully collisionless and electrostatic, featuring a single weight scheme. As

a preparatory work, linearized Landau collision operators [20], both for pitch angle scattering

of electrons off the ions and self-collisions, were first implemented and tested in the two-weight

PIC code BIRDIE, written especially for this purpose and described in Appendix B. More

precisely, the collision operators were validated and benchmarked considering the particular

case of electron collision effects on Langmuir waves (also referred to as electron plasma waves).

A similar two-weight scheme [21] was implemented in ORB5, as a necessary requirement before

the introduction of collisional effects. The linearized collision operators, namely the pitch angle

scattering operator for electrons and the self-collision operator both for ions and electrons,

were then included in ORB5 (see Chapter 5). A long testing phase followed, during which both

basic properties of the collision operators, such as conservation properties, as well as several

neoclassical aspects were addressed. Many careful neoclassical benchmarks were performed,

which have shown the reliability of the collision operator implementation [16]. Insights into

neoclassical physics were obtained, like the breakdown of the neoclassical approximation close

to the magnetic axis or the effects of poloidally asymmetric modes on neoclassical transport.

A new scheme, called the background switching scheme, was written in order to run collisional

simulations accounting for a canonical Maxwellian as background distribution function. The

latter scheme was used in order to prepare relevant neoclassical equilibria from which the ITG

turbulence simulations with collisions were systematically started, a novelty in the frame of

gyrokinetic simulations.

A new scheme for controlling the numerical noise, the coarse-graining procedure [22], was im-

plemented in the code by B. McMillan. This contribution was especially important since the

coarse-graining procedure turns out to be the only practical noise-control scheme compatible

with collisions, opening the way towards collisional simulations over turbulence time scales. Fol-

lowing previous studies [23] [24], ion-ion collision effects on ITG-dominated turbulence were ex-

tensively studied through their interactions with zonal flows associated to axisymmetric modes

and acting as an important mechanism in ITG turbulence self-organization [17] [25]. A general

increase in ITG turbulence levels due to ion collisions was emphasized, along with the collisional

softening of the Dimits shift region. The topic of zonal flow stability and saturation in colli-

sionless and collisional ITG simulations completed the study of the ITG-dominated turbulent

regime in tokamak plasmas carried out in this thesis [26].

A kinetic electron response was then considered in order to study the TEM-dominated (driven

by electron temperature gradient) turbulent regime. A successful linear and collisionless bench-

mark against the global GENE code [10] in the TEM regime was performed, accounting for

a fully kinetic electron response. The effects of finite plasma size in the TEM regime were
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investigated, appearing to be weak in linear simulations but strong in non-linear simulations.

The zonal flows were shown to play no role in temperature-gradient-driven TEM turbulence

saturation, contrary to ITG turbulence, confirming previous studies related to this controversial

subject [27] [28] [29]. Regarding collisional simulations, the reduction of the TEM instability

mechanism by electron collisions through detrapping processes was emphasized [30].

Meanwhile, a new electromagnetic, multi-ion species version of the ORB5 code called NEMORB

was written by A. Bottino [31]. The collision operators were successfully merged into this new

version of the code. Collisional simulations of electromagnetic microturbulence are however not

possible yet, due to the (temporary) incompatibility between the two-weight scheme and the

electromagnetic solver.

Finally, a new interface between ORB5 and the equilibrium code CHEASE [32] was written

during this thesis. This has allowed us to perform the first global gyrokinetic ORB5 turbulence

simulation of a TCV shot characterized by a TEM-dominated regime (see Sec. 8.13).

1.5 Outline

The present thesis is organized as follows: Chapter 2 presents the general frame of tokamak

physics and related microinstabilities. The transport phenomena in a tokamak, already men-

tioned in the current introduction, are also briefly summarized. Chapter 3 starts with a general

history of the ORB5 code and provides details about the gyrokinetic formalism, the physical

model on which the code ORB5 relies, along with the appropriate forms of related equations.

Chapter 4 explains the numerical algorithms which translate the equations of the gyrokinetic

formalism into code routines. Different numerical methods for controlling the numerical noise,

inherent to the PIC approach, are presented as well. Chapter 5 is dedicated to the collision

operators, addressing both their analytical and discretized forms and showing some basic tests

of the collision operator properties. A brief discussion related to Finite-Larmor-Radius effects

in collision operators is provided as well. Chapter 6 briefly presents the general framework of

the neoclassical transport theory. A model for calculating the collisionless current in a tokamak

associated to Finite-Orbit-Width effects in the presence of a pressure gradient is described and

compared to ORB5 simulations. Neoclassical benchmarks are carried out, both for electron

and ion transport, either neglecting or accounting for an axisymmetric electric field. Some

limitations of the neoclassical assumptions are exhibited, and the noise-control schemes are

already tested within the frame of neoclassical simulations in order to prepare for the tur-

bulence studies. Chapter 7 deals with ITG-dominated turbulence simulations and especially

focuses on ion-ion collision effects on ITG turbulence through interactions with zonal flows.

Zonal flow stability is addressed both in collisionless and collisional simulations. The validity

of the Lorentz approximation (pitch angle scattering) for self-collisions is studied in ITG tur-

bulence simulations. The noise-control efficiency in ITG turbulence simulations through the

coarse-graining procedure is carefully checked. The effects of kinetic electron response on ITG

turbulence are briefly discussed as well. A simple predator-prey model is shown to be able to

recover some basic features of collisionless and collisional ITG turbulence in the presence of

zonal flows. Finally, a few simulations are performed accounting for realistic MHD equilibria.
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Chapter 8 addresses the TEM-dominated turbulence driven by electron temperature gradient

by considering the kinetic response of trapped electrons. In order to validate the code for

TEM studies, a linear benchmark accounting for a fully kinetic electron response is presented.

Linear scans are performed, both with and without collisions. The effects of finite plasma size

on TEM turbulence are addressed, along with the effects of zonal flow shearing on turbulence

saturation. Comparisons with ITG turbulence are sketched. Electron collision effects both on

linear growth rates and turbulence levels related to TEM instabilities are investigated. Finally,

a simulation including a kinetic response of trapped electrons and accounting for a realistic

magnetic equilibrium corresponding to the TCV tokamak is discussed. The general conclusions

of the thesis are summarized in Chapter 9. Additionally, the role of potential energy fluxes

in turbulence simulations is mentioned in Appendix A. Finally, the BIRDIE code for unmag-

netized homogeneous plasmas, serving as a test-bed for the collision operators, is presented in

Appendix B.
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Chapter 2

Basic tokamak concepts

2.1 Introduction

The tokamak (see Figure 2.1) is a toroidal device whose purpose is to confine a plasma, a

quasi-neutral gas of individually charged particles, through magnetic field lines lying on nested

toroidal magnetic surfaces. The equilibrium magnetic field B of a tokamak is decomposed in a

toroidal component Bϕ produced by external coils, where ϕ stands for the toroidal angle, and

a poloidal component Bpol mainly produced by the toroidal plasma current jϕ. The plasma

current is generated by induction (Ohmic regime) and/or by injection of radio-frequency waves

or a beam of neutral particles. Note that the poloidal magnetic field Bpol is also partly produced

by poloidal field coils (see Figure 2.1) which serve to stabilize and shape the plasma cross-

section. The magnetic axis, near the center of the tokamak vessel, is such that its magnetic

field is purely toroidal: B = B0 = Bϕ. Note that the quasi-neutrality of a plasma is broken at

small scale, within a sphere of radius λD =
√
ε0T/ne2, where n and T are the density and the

temperature of the plasma respectively. λD is called the Debye length and is typically of the

order ∼ 2 · 10−5[m] for a tokamak plasma.

Figure 2.1: The tokamak device. Figure courtesy of [33].
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2.2 Coordinate systems and safety factor

In order to describe a tokamak, a cylindrical coordinate system (R,ϕ, Z) is first introduced with

respect to the symmetry axis of the device. A toroidal coordinate system (r, ϕ, θ) is defined

and is related to the cylindrical system by the following relations:

R = R0 + r cos θ, (2.1)

Z = r sin θ, (2.2)

where R0 stands for the position R of the magnetic axis and is called the major radius. r ∈ [0, a],

where a is called the minor radius. The local inverse aspect ratio of a tokamak is defined by

ε = r/R0, while the global inverse aspect ratio is given by εglob = a/R0. Typically εglob ∼ 1/3

and for analytical derivations one often makes the assumption ε� 1.

One introduces the poloidal magnetic flux Ψ =
∫
S

B · dσ/2π, where the edge of the surface S

lies on a circular path defined by R,Z = const. Note that, due to the incompressibility of the

magnetic field (∇ ·B = 0), B ·∇Ψ = 0, so that B is tangent to Ψ = const, which thus defines

a magnetic surface. The safety factor qs(Ψ) of a tokamak magnetic equilibrium (as defined in

Sec. 2.3), constant on each magnetic surface, is related to the twist of the field line (number of

toroidal turns for one poloidal turn of the magnetic field) and is expressed as follows:

qs(Ψ) =
1

2π

∮
dϕ

dθ

∣∣∣∣
along B

dθ =
1

2π

∫ 2π

0

B ·∇ϕ

B ·∇θ
dθ. (2.3)

The magnetic shear ŝ is furthermore introduced and defined by:

ŝ(Ψ) =
ρ(Ψ)

qs

dqs
dρ(Ψ)

, (2.4)

where ρ(Ψ) is a label for a given magnetic surface, for instance ρ(Ψ) = r for a circular plasma

cross-section. A modified poloidal angle, the called straight-field-line poloidal angle θ∗, is

defined such that the magnetic pitch dϕ/dθ∗|along B = qs(Ψ) is constant on a given magnetic

surface Ψ, leading to:

θ∗(θ) =
1

qs(Ψ)

∫ θ

0

B ·∇ϕ

B ·∇θ′
dθ′. (2.5)

The straight-field-line magnetic coordinate system (Ψ, θ∗, ϕ) is finally introduced. The Jacobian

JΨθ∗ϕ of the magnetic coordinate system takes the following form:

JΨθ∗ϕ =
1

|(∇Ψ×∇θ∗) ·∇ϕ| =
Rqs
Bϕ

. (2.6)

The area of the flux surface S(Ψ) is computed by:

S(Ψ) =

∫ 2π

0

∫ 2π

0

|∇Ψ|JΨθ∗ϕdθdϕ. (2.7)
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Note that the alternative magnetic coordinate system (s, θ∗, ϕ), where s =
√

Ψ/Ψedge, may be

used as well. The different coordinate systems are presented in Figure 2.2 (a).

R

Z

r

θ

R
0

a

θ*

Ψ=cte

grad B

v
d
, 

ions

v
d
, 

electrons

B

(a)

Larmor radius

B

(b)

Figure 2.2: (a) ORB5 coordinate systems and circular tokamak configuration, with ion and electron magnetic
drift velocities arising from the magnetic field curvature. (b) Typical motion of a charged particle
along and around a magnetic field line.

2.3 Magnetic equilibrium

The tokamak is designed in order to be axisymmetric, such that ∂/∂ϕ = 0 for any equilibrium

scalar quantity. The most general axisymmetric field B satisfying ∇ ·B = 0 has the following

form:

B = Bϕ + Bpol = F (Ψ)∇ϕ+ ∇Ψ×∇ϕ, (2.8)

where F (Ψ) = RBϕ is the poloidal current flux function. The magnetic axis is defined as the

region of the tokamak where the magnetic surface reduces to a toroidal magnetic field line

(with Bpol = 0). Let p(Ψ) stand for the plasma pressure profile. Combining the force balance

relation between the magnetic force and the plasma pressure ∇p = j × B with Ampère’s law

∇×B = µ0j leads to the Grad-Shafranov equation:

R
∂

∂R

(
1

R

∂Ψ

∂R

)
+
∂2Ψ

∂Z2
= −F (Ψ)

dF

dΨ
−R2µ0

dp

dΨ
. (2.9)

For given F (ψ) and p(Ψ) profiles, the Grad-Shafranov equation (2.9) provides Ψ(R,Z) and thus

the full magnetic equilibrium through Eq. (2.8). The safety factor profile qs(Ψ) is obtained from

Eq. (2.3). The important parameter β = 2µ0p/B
2 is introduced, measuring the ratio between

the kinetic pressure p and the magnetic pressure B2/2µ0. Standard tokamaks typically feature a

ratio β � 1. Note that the main tool of this work, the code ORB5 described in Chapters 3 and

4, provides an interface with the equilibrium code CHEASE [32] which is able to solve the Grad-

Shafranov equation in order to obtain an ideal MagnetoHydroDynamics (MHD) axisymmetric
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equilibrium.

Instead of solving the Grad-Shafranov equation (2.9) in order to obtain an ideal MHD equi-

librium, an analytical equilibrium may be used, which is an approximation of a true solution

to the Grad-Shafranov equation (2.9). The considered adhoc equilibrium consists of toroidal,

axisymmetric, nested magnetic surfaces with circular, concentric, poloidal cross-sections. In

this case, we assume Ψ = Ψ(r) with dΨ/dr = rB0/q̄(r), as well as F = RBϕ = R0B0, so that

the axisymmetric magnetic field is given by:

B =
B0R0

R

(
êϕ +

r

R0q̄(r)
êθ

)
, (2.10)

where êϕ and êθ are the unit vectors in the toroidal and poloidal directions, respectively. At

zeroth-order in ε, B ∼ 1/R. The region close to the tokamak axis of symmetry is thus called

the high-field-side of the torus, the opposite region being called the low-field-side. The q̄ profile,

called here the pseudo-safety factor profile, is chosen quadratic or quartic:

q̄(r) = q̄0 + (q̄edge − q̄0)
r2

a2
, (2.11)

q̄(r) = q̄0 + q̄1
r

a
+ q̄2

r2

a2
+ q̄3

r3

a3
+ q̄4

r4

a4
, (2.12)

and through Eq. (2.3) is related to the safety factor profile qs(r) by the following relation:

q̄(r) =
√

1− ε2 qs(r). (2.13)

Considering a large aspect ratio tokamak (ε � 1), we clearly have q̄ ' qs. The standard

safety factor profile used along with the adhoc equilibrium and corresponding to the so-called

CYCLONE case (see Sec. 3.8) is the quadratic profile given by Eq. (2.11) with q̄0 = 0.854 and

q̄edge = 3.038.

2.4 Particle motion in the unperturbed tokamak plasma

2.4.1 Larmor motion

Let us consider a particle in the tokamak plasma, of mass m and charge q. The velocity v of

the particle is split into a contribution parallel to the magnetic field v|| = v · b̂, where b̂ = B/B

is introduced, and a contribution perpendicular to the magnetic field v⊥ = v−v||. We consider

here an unperturbed tokamak plasma, i.e. considering no perturbed fields and only the tokamak

stationary magnetic field of equilibrium B. The basic equation of motion for a particle is given

by Newton’s lex secunda:

dv

dt
=

q

m
v⊥ ×B = v⊥ ×Ω, (2.14)

the cyclotron frequency Ω = qB/m being defined. Eq. (2.14) leads to the so-called Larmor

motion or gyromotion, i.e. a circular motion in the perpendicular plane around the field line.
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The radius of the Larmor motion relative to the field line is ρL = v⊥/Ω. The vectorial form of

the Larmor radius reads ρL = B × v/BΩ. The phase of the Larmor motion is described by

the so-called gyroangle α. The gyroaverage operation 〈〉, crucial in the frame of the gyrokinetic

theory introduced in Chapter 3, is defined by:

〈· · · 〉 =
1

2π

∫ 2π

0

· · · dα. (2.15)

The perpendicular Larmor motion added to the parallel motion along the field line forms

essentially the trajectory of a charged particle in the presence of a magnetic field, as presented

in Figure 2.2 (b). In the presence of magnetic field curvature, as is the case in a tokamak,

a charged particle drifts perpendicularly to the magnetic field line in addition to the parallel

motion and the Larmor motion, as explained in Sec. 2.4.2.

2.4.2 Constants of motion

The magnetic moment of a charged particle in a magnetic field B is defined by µ = IdS =

qπρ2
LΩ/2π = mv2

⊥/2B, where I is the current carried by the particle and dS the circular surface

defined by the Larmor motion. The kinetic energy of a particle, written E = mv2
||/2 +mv2

⊥/2 =

mv2
||/2 + µB, is naturally a constant of motion in the unperturbed system since:

dE
dt

= mv · dv

dt
= qv · (v ×B) = 0. (2.16)

In case of spatially slowly varying magnetic field B over the Larmor scale (|ρL ·∇B|/B � 1),

the magnetic moment µ = mv2
⊥/2B is an adiabatic constant of motion of the unperturbed

system, associated to the periodic Larmor motion. A third constant of motion related to the

axisymmetric configuration may be derived. Making use of the cylindrical coordinates (R,ϕ, Z),

the unperturbed Lagrangian of a single plasma particle reads:

L =
m

2

(
Ṙ2 +R2ϕ̇2 + Ż2

)
+ q

(
ARṘ + AϕRϕ̇+ AZŻ

)
, (2.17)

where A = ARêR+Aϕêϕ+AZ êZ is the magnetic potential such that B = ∇×A. Since ∂L/∂ϕ =

0 due to the axisymmetry, ϕ is a cyclic variable and the associated conjugate momentum, called

the toroidal canonical momentum Ψ0, is a constant of motion:

Ψ0 =
1

q

∂L
∂ϕ̇

= RAϕ︸︷︷︸
Ψ

+
m

q
R2ϕ̇ = Ψ +

m

qBϕ

(RBϕ)vϕ = Ψ +
F (Ψ)v||

Ω
. (2.18)

The term ∆Ψ = F (Ψ)v||/Ω represents actually the excursion in Ψ of the particle from a

given magnetic surface Ψ, due to drift velocities associated to the magnetic field curvature and

gradient. The drift velocities are treated systematically in the frame of the gyrokinetic approach

in Chapter 3, but the main idea underlying their derivation is presented here. Generally, a

charged particle in a magnetic field B submitted to an external force F undergoes a drift

velocity vd = F×B/qB2. In a tokamak, the curvature and the gradient of the magnetic field
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both generate an external force, Fc = −m||v2
||b̂ ·∇b̂ and F∇B = −µ∇B respectively, giving rise

to perpendicular drifts. Here b̂ = B/B. The drift velocities appear through the gyroaverage of

the non-Larmor velocity v − dρL/dt, giving the so-called guiding-center velocity vGC . For an

inhomogeneous magnetic field, it reads:

vGC =

〈
v − dρL

dt

〉
= v|| + v∇B + vc. (2.19)

where v∇B = (mv2
⊥/2qB

3)(B×∇B) is the ∇B drift velocity related to the magnetic inhomo-

geneity and vc = (mv2
||/qB

2)B×[b̂·(∇b̂)] is the curvature drift velocity related to the centrifugal

force which a particle undergoes in a tokamak. In the case of a low β plasma, β � 1, these two

drifts can be combined: v∇B + vc ' m/qB3(v2
⊥/2 + v2

||)B ×∇B. The difference between the

parallel motion and the guiding-center motion leads to an excursion from the magnetic surface

on which the particle is in principle located. Due to the charge dependence of the magnetic

drifts, the ions and electrons drift in opposite directions in a tokamak, mainly upwards or down-

wards (see Figure 2.2). The charge dependence in the magnetic drift velocities thus prevents

any confinement with a purely toroidal magnetic field to be possible. The poloidal field Bpol

in a tokamak, although much smaller than the toroidal field Bϕ, is crucial in this respect, in

order to prevent the mentioned charge separation from occuring. The excursions from magnetic

surfaces associated to magnetic drift velocities are much smaller for electrons than for ions, due

to the difference between electron and ion Larmor motions. Note that considering an electric

field E in the tokamak yields another drift velocity vE×B = E × B/B2 related to the electric

force, central in the frame of microturbulence studies since the drift velocity vE×B is believed to

drive the anomalous transport of heat and particles. There can also be an axisymmetric E field

related to the neoclassical equilibrium. The total drift velocity is written vd = v∇B+vc+vE×B.

In a typical tokamak configuration ∇B/B ∼ 1/R0, giving an ordering for the drift velocity of

the unperturbed system: vd/vth ∼ ρL/R0 � 1. Here the thermal velocity vth =
√
T/m is

introduced.

The three constants of motion derived above, associated with the axisymmetry of a tokamak,

lead to particle trajectories which are closed in the poloidal plane. Note that collisions break

the magnetic moment conservation and thus lead to trajectories in the poloidal plane which

are not necessarily closed.

2.4.3 Trapped and passing particles

The parallel velocity of any particle is obtained from kinetic energy E and magnetic moment

µ:

v|| =

√
2

m
(E − µB). (2.20)

A particle is called trapped at the position (s, θ) if its magnetic moment µ is large enough in

order to cancel its parallel velocity before reaching the maximum magnetic field Bmax(s) on

the magnetic surface s = const. on which the trajectory lies (neglecting here at first radial

page 14 Thibaut VERNAY, CRPP/EPFL



2.4. Particle motion in the unperturbed tokamak plasma

excursions from magnetic surfaces), i.e. if µBmax > E , leading to:

v||
v⊥

<

√
Bmax

B(s, θ)
− 1 '

√
ε(1 + cos θ). (2.21)

The parallel velocity of a trapped particle thus remains low, typically of the order |v||| ∼
√
ε vth,

and periodically changes its sign when the particle reaches the high-field-side region, leading

to the so-called banana orbit in the poloidal plane (s, θ). A particle which is able to overcome

the magnetic barrier on the high-field-side is called passing and is clearly such that its parallel

velocity never vanishes.

The excursion from the magnetic surface due to drift velocities described in Sec. 2.4.2 is on

average larger for trapped than for passing particles. For a trapped particle, the excursion is

given by the so-called banana width ∆rb = |Ψ0 − Ψ|/∇Ψ. Estimating ∇Ψ ' RBpol and using

Eq. (2.18), the banana width for a trapped particle is given by:

∆rb ' RBϕ

RBpol

|∆v|||
Ω
∼ qs

ε

|v|||
Ω
∼ qs√

ε
ρL, (2.22)

having furthermore invoked qs ' rBϕ/RBpol. The bounce frequency ωb, i.e. the frequency of

the banana motion, is estimated by:

ωb ' vd
∆rb
' √ε vth

qsR0

' √ε ωt, (2.23)

where ωt = vth/qsR0 is the transit frequency, the poloidal motion frequency of a passing particle.

The excursion of a passing particle from its magnetic surface ∆rt is smaller by a factor
√
ε than

the excursion of a trapped particle ∆rb:

∆rt ' vd
ωt
' qsρL � ∆rb. (2.24)

Typical motions in the poloidal plane for trapped and passing particle guiding centers are shown

in Figure 2.3.

The fraction of trapped electrons depends on the considered magnetic surface. The local fraction

is obtained by the following expression, in the limit ε� 1:

αb(Ψ, θ) =

∫
trapped

d3v∫
d3v

=

√
1− B(Ψ, θ)

Bmax(Ψ)
'
√

1− 1− ε cos θ

1 + ε
'
√
ε(1 + cos θ). (2.25)

In the large aspect ratio limit ε � 1, a rough estimate of the flux-surface-averaged fraction of

trapped electron 〈αb〉S(Ψ) is thus provided by:

〈αb〉S(Ψ) '
√
ε

2π

∫ 2π

0

√
1 + cos θdθ =

2
√

2

π

√
ε ' 0.9

√
ε, (2.26)

which clearly indicates that there are more trapped particles on the outer magnetic surfaces

than close to the magnetic axis where ε→ 0.
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Figure 2.3: Different trajectories in the tokamak poloidal plane for an ion guiding center starting from the
point P : passing particle with v|| > 0 and v|| < 0 (black and green curve, respectively), trapped
particle with v|| > 0 and v|| < 0 (blue and red curve, respectively). The magnetic surface on which
lies the point P is shown by the dashed grey line.

2.4.4 Diamagnetic drifts

Besides the individual guiding-center drifts due to magnetic inhomogeneities and possible

electric fields mentioned in Sec. 2.4.2, a collective diamagnetic drift velocity may be gener-

ated by plasma pressure gradients [34]. Considering the orthonormal right-handed system

(êx, êy, êz = b̂) with a uniform magnetic field B = Bêz, a stationary distribution function f0

to the Vlasov equation for a given species (mass m, charge q) may be built as a function of

constants of motion. Let us consider for instance a near-Maxwellian distribution, function of

the kinetic energy E and the guiding-center position X = x + vy/Ω, both being constants of

motion:

f0(r,v) =
n(X)

(2πT (X)/m)3/2
exp− E

T (X)
. (2.27)

Expanding to first order in the Larmor parameter δ = ρL/Lc, where 1/Lc ∼ d lnn/dx, d lnT/dx,

gives:

f0 =

[
1 +

vy
Ω

(
d lnn

dx
+

dT

dx

∂

∂T

)]
fLM(x, E) +O(δ2), (2.28)

where fLM(x, E) is a local Maxwellian distribution function:

fLM(x, E) =
n(x)

(2πT (x)/m)3/2
exp− E

T (x)
. (2.29)

The average velocity over the distribution (2.28) (in a fluid sense) provides the diamagnetic

drift:

vdia =
1

n

∫
f0 v d3v = −∇p×B

nqB2
+O(δ2). (2.30)
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The diamagnetic drift takes thus the classical form F × B/qB2, where F = −∇p/n is the

macroscopic force related to temperature and density gradients. As further discussed in the

next section, the inhomogeneous magnetized plasmas may carry so-called drift waves or mi-

croinstabilities traveling essentially perpendicularly to B with velocity ∼ vdia. One thus defines

the corresponding diamagnetic drift frequency ω∗ of a given mode by ω∗ = k · vdia, where k is

the mode wavevector. The diamagnetic drift frequency can be decomposed in a density drift

frequency and a temperature drift frequency: ω∗ = ωn + ωT , where ωn = kθT∇n/nqB and

ωT = kθ∇T/qB, kθ being the poloidal wavenumber. The diamagnetic drift is the main source

of electrostatic microinstabilities, a class of instabilities first introduced in Sec. 2.5 and further

studied in Chapters 7 and 8.

2.5 Microinstabilities

A tokamak plasma houses a lot of electromagnetic and electrostatic instabilities, featuring a

wide range of wavelengths and frequencies. The microinstabilities studied in this work are

driven either by ion temperature gradients (ITG-type instability) or by the interplay of tem-

perature/density gradients with the specific dynamics of trapped particles such as in the case

of the Trapped-Electron-Mode instability (TEM). These microinstabilities are essentially of

electrostatic nature and thus provide no perturbation to the tokamak magnetic field. An elec-

trostatic instability takes thus the form of a perturbed electrostatic potential, solved through

the quasi-neutrality equation (a reduced form of the Poisson equation). Note that the subject

of electromagnetic microinstabilities, such as the Kinetic Ballooning Modes (KBMs) and the

Neoclassical Tearing Modes (NTMs), is not addressed in this work. Several thorough stud-

ies related to the physical properties of microinstabilities have been performed, for instance

in [35] or [34]. Some physical features of ITG and TEM instabilities are reminded in this thesis,

in Secs. 2.5.1 and 2.5.2 respectively. In particular, these waves are characterized by a slow

frequency, typically of the order ω ∼ ω∗ ∼ 10−3Ωi, where Ωi is the ion cyclotron frequency.

They can thus be comparable to MHD instabilities with respect to the time scale. However,

while an MHD instability has a typical wavelength comparable to the macroscopic size of the

plasma (∼ 1[m]), the wavelength of an ITG or TEM microinstability is of the order of the ion

Larmor radius ρLi (∼ [mm]), i.e. between 102 and 103 times smaller than a MHD instability

wavelength. A single fluid model such as the MHD model is not appropriate for representing

the instabilities in this range of wavelengths, which require a kinetic or gyrokinetic model, as

detailed in this work.

In a toroidal system, any perturbation field φ can be represented as a superposition of poloidal

and toroidal Fourier modes m and n respectively:

φ(Ψ, θ∗, ϕ) =
∑
n,m

φnm(Ψ)eimθ
∗+inϕ. (2.31)

The relation ∇φ ∼ ikφ provides the wavevector k associated to a given Fourier mode (m,n):
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k = m∇θ∗ + n∇ϕ. The parallel wavenumber k|| is thus:

k|| =
k ·B
B

=
1

BJΨθ∗ϕ
(nqs −m) ' 1

R0qs
(nqs −m), (2.32)

while the poloidal wavenumber is computed by:

kθ∗ = m|∇θ∗| ' m

r
' kθ. (2.33)

The field-aligned modes (k|| ' 0 =⇒ m ' nqs) thus have the phase dependence φ ∼ exp[in(ϕ+

qsθ
∗)], with associated wavevector:

k = n

[
dqs
dr

θ∗∇r + qs∇θ∗ + ∇ϕ

]
. (2.34)

For field-aligned modes, the perpendicular wavevector k⊥ is thus related to the poloidal

wavenumber kθ∗ as follows:

k⊥ =
nqs
r

(êθ∗ + ŝθ∗êr) = kθ∗(êθ∗ + ŝθ∗êr), (2.35)

where ŝ is defined by Eq. (2.4). Typically k|| ∼ 1/R0qs for ballooning modes, while kθρLi '
k⊥ρLi ∼ 1.

Through a time dependence ∼ exp(−iωRt+ γt), a microinstability is furthermore associated to

a real frequency ωR and a growth rate γ computed from the field energy Efield. The field energy

is defined as follows, taking into account the contributions from all the particle species σ, with

associated charge qσ and perturbed density δnσ(x, t):

Efield(t) =
∑
σ

qσ
2

∫
δnσ(x, t)φ(x, t)d3x. (2.36)

The growth of the instability and the associated growth rate γ are given by the time variation

of the field energy as follows:

γ =
1

2Efield

dEfield

dt
. (2.37)

2.5.1 General considerations on ITG instabilities

An Ion-Temperature-Gradient (ITG) mode is an instability driven by the temperature gradient

of ions. The ITG-type waves are non-resonant waves and may thus be described by a fluid

model, contrary to the purely density gradient drift wave instability. Note that a kinetic

electron response is not required in order to study ITG instabilities, since it is an ion-type

instability. Electrons entering the ITG model through an adiabatic response in the quasi-

neutrality equation are thus appropriate, although considering kinetic electrons may lead to

different ITG growth rates. The so-called slab-ITG mode, an ion-acoustic-wave driven unstable

by ion temperature gradients, develops in a plasma with a uniform magnetic field. Let us point

out that ORB5 allows to study the toroidal-ITG instabilities, first identified in Ref. [36] and
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2.5. Microinstabilities

resulting from a combination between the ion temperature gradient and the toroidal geometry

of the magnetic field which modifies the slab-ITG to an interchange-like mode, whose nature is

similar to the so-called Rayleigh-Taylor instability occuring when a fluid with a higher density is

above a fluid with a lower density. The basic mechanism of the toroidal-ITG microinstabilities

is elegantly described and illustrated in [37]. In the low-field-side region of the torus (outer mid-

plane), the combination of a pressure perturbation with the mainly vertical ∇B drift velocity

generates a charge separation such that the resulting electric field convects hotter plasma in

the hot spot of the perturbation, as well as colder plasma in the cold spot of the perturbation.

The effect of the electric field is opposite in the high-field-side region (inner mid-plane). The

latter basic mechanism is illustrated in Figure 2.4. This explains why ITG microinstabilities,

through the properties of their dispersion relations, are unstable (γ > 0) only if ∇p ·∇B > 0,

i.e. only on the low-field-side of the torus. This latter fact is illustrated by Figure 2.5 which

shows the typical structure of a linear ITG perturbed electrostatic potential φ in the poloidal

plane of a tokamak, both for an adhoc equilibrium and an ideal MHD equilibrium, solution of

the Grad-Shafranov equation (2.9).

+ + +

+ + +

- - -

- - -

δp +

δp +

δp -

v
di

v
de

B

v
E X B

v
E X B

v
E X B

E

E

Figure 2.4: Basic mechanism of ITG instability. δp+ is a region with higher density and temperature, while
δp− is a region with lower density and temperature. The drift velocity vE×B reinforces the
instability by bringing dense and hot plasma to the δp+ regions, while less dense and colder
plasma is brought to the δp− regions.

Note that the specific trapped ion dynamics is in general not important for ITG instabilities,

except for modes whose frequency ω falls below the ion bounce frequency ωbi. In this latter

case, a Trapped-Ion-Mode (TIM) develops, similar to the Trapped-Electron-Modes (TEMs)

addressed in Sec. 2.5.2 and Chapter 8.

The starting point to derive a linear ITG dispersion relation is a kinetic model for ions, as

developped in Chapter 3, and more precisely a linear form of the electrostatic gyrokinetic

equation (3.34) with no collisions (C = 0) and no source (S = 0) which reads [38]:(
∂

∂t
+ vG · ∂

∂R

)(
δfi +

qfLMφ

Ti

)
=

q

Ti
fLM

∂〈φ〉
∂t

+
∂fLM
∂Ψ

B×∇Ψ

B2
·∇〈φ〉, (2.38)

where fLM is a local Maxwellian background distribution for ions of temperature Ti and density

ni, δfi is the perturbed part of the full ion distribution, vG is the ion guiding-center velocity as

Thibaut VERNAY, CRPP/EPFL page 19



Chapter 2: Basic tokamak concepts

(a)

(b)

Figure 2.5: Typical structure of perturbed electrostatic potential field φ of a linear ITG mode, in the poloidal
plane of a tokamak for (a) a circular plasma (adhoc equilibrium), mode (n = 16,m ' qsn ' 22),
and (b) an elongated plasma (MHD equilibrium solution of the Grad-Shafranov equation (2.9)),
mode (n = 9,m ' qsn ' 11).

given by Eq. (3.22) and 〈φ〉 is the gyroaveraged electrostatic potential. Assuming an adiabatic
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electron response, |ω/Ω| � 1 and kλD � 1 so that the quasi-neutrality can be invoked:

Zδni = Z

∫
δfid

3v = δne =
nieφ

Te
, (2.39)

the relevant dispersion relation for studying the toroidal-ITG instability is derived in [39] and

reads:

ε(k, ω) =
1

k2λ2
De

+
1

k2λ2
Di

[
1 + (ω − ωni − ω′T i)

∫
d3v

fLM,i

ni

J2
0

(
kθv⊥

Ω

)
k||v|| + ωFi − ω

]
= 0, (2.40)

where ε(k, ω) is the dielectric function and J0 is the Bessel function of the first kind, related to

Finite-Larmor-Radius effects and defined by:

J0(x) =
1

2π

∫ π

−π
exp(ix sin y)dy. (2.41)

The temperature drift frequency operator ω′T i = (kθTi∇Ti/qB) ∂/∂Ti is introduced in

Eq. (2.40). Moreover, the curvature drift frequency ωFi, related to the magnetic field cur-

vature, is ωFi = k · (v∇B + vc). Taking the fluid-like limit |ω/(k||vthi)| � 1 and assuming

|ω/ωF | � 1 as well as lowest order Finite-Larmor-Radius effects (kθρLi � 1), the dispersion

relation (2.40) becomes:

Ti
ZTe

+
ωni
ω
−
(

1− ωni + ωT i
ω

)[(
k||vthi
ω

)2

+
〈ωFi〉
ω
− k2

θρ
2
Li

]
= 0, (2.42)

where 〈ωFi〉 = 2Tikθ|∇⊥ lnB|/eB. Considering a homogeneous plasma (ωT i = ωni = 0) confined

by a uniform magnetic field (ωFi = 0), Eq. (2.42) becomes:

ω2 =
k2
||c

2
s

1 + k2
θc

2
s/Ω

2
, (2.43)

where cs =
√
ZTe/mi is the sound speed. Eq. (2.43) in fact results from lowest order Finite-

Larmor-Radius dispersion relation of an ion-acoustic-wave accounting for the polarization drift

effect. Considering now a finite ion temperature gradient (ωT i 6= 0), but still no density gradient

(ωni = 0), and neglecting all the Finite-Larmor-Radius effects, the following dispersion relation

is obtained:

1−
(

1− ωT i
ω

)[(k||cs
ω

)2

+
Te
Ti

〈ωFi〉
ω

]
= 0. (2.44)

In the case of a uniform magnetic field (ωFi = 0), Eq. (2.44) is the dispersion relation of the

slab-ITG mode. It leads to finding zeroes of a cubic polynomial which for k||cs < k||,critcs ' ωT i
in particular include a conjugate complex pair, providing an instability:

ωITG ' γITG ' (ωT i(k||cs)
2)1/3

k||→k||,crit' ωT i. (2.45)
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In the case of a non-uniform magnetic field (ωFi 6= 0), the presence of F = F∇B + Fc changes

the nature of slab-ITG to interchange-like mode, essentially aligned with B (k|| ' 0). Assuming

|ω| � |ωT i| and k|| ' 0, the dispersion relation (2.44) includes the toroidal-ITG branch and has

the solutions:

ω = ±
√
−Te
Ti
ωT i〈ωFi〉 = ±

√
−2k2

θTiTe
e2B2

∇Ti ·∇B

TiB
, (2.46)

assuming Z = 1. The toroidal-ITG mode is thus unstable only if ∇Ti ·∇B > 0, as already

mentioned, and is therefore located on the low-field-side of the tokamak (so-called bad curvature

region), leading to the ballooning structure shown in Figure 2.5.

Figure 2.6, obtained by solving numerically the dispersion relation (2.40), shows the real fre-

quency ωr as well as the linear growth rate γ of a toroidal-ITG instability versus the perpendic-

ular wavenumber k⊥. The Finite-Larmor-Radius roll-over provides a maximum linear growth

rate at k⊥ρLi ' 0.5, leading to a typical ITG wavelength λITG = 2π/k⊥ of the order of a few

ion Larmor radii.
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Figure 2.6: Typical k⊥-dependence of both the linear growth rate γ (dashed line) and the real frequency ωr
(full line) associated to a toroidal ITG mode. λL is the ion Larmor radius. Figure courtesy of [34].

2.5.2 General considerations on TEM instabilities

A Trapped-Electron-Mode (TEM) is an instability closely related to trapped electron dynamics.

Its frequency ω falls below the electron bounce frequency ωbe ∼
√
εvthe/qsR0, which allows a

trapped particle to carry out multiple banana orbits over the typical mode time scale. More

precisely, the drive of the mode is the precessional drift velocity 〈ϕ̇〉b, i.e. the net toroidal motion

of the trapped particle after a banana orbit is completed, which enters in resonance with the

perturbation. 〈〉b stands here for the bounce average, defined as:

〈· · · 〉b =
ωb
2π

∫
orbit

· · · dl
v||
, (2.47)
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the drift motion perpendicular to the magnetic field being here neglected in a first approxima-

tion. The starting point to derive a linear TEM dispersion relation is again a linear form of the

gyrokinetic equation for electrons, similar to Eq. (2.38) but where all the Finite-Larmor-Radius

effects are neglected, i.e. the linear drift-kinetic equation:(
∂

∂t
+ vG · ∂

∂R

)
δfe =

∇φ×B

B2
· ∂fLM
∂R

− evG ·∇φ
∂fLM
∂E , (2.48)

where the local Maxwellian fLM is the electron background distribution and δfe the fluctuating

part of the electron distribution. Using the characteristic TEM frequency range ω � ωbe,

an average procedure is performed with respect to the ωbe periodicity from the drift-kinetic

equation (2.48), providing the so-called linear electrostatic bounce-averaged equation:(
∂

∂t
+ 〈ϕ̇〉b ∂

∂ϕ

)(
δfe − efLMφ

Te

)
= − e

Te
fLM

∂〈φ〉b
∂t
− ∂fLM

∂Ψ

|∇Ψ|
Bpol

êϕ ·∇〈φ〉b, (2.49)

where 〈φ〉b is the bounce-averaged electrostatic potential. The linear dispersion relation for

TEM is provided again by the quasi-neutrality equation, considering the bounce-averaged equa-

tion (2.49) for electrons and neglecting the ion drive in the ion drift-kinetic response in order

to isolate the pure TEM mode. Moreover, the bounce-averaged electrostatic potential 〈φ〉b is

approximated by φ, assuming a field-aligned (flute-like) structure. Defining ωϕ = ωneLn/R0,

where Ln = n/|∇n|, the TEM linear dispersion relation reads:

0 =
Ti
Te

+
2Tiαb
Teωϕ

[(
ω − ωne(1− 3

2
ηe)

)
W (zbe)− ωneηe

(
ω

ωϕ
W (zbe) +

1

2

)]
+
ωni
ω
, (2.50)

where ηe = d lnTe/d lnne and zbe = sign(ωϕ)
√

2ω/ωϕ. αb is the trapped electron fraction on

the low-field-side of the tokamak where the TEM instability develops (local approximation)

and W (z) is the plasma dispersion function defined as:

W (z) =
1√
2π

∫ +∞

−∞

x

x− z exp

(
−x

2

2

)
dx, Im(z) > 0. (2.51)

Assuming |ωϕ/ω| � 1 as well as Te = Ti and retaining lowest order terms provide the following

dispersion relation for TEM [34]:

1︸︷︷︸
adiab. el.

+αb

[
−1 +

ωne − 3ωϕ/2

ω
+

3

2

ωϕωne(1 + ηe)

ω2

]
︸ ︷︷ ︸

non adiab. trap. el.

−ωne
ω︸ ︷︷ ︸

ions

= 0. (2.52)

The real frequency of a TEM is typically of order ωTEM ∼ ωne. If Te = Ti, the density

drift frequency is estimated by ωne = kθρLivthi/Ln. For the growth rate, the following rough

approximation is obtained, for ηe � 1:

γTEM,no coll ' ωne

√
ε1/2Lnηe
R0

. (2.53)
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Note that the TEM growth rate increases with ε, i.e. with the fraction of trapped electrons as

expected. The order of the growth rate is typically γTEM,no coll . ωne. However, in order to get

a better accuracy for the growth rate estimate, it is possible to solve numerically the analytical

linear dispersion relation (2.50). Note that the TEM frequency range is similar to the ITG

frequency range. The ion diamagnetic velocity being of the order of the electron diamagnetic

velocity, the typical TEM perpendicular wavelength is expected to be close to the typical ITG

perpendicular wavelength as well (∼ a few ion Larmor radii). TEM instabilities are thus in

general strongly coupled to ITG instabilities in a tokamak [40]. This reflects the fact that ion

dynamics plays an important role in the TEM instability mechanism as well.

Approximate TEM growth rates accounting for collisions are derived through a fluid model

in Ref. [41]. In a regime of collisions satisfying νei > εωne, νei being the electron-ion collision

frequency, the growth rate of a TEM is estimated by the following expression:

γTEM,coll ' ηeε
3/2ω2

neτe, (2.54)

where τe is the electron collision time defined by Eq. (3.58). Note that the TEM growth

rate at high collisionality (τeωne � 1) does vanish. Eq. (2.54) may suggest a rough empirical

modification in order to account for collisionality in the growth rate estimate, for a weakly

collisional case:

γTEM,coll ' γTEM,no coll

1 + 1/(ηeε3/2ωneτe)
. (2.55)

Predictions from Eq. (2.55) are compared against simulation results in Chapter 8 [Figure 8.15].

2.6 Transport in a tokamak

The concept of transport in a tokamak refers to the parallel or perpendicular fluxes of parti-

cles, momentum and energy, which affect the density, velocity and temperature profiles of the

different species forming the tokamak plasma. Understanding the transport is of crucial inter-

est for achieving fusion in a tokamak, since the temperature or the density in the core of the

plasma, the key parameters regarding the fusion efficiency of a future reactor, are affected by

the different fluxes. Transport in a tokamak is generated by two distinct mechanisms, collisions

and turbulence, the latter being usually dominant.

2.6.1 Collisional transport: Classical and neoclassical treatment

The classical transport [42] is defined as the transport due to collisions in a plasma where the

temperature and density variations are such that the mean free path λmfp between collisions is

much smaller than the characteristic lengths of the gradients Ln = n/|∇n| and LT = T/|∇T |:

λmfp/Ln ∼ λmfp/LT � 1. (2.56)
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The equilibrium magnetic field has to be uniform in order for the classical treatment to be

valid, or at least sufficiently uniform so that

λmfp∇B/B � 1. (2.57)

The classical transport is described either by a fluid model or by the Fokker-Planck equation

(3.3), developed and simplified according to the assumptions (2.56) and (2.57). The classical

treatment leads to a classical diffusion coefficient D⊥ ∼ ρ2
Lν ∼ Tν/B2 perpendicular to the

magnetic field, where ν is the collision frequency. The perpendicular mean free path in the

frame of the classical approach is the Larmor radius, λmfp,⊥ ∼ ρL. In a tokamak, the classical

assumption is thus satisfied in the perpendicular direction, since typically ρL∇⊥ � 1. How-

ever, the classical ordering does not hold in the parallel direction. The mean free path in the

parallel direction is indeed given by λmfp,|| ∼ vth/ν. Considering the tokamak magnetic field of

equilibrium, the classical ordering is thus not valid for standard tokamak parameters:

λmfp,||∇||B
B

=
vth∇||B
Bν

∼ vth
R0ν

∼ qsωt
ν

> 1, (2.58)

where the transit frequency ωt = vth/R0qs is in general larger than the collision frequency ν.

The special regime where the tokamak plasma satisfies λmfp,||∇||B/B � 1 is called a collisional

or Pfirsch-Schlüter regime. It is the only situation where a fluid model may be applied in order

to study the collisional transport in a tokamak plasma. As soon as the classical assumption is

not satisfied, i.e. considering a standard tokamak plasma, a careful kinetic treatment is required

from the drift-kinetic equation, which retains the features of the magnetic field curvature in

the collisional transport. This model is called neoclassical [43] [44], as an improvement to the

classical approach specifically shaped for the tokamak geometry.

In the frame of the neoclassical theory, the banana width ∆rb is assumed to be much smaller

than the characteristic length of the gradients L:

∆rb
L
∼ qs√

ε

ρL
L
� 1. (2.59)

We furthermore assume that:

vd � v||, (2.60)

where vd = |v∇B+vc| is the magnetic drift velocity, which is main drive of neoclassical transport

when combined with collisions. Moreover, a second ordering is introduced with respect to the

collision frequency. The value of the ratio ν∗ ' νeff/ωb ∼ qsνcollR0/ε
3/2vth [see Eqs. (3.57)

and (3.58)], where νeff = νcoll/ε is the effective detrapping collision frequency, is crucial for the

behaviour of the neoclassical transport. The case ν∗ < 1 is called the banana regime, since the

banana orbits of trapped particles are essentially preserved in case of a weak collisionality. The

diffusion coefficient in banana regime is given by:

Dneo = αb∆r
2
bνeff ' q2

sρ
2
L

ε3/2
ν, (2.61)
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where αb ∼
√
ε is the fraction of trapped electrons. The case ν∗ > ε−3/2 is called the collisional

regime, where the collisionality is strong enough to destroy the banana orbits. The intermediate

regime 1 < ν∗ < ε−3/2, where the neoclassical diffusion coefficient Dneo is independent of the

collisionality, is known as the plateau regime. Table NEO summarizes the scaling of Dneo with

respect to collisionality.

Note that the electron neoclassical transport is much smaller than the ion neoclassical trans-

port, according to Table NEO. Indeed, νe ∼
√
mi/meνi and ρLe ∼

√
me/miνi leading to

Dneo,e/Dneo,i ∼
√
me/mi � 1.

Table NEO. Collisionality dependence of the neoclassical diffusion coefficient Dneo.

banana (ν∗ < 1) plateau (1 < ν∗ < ε−3/2) collisional (ν∗ > ε−3/2)

Dneo = q2
sρ

2
Lν/ε

3/2 Dneo = q2
sρ

2
Lωb/
√
ε = q2

sρ
2
Lωt Dneo = q2

sρ
2
Lν

2.6.2 Transport due to microturbulence

The microinstabilities briefly described in Sec. 2.5 and the associated perturbed electric field

generate a turbulent transport through the drift velocity vE×B. Experimental measurements

of perpendicular transport level in tokamaks show values much higher than those predicted by

the purely collisional transport. Moreover, the classical scaling law D ∼ T/B2 appears not to

be verified in magnetized plasmas, showing the importance of non-collisional processes involved

in transport. According to experimental measurements while studying magnetic arcs which

provided the dependence D ∼ B−1, Bohm has introduced in 1949 [45] the Bohm diffusion

coefficient for magnetized plasmas DB ∼ T/qB.

An empirical approach for turbulent transport associated to given electrostatic or electromag-

netic fields consists of retaining the mode perpendicular wavelength as the characteristic diffu-

sion length, as well as the inverse of the mode linear growth rate as the characteristic diffusion

time. This approach, called mixing length argument, leads to the following diffusion coefficient:

Dml ' γ/k2
⊥. Considering the typical parameters of an ITG instability, k⊥ ' ρ−1

Li and γ ' ωT ,

and assuming ∇T ' T/a, the following turbulent diffusion coefficient is obtained:

Dml ' γ

k2
⊥
' ∇T
qBk⊥

' ρLi
a

T

qB
' ρLi

a
DB � DB. (2.62)

The new transport scaling provided by the mixing length argument in Eq. (2.62), i.e. the Bohm

scaling corrected by the factor ρLi/a (� 1 in tokamak plasmas), is called the gyro-Bohm scaling

DGB ' ρ2
Livthi/a. Note that, if Te = Ti and Z = 1, ρLi/a is called the ρ∗ parameter and defines

basically the size of the plasma.

Note that turbulent transport according to gyro-Bohm scaling, although much smaller than

Bohm transport, is usually larger than ion neoclassical transport (and thus than electron neo-

classical transport) in a tokamak, operating mostly in banana or plateau regime. This conclu-

sion is backed by comparing the gyro-Bohm diffusion coefficient with neoclassical diffusion coef-

ficients given in Table NEO. Indeed, typically νq2
s/ε

3/2 < vthi/a for a weak collisionality, leading

to dominant turbulent transport in banana regime. Moreover, ωthiq
2
s = vthiqs/R0 < vthi/a, lead-

ing to dominant turbulent transport in plateau regime. This simple picture does not account
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for the possible effects of collisionality on turbulence itself, like the mitigating effects of electron

collisions on TEM turbulence described in Chapter 8.

The turbulent transport leads to relaxation of density and temperature gradients, i.e. the drive

of the underlying microinstabilities. In the absence of external source of particles or heat, a

stationary turbulence level cannot thus be established. Simulations aiming at understanding

the features of turbulence in a tokamak plasma have thus to include heat or particle sources,

as described in Sec. 3.4.
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Chapter 3

The electrostatic ORB5 collisional

model

3.1 The ORB5 code

The main tool of the present work is the global gyrokinetic δf Particle-In-Cell (PIC) ORB5

code, a tokamak turbulence simulation code developed since the last decade of the twentieth

century by several scientists at the Centre de Recherches en Physique des Plasmas (CRPP) in

Lausanne with major contributions from the Max-Planck Institut für Plasmaphysik in Garching.

In fact, the original version of this code was developed by S. E. Parker [46] at Princeton

Plasma Physics Laboratory (PPPL) and later by T. M. Tran [14] at CRPP, who can thus be

considered as the ’fathers’ of ORB5. Many important features have been added subsequently

to the code, turning it into a state-of-the-art tool for gyrokinetic simulations. As examples,

we mention the kinetic electron response implemented by A. Bottino and S. Jolliet [31], the

canonical Maxwellian background by P. Angelino [47], the field-aligned-filter for the field solver

by B. F. McMillan and S. Jolliet [48], the heat sources and the noise-control procedures by

B. F. McMillan [49], as well as the linearized collision operators developed in the frame of

this thesis work [16]. Numerous thesis [37] [50] [51] and papers are related to the code ORB5,

presenting both numerical aspects of its development as well as the physics the code allows to

address. So far, the electrostatic code ORB5 has been successfully used to study some crucial

numerical problems, such as the noise control in a PIC code [49] [26], together with important

physical issues. As examples, let us mention the zonal flow-turbulence coupling without and

with ion collisions [52] [53] [54] [26], plasma current effects [55], the influence of plasma shaping

on turbulence [56], the effects of heat sources [49] [57] and system size [58] on ITG turbulence,

the entropy evolution [57], the neoclassical transport [16], the parallel velocity non-linearity [59],

the trapped electron kinetic response [60] [61] [30] and the effects of background poloidal and

toroidal flows [62]. The ORB5 code has proven to ensure an acceptable energy conservation,

as shown in [51]. Recently, a 3D visualization module has been written by P. Angelino, which

allows to obtain a representation of microturbulence within the full tokamak plasma using the

visualization software VisIt. Examples of 3D electrostatic potential vizualization are given in

Figure 3.1, for a linear and a non-linear simulation respectively. Figure 3.1 (a) is generated
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with MatLab, while Figure 3.1 (b) is obtained with VisIt.

(a) (b)

Figure 3.1: Examples of 3D electrostatic potential visualization: (a) Linear structure of a given toroidal mode
(n=16). (b) Non-linear microinstability electrostatic potential (ITG regime).

The physical model considered by ORB5 is presented in this Chapter and the numerical basis

on which the code relies [15], the so-called δf PIC algorithm, is presented in Chapter 4. The

δf PIC method is an approach used for solving the gyrokinetic equation, along with a given set

of Maxwell’s equations in order to obtain self-consistently the electric and magnetic fields in-

volved in the gyrokinetic equation. The ORB5 code was originally electrostatic, i.e. considering

Poisson equation (or its further approximation, the quasi-neutrality equation) and not solving

for Ampère’s equation. The only perturbed field is in this case the electric field, and only the

equilibrium magnetic field of the tokamak is considered. Recently, ORB5 has been upgraded

in order to solve the Ampère’s equation and to treat electromagnetic perturbations, where the

magnetic field is perturbed as well, thanks to A. Bottino’s work [31] [63]. The code has received

the new name of NEMORB (New ElectroMagnetic ORB) after the upgrade. The present work

deals with the electrostatic version of ORB5, studying the neoclassical axisymmetric physics as

well as the electrostatic Ion-Temperature-Gradient (ITG) and Trapped-Electron-Mode (TEM)

turbulence, with emphasis on effect of collisions which is the main contribution of this thesis.

Before going into the details of numerical implementation, this Chapter briefly presents the key

aspects of the gyrokinetic theory and the equations solved by the ORB5 code.

3.2 Statistical treatment

In principle, any species of charged particles in a plasma may be described by following the

trajectory of all particles. The trajectory of a single particle is naturally governed by Newton’s

lex secunda:

m
dv

dt
= q(E + v ×B), (3.1)

where v is the particle velocity, m the particle mass and q the particle charge. In a tokamak, the

fields E and B may be generated by the charged particles of the plasma or come from external
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sources such as magnetic coils. The electrostatic potential φ and the magnetic potential A are

introduced, such that E = −∇φ and B = ∇×A. A stationary magnetic field of equilibrium

A = A(x) is assumed here. The fully individual approach is however impractical due to

the huge number Nphys (∼ 1022) of particles in a tokamak plasma. The tools of statistical

mechanics appear to be more appropriate for treating systems such as plasmas, leading to a

description through a distribution function in phase space f(x,v, t) for each species, x being

the configuration space variable and v the velocity variable. f(x,v, t)d3xd3v represents the

number of particles statistically found, at time t, in a volume d3xd3v centered around the

position (x,v) in phase space. The evident necessity to find all the Nphys particles somewhere

in phase space leads to the normalization condition:∫
f(x,v, t)d3xd3v = Nphys. (3.2)

The equation governing the evolution of f at any position in phase space is the so-called

Fokker-Planck equation, the master equation of kinetic theory:

df

dt

∣∣∣∣
collisionless traj.

=
∂f

∂t
+ v · ∂f

∂x
+

q

m
(E + v ×B) · ∂f

∂v
= −C[f ] + S[f ], (3.3)

where C is a general collision operator and S a general source term. d/dt|collisionless traj. repre-

sents the time derivative operator along collisionless trajectories. A thorough and systematic

treatment of C in the frame of the code ORB5 is the main subject of this thesis, and is dis-

cussed in Chapter 5. In a non-driven collisionless system (C = 0, S = 0), the Fokker-Planck

equation is called the Vlasov equation and reflects the conservation of the total distribution f

along particle trajectories (note the analogy with Liouville’s theorem):

df

dt

∣∣∣∣
collisionless traj.

=
∂f

∂t
+ v · ∂f

∂x
+

q

m
(E + v ×B) · ∂f

∂v
= 0. (3.4)

Neglecting collisions, i.e. considering the Vlasov equation (3.4) instead of the collisional Fokker-

Planck equation (3.3), is an approximation frequently used and justified within certain limits

in hot fusion plasmas. However, accounting for collisions in a fusion plasma may, as will

be extensively discussed, significantly affect the behaviour of the system. Note that solving

Eqs. (3.3) or (3.4) requires the self-consistent electromagnetic fields E and B.

If the distribution f is known at any time for any position in phase space, all the desired

quantities related to the plasma may be computed, for instance the particle density n, the

current density j or the kinetic energy density e:

n(x, t) =

∫
f(x,v, t)d3v, (3.5)

j(x, t) = q

∫
f(x,v, t) v d3v, (3.6)

e(x, t) =

∫
f(x,v, t)

mv2

2
d3v. (3.7)
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From the particle density n and the current density j, the Maxwell equations are able to provide

the self-consistent electromagnetic fields E and B at any time for any position in configuration

space, forming a closed system with the Fokker-Planck equation. The statistical description for

particles thus appears to be relevant and natural for a plasma, as it is for any gas of neutral

particles. In principle, a simulation code could be implemented for solving the 6D Fokker-

Planck (or Vlasov) equation for all species in a tokamak plasma. But in practice, this approach

is not feasible, as explained in Sec. 3.3. This practical failure led to the development of the

gyrokinetic theory.

3.3 The gyrokinetic equation

Today’s computers are still not powerful enough in order to solve the full Fokker-Planck (or

Vlasov) equation without further approximations. Dealing with the 6D particle phase space

(x,v) in a complete tokamak system is extremely demanding in terms of computer resources,

beyond the capabilities of current computing platforms, even the largest. Addressing the full

6D Fokker-Planck (or Vlasov) equation would indeed require a very small time step able to solve

the gyromotion, as well as an additional grid along the gyroangle dimension. The gyrokinetic

theory [64] [4] [65] is an approximation to the Vlasov equation and arises actually from the

observation of the particle motion in a tokamak. Indeed, due to the presence of large equilibrium

magnetic fields in a tokamak, the so-called Larmor motion, i.e. the motion of a charged particle

around a field line at a frequency Ω = qB/m, is much faster than any characteristic time scale

relevant to microturbulence. The gyrokinetic approach makes use of this time scale separation

and basically consists of averaging over the fast Larmor motion and reducing the dimensionality

of the effective phase space from 6D to 5D, while conserving the important features of the

Larmor motion. Consequently, the fast cyclotron time scale is absent in the resulting equations

and thus does not need to be resolved, enabling significantly larger time steps.

R

B
particle

GC

α

ρ
L

Figure 3.2: Guiding-center coordinates.

In the frame of the Lagrangian formalism, we introduce the Poincaré-Cartan form γP =

p · dx − Etotdt, where Etot is the total energy of a charged particle and p = ∂L/∂v is the

canonical momentum associated to the Lagrangian L of a charged particle in the presence of
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electromagnetic fields. The unperturbed Poincaré-Cartan form γP0, corresponding to a system

with no perturbed electrostatic fields and only the equilibrium component of the magnetic field

A, is written in terms of particle variables (x,v) as follows:

γP0 = [mv + qA(x)] · dx− 1

2
mv2dt. (3.8)

The gyrokinetic formalism introduces a new set of variables, the guiding-center variables defined

as (R, v||, µ, α)GC . R is the guiding-center position, i.e. the position of the particle averaged

over the Larmor motion. v|| is the component of the particle velocity v which is parallel to the

magnetic field B. The magnetic moment is written µ = mv2
⊥/2B, where v⊥ is the component of

the particle velocity v which is perpendicular to the magnetic field B. α is the gyroangle, i.e. the

phase of the gyromotion. The guiding-center variables are related to the particle variables as

follows:

R = x− ρL, (3.9)

v|| = v · B
B
, (3.10)

µ =
m|B× v|2

2B3
, (3.11)

α = arccos

[
(B× v) · êR
|B× v|

]
, (3.12)

where the Larmor vector is defined by ρL = (B × v)/ΩB. A small parameter δ = ρL/R is

introduced, R standing here for a characteristic length of the plasma macro-scale (system size,

temperature, density and magnetic field gradient length). In magnetic fusion plasmas, the ion

Larmor radius is of the order of a few millimeters, while the electron Larmor radius is even

smaller by the square root of the mass ratio. Typically R ∼ 1[m]. The Poincaré-Cartan form

for the charged particle (3.8) expressed in terms of the guiding-center variables (R, v||, µ, α)GC ,

keeping terms valid only up to order O(δ), is given by [64]:

γGC0 =
m

q
µdα +

[
mv||b̂+ qA(R)

]
· dR−

[
1

2
mv2
|| + µB(R)

]
dt, (3.13)

the unit vector along the magnetic field b̂ = B/B being defined. In the case of a uniform

magnetic field, the guiding-center Poincaré-Cartan form (3.13) is actually valid at all orders in

δ. Note that the gyroangle α is cyclic (in the absence of perturbed electrostatic potential φ).

The associated conjugate momentum is the magnetic moment µ = const. A perturbation is

now added to the unperturbed Poincaré-Cartan form γGC = γGC0 + γ1, where γ1 is given by:

γ1 = −qφ(x, t)dt = −qφ(R + ρL(µ, α), t)dt. (3.14)

Note that the only explicit gyroangle dependence is in the perturbed part of the Poincaré-Cartan

form (3.14), in the electrostatic potential φ. In the frame of microturbulence, it is assumed that

the δ-ordering characterizes the perturbed electrostatic potential φ, its fluctuation frequency ω
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as well as its parallel and perpendicular wavenumbers k|| and k⊥ respectively:

ω

Ω
∼ eφ

T
∼ k||
k⊥
∼ O(δ). (3.15)

Note that the derivation of the gyrokinetic equations presented here is still valid if eφ/T ∼ 1,

as long as the perpendicular wavelength of the considered mode is large enough to satisfy

k⊥ρLieφ/T ∼ vE×B/vthi ∼ O(δ), as shown in Ref. [66]. In order to ensure a cyclic gyroangle in

presence of perturbations, a noncanonical Hamiltonian perturbation theory based on Lie trans-

forms [67] is applied for transforming the guiding-center variables into a new set of variables,

called gyrocenter variables, in which the gyroangle α remains cyclic even in the presence of

perturbations:

(R, v||, µ, α)GC ↔ (R, v||, µ, α)gyro. (3.16)

The Lie transform applied to the guiding-center variables leads to a new renormalized electro-

static potential, which to order O(δ) is given by the gyro-averaged potential 〈φ〉:

〈φ〉(R, µ, t) =
1

2π

∫ 2π

0

φ(R + ρL(µ, α), t)dα. (3.17)

The total (unperturbed + perturbed) gyrocenter Poincaré-Cartan form reads:

γgyro =
m

q
µ︸︷︷︸

γα

dα +
[
mv||b̂+ qA(R)

]
︸ ︷︷ ︸

γR

·dR−
[

1

2
mv2
|| + µB(R) + q〈φ〉(R, µ, t)

]
︸ ︷︷ ︸

γt

dt. (3.18)

The Lie-transformed gyroangle is now clearly a cyclic variable of the total Poincaré-Cartan

form γgyro. The associated constant of motion is the gyrocenter magnetic moment µgyro. Note

that the subscript GC has been dropped for the guiding-center variables (R, v||, µ, α)GC in

Eqs. (3.13) and (3.14), as the subscript gyro has been dropped for the gyrocenter variables

(R, v||, µ, α)gyro in Eq. (3.18). As φ → 0, the Lie transform reduces to the identity transform.

The Lie transform is thus called ’near identity’ transform. The equations of motion for the

other gyrocenter variables, R and v||, are given by the Euler-Lagrange equations. Introducing

the notation z = (R, v||, µ, α) for representing the gyrocenter phase space variables, the Euler-

Lagrange equations read:

∑
j

(
∂γj
∂zi
− ∂γi
∂zj

)
dzj

dt
=
∂γi
∂t
− ∂γt
∂zi
∀i. (3.19)

Considering zi = α provides dµ/dt = 0, as expected. Considering zi = µ gives the time

evolution of the gyroangle:

dα

dt
= Ω(R) +

q2

m

∂〈φ〉
∂µ

. (3.20)
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The case zi = R in Eq. (3.19) provides the following equation of motion:

∂γt
∂R
− ∂γR
∂v||

dv||
dt
− (∇× γR)× dR

dt
=

−µ∇B − q∇〈φ〉 −mdv||
dt

b̂+
dR

dt
× qB∗ = 0, (3.21)

where the modified magnetic field B∗ = B + mv||(∇ × b̂)/q = B∗||b̂ + mv||b̂ × b̂ · (∇b̂)/q is

introduced. Applying the operator b̂× (. . . ) to both sides of Eq. (3.21) and using v|| = dR/dt · b̂
give the equation of motion for the gyrocenter position R:

dR

dt
= vG =

1

b̂ ·B∗
[
v||B

∗ +
µ

q
b̂×∇B + b̂×∇〈φ〉

]
= v|| + v∇B + vc + vE×B. (3.22)

The gyrocenter velocity vG is thus composed of a parallel motion v||, a ∇B drift velocity

v∇B = µb̂×∇B/qB∗||, a curvature drift velocity vc = mv2
||b̂× b̂ ·(∇b̂)/qB∗|| and the gyroaveraged

E × B drift velocity vE×B = b̂ ×∇〈φ〉/B∗||. Applying the operator B∗ · (. . . ) to both sides of

Eq. (3.21) gives the equation of motion for the parallel velocity v||:

dv||
dt

= − B∗

m(b̂ ·B∗) · (µ∇B + q∇〈φ〉) = − 1

mv||
vG · (µ∇B + q∇〈φ〉) , (3.23)

where the first term on the RHS is the mirroring term and the second term on the RHS is

the parallel acceleration related to the electrostatic perturbation. Eqs. (3.22) and (3.23), along

with dµ/dt = 0, are used in order to build the gyrokinetic equation, providing the evolution of

the gyroaveraged particle distribution expressed in the gyrocenter variables 〈f(R, v||, µ, α, t)〉,
which will be noted f(R, v||, µ, t). Indeed, the Fokker-Planck equation (3.3) can be expressed

in any variables, in particular in the gyrocenter variables (R, v||, µ, α)gyro:

∂f

∂t
+

dR

dt
· ∂f
∂R

+
dv||
dt

∂f

∂v||
+

dα

dt

∂f

∂α
= −C[f ] + S[f ]. (3.24)

The cyclic nature of the gyroangle α provides the important following equality:

〈dα/dt ∂f/∂α〉 = dα/dt〈∂f/∂α〉 = 0. Moreover, 〈dR/dt〉 = dR/dt and 〈dv||/dt〉 = dv||/dt.

Applying the gyro-averaging operator over the cyclic variable α on Eq. (3.24) thus gives:

∂〈f〉
∂t

+
dR

dt
· ∂〈f〉
∂R

+
dv||
dt

∂〈f〉
∂v||

= −C[〈f〉] + S[〈f〉]. (3.25)

Dropping the brackets, the gyrokinetic equation finally reads:

Df

Dt
= −C[f ] + S[f ], (3.26)

where D/Dt is the gyrokinetic advection operator:

D

Dt
=

∂

∂t
+

dR

dt
· ∂
∂R

+
dv||
dt

∂

∂v||
, (3.27)
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where dR/dt and dv||/dt are given by Eqs. (3.22) and (3.23) respectively. The gyrokinetic

equation (3.26) is non-linear, through the drift velocity vE×B in dR/dt and the parallel accel-

eration related to the electrostatic perturbation ∼ B∗ ·∇〈φ〉 in dv||/dt. Note that the collision

operator in the gyrokinetic equation (3.26) is usually treated in a drift-kinetic approximation,

i.e. by identifying the particle position x to the gyrocenter position R. There is thus in general

no gyrokinetic corrections applied to the collision operator C in ORB5, as discussed in Chapter

5.

3.4 The δf method

In the δf method, the full distribution f is split into a background distribution f0 and a

perturbed part δf = f − f0. This decomposition is useful for considering a linearized system of

equations with respect to perturbations eφ/T ∼ δf/f0 and, from a numerical point of view, to

provide a low-noise Particle-In-Cell method (δf PIC, see Chapter 4). Two different background

distributions may be chosen in ORB5. The first one is a local Maxwellian, f0 = fLM , written

as follows:

fLM(Ψ, E) =
n0(Ψ)

[2πT0(Ψ)/m]3/2
exp

[
− E
T0(Ψ)

]
, (3.28)

where Ψ is the poloidal magnetic flux and n0(Ψ) and T0(Ψ) the background density and tem-

perature profiles respectively. E = mv2/2 is the kinetic energy. The deviation of the total

distribution from the local Maxwellian background fLM is written δfLM = f − fLM . Note that

fLM is itself not an exact stationary state of the (collisionless) gyrokinetic equation as it is not

a function of exact constants of motion: E is a constant but not Ψ. A true stationary solution

is given by the second possible choice for the background, the so-called canonical Maxwellian

f0 = fCM , which reads [47]:

fCM(ψ̄, E) =
n0(ψ̄)

[2πT0(ψ̄)/m]3/2
exp

[
− E
T0(ψ̄)

]
, (3.29)

ψ̄ standing here for either the toroidal canonical momentum ψ̄ = Ψ0 = Ψ + mF (Ψ)v||/qB,

where F (Ψ) = RBϕ, or for the corrected toroidal canonical momentum ψ̄ = Ψ̂, where Ψ̂ is

defined by:

Ψ̂ = Ψ0 + corr = Ψ0 − sign(v||)
m

q
R0

√
2

m
(E − µBmax(Ψ0)) H(E − µBmax(Ψ0)), (3.30)

with H the Heaviside function and Bmax(Ψ0) the maximum magnetic field corresponding to the

magnetic surface Ψ0. The correction in Ψ̂ to the toroidal canonical momentum Ψ0 is nearly

zero for trapped particles and of opposite sign for forward and backward passing particles. Ψ̂,

being clearly a function of constants of motion of the unperturbed system, is itself a constant

of motion of the unperturbed system and approximates the average of Ψ over the closed unper-

turbed guiding-center trajectory in a poloidal plane of the tokamak. fCM is thus a function of

the constants of the unperturbed motion, (Ψ̂, E , µ) or (Ψ0, E , µ), and is therefore solution of the
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stationary, collisionless gyrokinetic equation in absence of perturbations [Eq. (3.26) with φ = 0,

∂/∂t = 0 and C, S = 0]. Since the constant of motion Ψ̂ of a given particle provides a good esti-

mate of the average 〈Ψ〉traj of the magnetic flux coordinate Ψ over the guiding-center trajectory,

the profiles n0(Ψ) and T0(Ψ) are close to the effective density and temperature profiles of the

background fCM(Ψ̂) when choosing ψ̄ = Ψ̂ [47]. The difference between n0(Ψ), T0(Ψ) and the

actual density and temperature profiles can however become significant, especially in smaller

systems (large ρ∗) when choosing ψ̄ = Ψ0. Moreover, note that choosing the background fCM
as a function of the corrected toroidal canonical momentum Ψ̂ has the purpose of defining an

equilibrium with essentially zero toroidal rotation [62]. The deviation of the total distribution

from the canonical Maxwellian background fCM is written δfCM = f − fCM .

The collision operator C, on the RHS of Eq. (3.26), is in all cases linearized with respect to

local Maxwellian backgrounds:

C[f ] ' C[fLM , δfLM ] + C[δfLM , fLM ] +
∑
α

(Cinter[fLMα, δfLM ] + Cinter[δfLMα, fLM ]) ,

(3.31)

where terms of the form C[δfLM , δfLM ] and Cinter[δfLMα, δfLM ] are neglected as a result of the

linearization process. In a system with strong flows, linearizing the collision operators with

respect to properly chosen shifted Maxwellian distributions should reduce the ratio |δf/f0| and

thus increase the relevance of the linearization. Indeed, in ORB5 the linearization of the collision

operators is justified as long as δfLM remains small compared to fLM . This statement is verified

in simulations presented in this work, and in particular for neoclassical results since the time

scale we consider, typically a collision time, is small compared to the neoclassical confinement

time. Indeed, an estimate for the deviation from the background distribution is given by

δfLM ∼ ∆r · ∇fLM ∼ fLM∆r/Lc, where ∆r is the typical radial excursion of the particle along

its collisional trajectory and Lc the characteristic gradient length of equilibrium profiles. As

|∆r/Lc| � 1 after a few collision times for the systems of interest, the scaling |δfLM/fLM | � 1

is indeed ensured. The terms C[fLM , δfLM ] and C[δfLM , fLM ] in Eq. (3.31) form the linearized

self-collision operator and represent the collisions of δfLM on the background fLM and the

background reaction respectively. The terms Cinter[fLMα, δfLM ] and Cinter[δfLMα, fLM ] represent

the collisions of δfLM on the background fLMα of another species α, as well as collisions of fLM
on δfLMα, and form the linearized inter-species collision operator in ORB5. The details of

the full linearized collision operator (3.31) are given in Chapter 5. The so-called test-particle

operator CTP [δfLM ] is the total operator representing scattering of δfLM :

CTP [δfLM ] = C[fLM , δfLM ] +
∑
α

Cinter[fLMα, δfLM ]. (3.32)

The so-called background reaction operator CBR[fLM ] represents the collisions of the back-

ground fLM on the perturbed parts of the different species:

CBR[fLM ] = C[δfLM , fLM ] +
∑
α

Cinter[δfLMα, fLM ]. (3.33)
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Note that the inter-species thermalization terms of the form Cinter[fLMα, fLM ], which strictly

speaking are non-zero if the temperatures are not equal, are neglected in all cases in ORB5

(more details in Chapter 5).

For the collisionless part of the gyrokinetic equation [Left-Hand-Side of Eq. (3.26)] one may

either consider a decomposition of f with respect to a local Maxwellian background fLM or

a canonical Maxwellian background fCM . Using the general notation f0 for fLM or fCM and

δf = f − f0, the ORB5 gyrokinetic equation in the frame of the δf method reads:

Dδf

Dt
+ CTP [δfLM ] = −Df0

Dt
− CBR[fLM ] + SH [f0, δf ]. (3.34)

Note that at this point, contrary to the collision operator, no approximation such as linearization

has been considered for the gyrokinetic operator D/Dt. Let us detail here the actual heat source

term S considered in ORB5:

SH [f0, δf ] = −γH
(
δ̃f(Ψ, E , t)− f̃0(Ψ, E , t)

∫
dE δ̃f(Ψ, E , t)∫
dE f̃0(Ψ, E , t)

)
, (3.35)

where ˜ stands for the operator which reconstructs the distribution in the (Ψ, E) space. For any

function A of the gyrocenter variables (Ψ, θ∗, ϕ, E , ξ), where θ∗ is the straight-field-line poloidal

angle, ϕ the toroidal angle and ξ = v||/v the pitch angle, the operator ˜ reads:

Ã(Ψ, E , t) =

∫
dθ∗dϕdξ JΨθ∗ϕA(Ψ, θ∗, ϕ, E , ξ, t)∫

dθ∗dϕdξ JΨθ∗ϕ
, (3.36)

JΨθ∗ϕ being the Jacobian for the magnetic coordinates (Ψ, θ∗, ϕ). The heating rate γH is chosen

according to the physical system under consideration, essentially through the intensity of the

heat fluxes. Note that the heat source term (3.35) is by construction particle conserving and is

constant on a given flux surface.

ORB5 is able to consider two approximations related to the operator D/Dt applied to δf , i.e. to

the Left-Hand-Side of the gyrokinetic equation (3.34). First, the code can run in linear regime,

solving the following equation:

Dδf

Dt

∣∣∣∣
lin

+ CTP [δfLM ] = −Df0

Dt
− CBR[fLM ] + SH [f0, δf ], (3.37)

where

D

Dt

∣∣∣∣
lin

=
∂

∂t
+ (v|| + v∇B + vc) · ∂

∂R
− 1

mv||
(v|| + v∇B + vc) · µ∇B

∂

∂v||
. (3.38)

In the linear regime, having thus neglected the quadratic terms ∼ δf · φ, the toroidal Fourier

modes are decoupled in an axisymmetric system, which allows to study separately the growth

rate and real frequency of modes of different toroidal mode numbers appearing in the turbulence
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spectrum. Secondly, the local neoclassical limit gives the following equation:

DδfLM
Dt

∣∣∣∣
neo

+ CTP [δfLM ] = −DfLM
Dt

− CBR[fLM ] + SH [fLM , δfLM ], (3.39)

where

D

Dt

∣∣∣∣
neo

=
∂

∂t
+ v|| · ∂

∂R
− 1

m
b̂ · µ∇B

∂

∂v||
. (3.40)

D/Dt|neo is the drift-kinetic advection operator assuming small banana widths compared to the

characteristic lengths of the system. This operator is considered for carrying out axisymmetric

collisional transport calculations in the standard neoclassical ordering limit with no electric

field. In this limit, the local Maxwellian background f0 = fLM is considered (more details in

Chapter 6).

The notation D′/Dt is introduced, which stands either for D/Dt, for D/Dt|lin or for D/Dt|neo

such that in any case the equation for the distribution function solved by ORB5 reads:

D′δf

Dt
+ CTP [δfLM ] = −Df0

Dt
− CBR[fLM ] + SH [f0, δf ]. (3.41)

For later purposes, the time derivative operator D/Dt is defined, combining the δf collisionless

dynamics D′/Dt and the test-particle collision operator CTP :

D
Dt =

D′

Dt
+ CTP [·]. (3.42)

3.5 ORB5 models for ions

For microturbulence simulations, the time evolution of the ion distribution fi in ORB5 is defined

by the gyrokinetic equation (3.34) described in Sec. 3.4, retaining the effects of the finite Larmor

radius for the collisionless dynamics, essential given that fluctuations related to microturbulence

are such that k⊥ρLi ∼ 1. However, for neoclassical studies, for which the characteristic lengths

Lc of all fields are such that ρLi/Lc � 1, the drift-kinetic approximation can be considered.

In the drift-kinetic approximation, the gyrocenter is identified to the particle, which is equiv-

alent to setting ρLi = 0. The gyrokinetic equation (3.34) within the latter approximation, i.e.

considering 〈φ〉 = φ in Eqs. (3.22) and (3.23), is called the drift-kinetic equation. A canonical

Maxwellian background fi0 = fCMi is usually considered for turbulent simulations, while a local

Maxwellian background fi0 = fLMi is the standard choice for neoclassical simulations (some

global neoclassical simulations with f0 = fCM are presented as well in Chapter 6). For ion

dynamics, only the self-collisions are considered, so that Cinter = 0. Neglecting the ion-electron

collisions is justified since νie/νii ∼
√
me/mi � 1, where νii and νie are the ion-ion and ion-

electron collision frequencies respectively, but results in neglecting inter-species thermalization.

The ion collision operator in ORB5 thus reads:

C[fi] ' Cii[fLMi, δfLMi] + Cii[δfLMi, fLMi]. (3.43)
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An ion heat source defined by Eq. (3.35) may be used.

3.6 ORB5 models for electrons

Three different models exist in ORB5 for electrons:

• Fully adiabatic electrons. This is the first approximation for studying ITG turbulence,

which does neither allow to address TEM nor ETG (electron-temperature-gradient) tur-

bulence. The electrons are assumed sufficiently mobile (along B) to be in an essentially

thermodynamic equilibrium with respect to the fluctuation field φ, so that the electron

density is given by the Gibbs distribution ne ' ne0 exp(eφ/Te), which is further linearized

to give the fluctuating electron density δne ' ne0e(φ−〈φ〉S)/Te, where 〈〉S stands for the

flux-surface-average operator. Note the term 〈φ〉S which ensures that the flux-surface-

averaged electron density 〈δne〉S = 0, essential for the dynamics of zonal flows [68]. For

the adiabatic approximation to be justified, one must have |ω/k||| � vthe, where ω is the

frequency and k|| is the parallel wavenumber of a typical mode. In this case, Eq. (3.34)

is not solved for electrons.

• Hybrid model. This model, which works for studying ITG and TEM turbulence but

does not for ETG turbulence, is developed in detail in [51]. The trapped electrons are

considered drift-kinetic, i.e. the time evolution of the trapped electron distribution f trap
e

is given by Eq. (3.34) in the drift-kinetic limit, while the passing electrons are considered

adiabatic, in the sense described above.

• Fully kinetic electrons. The time evolution of the full trapped and passing electron dis-

tribution fe is given by Eq. (3.34) in the drift-kinetic limit (ρLe → 0), i.e. consider-

ing no Finite-Larmor-Radius effects. The drift-kinetic approximation is justified since

ρLe/ρLi ∼
√
me/mi � 1.

A local Maxwellian background for electrons fe0 = fLMe is used in any case, since for electrons

Ψ ' Ψ0 due to ρLe/ρLi � 1. Electron self-collisions as well as electron-ion collisions are

considered in Eq. (3.34) for electrons, as νee ∼ νei. The electron collision operator in ORB5

thus reads:

C[fe] ' Cee[fLMe, δfLMe] + Cee[δfLMe, fLMe] + Cei[fLMi, δfLMe]. (3.44)

Note that the term Cei[δfLMi, fLMe] is neglected (more details in Chapter 5). An electron heat

source defined by Eq. (3.35) may be used.

3.7 The quasi-neutrality equation

In the electrostatic approximation, and considering ITG and TEM modes for which kλD � 1,

the Maxwell system of equations reduces to the single quasi-neutrality equation expressed in
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particles variables:

ne(x, t) = Zni(x, t). (3.45)

The ion and electron background densities are assumed to ensure local neutrality, ne0 = Zni0,

such that the quasi-neutrality equation reads:

δne(x, t) = Zδni(x, t) = Zδni(x, t) + Zδni,pol(x, t), (3.46)

where Z is the ion charge. Note that the assumption ne0 = Zni0 is strictly valid only if

fi0 = fLMi. The latter assumption is approximately valid if fi0 = fCMi(Ψ̂) but is essentially

irrelevant if fi0 = fCMi(Ψ0). Note that the ion density δni is split into a gyrodensity term δni
and a polarization drift term δni,pol as detailed in Sec. 3.7.1.

3.7.1 Ion contribution

The gyrodensity δni is computed as follows:

δni(x, t) =

∫
B∗||
m

d3R dv|| dµ dα δfi(R, v||, µ, t)δ(R + ρLi(µ, α)− x), (3.47)

where B∗||/m = B/m + v||(∇ × b̂) · b̂/q is the Jacobian of the phase-space written in terms of

variables (R, v||, µ, α). The polarization drift term δni,pol(x, t) is given by the following integral

operator:

δni,pol(x, t) =

∫
B∗||
m

d3R dv|| dµ dα
q

B

∂f0

∂µ
[φ(x, t)− 〈φ〉(R, µ, t)] δ(R +ρLi(µ, α)−x).

(3.48)

In ORB5 one furthermore considers the so-called long wavelength approximation, where δni,pol is

expanded to the second order in k⊥ρLi, where k⊥ is the characteristic wavenumber perpendicular

to B, in order to take the following form:

δni,pol(x, t) '∇⊥ ·
[
ni0
BΩi

∇⊥φ(x, t)

]
. (3.49)

This long wavelength approximation is currently a significant restriction to the applicability of

the ORB5 model, especially in the TEM regime for which k⊥ρLi & 1 modes can be unstable.

Implementing the integral form (3.48) valid to all orders in k⊥ρLi, similar to Ref. [69], is thus

a priority in the future development of the code.
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3.7.2 Electron contribution and final form

3.7.2.1 Fully kinetic electrons

The electron density is computed in the drift-kinetic approximation:

δne(x, t) =

∫
B∗||
m

dv|| dµ dα δfe(x, v||, µ, t), (3.50)

such that the quasi-neutrality equation reads:

−∇⊥ ·
[
ni0
BΩi

∇⊥φ(x, t)

]
= δni(x, t)− 1

Z
δne(x, t). (3.51)

3.7.2.2 Fully adiabatic electrons

The electron density is obtained from the assumed adiabatic electron response (linearized):

δne(x, t) ' ne0
e[φ(x, t)− 〈φ〉S(Ψ, t)]

Te0(Ψ)
= Zni0

e[φ(x, t)− 〈φ〉S(Ψ, t)]

Te0(Ψ)
, (3.52)

where Te0 is the background temperature profile and 〈φ〉S is the flux-surface-averaged electro-

static potential. The quasi-neutrality equation in this case becomes:

ni0
e[φ(x, t)− 〈φ〉S(Ψ, t)]

Te0(Ψ)
−∇⊥ ·

[
ni0
BΩi

∇⊥φ(x, t)

]
= δni(x, t). (3.53)

3.7.2.3 Hybrid model

The trapped electron density is computed through the distribution function of trapped elec-

trons, treated according to the drift-kinetic approximation:

δntrapped
e (x, t) =

∫
trapped

B∗||
m

dv|| dµ dα δfe(x, v||, µ, t). (3.54)

The passing particle contribution is assumed to be adiabatic, such that the quasi-neutrality

equation of the hybrid model reads:

[1−〈αb〉S]ni0
e[φ(x, t)− 〈φ〉S(Ψ, t)]

Te0(Ψ)
−∇⊥·

[
ni0
BΩi

∇⊥φ(x, t)

]
= δni(x, t)− 1

Z
δntrapped

e (x, t),

(3.55)

where 〈αb〉S = 〈αb〉S(Ψ) is the flux-surface-averaged fraction of trapped electrons defined by

Eq. (2.26).

3.8 Physical parameters

The size of the considered plasma is set by the ρ∗ parameter, already briefly introduced in

Chapter 2. Let us define the sound speed cs =
√
ZTe/mi and the sound Larmor radius ρs =
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cs/Ωi, with Te taken at the reference radial position and the cyclotron frequency Ωi = ZeB/mi

evaluated using the magnetic field on axis. Note that, if Z = 1 and Te = Ti, the sound speed

is the ion thermal velocity cs = vthi and the sound Larmor radius is the ion Larmor radius

ρs = ρLi. The ρ∗ parameter is defined in this work as follows:

ρ∗ =
ρs
a
. (3.56)

ρ∗ ranges typically from ∼ 1/80 for a small machine like the TCV tokamak up to ∼ 1/1000 for

ITER. The collisionality parameter ν∗ is defined basically as the ratio between the detrapping

collision frequency νdetrap = ν/θ2
t = ν/ε, where θt ∼

√
ε is the trapping angle, and the bounce

frequency ωb =
√
εvth/qsR0. It thus reads for ions:

ν∗i =
R0qs

τiivthiε3/2
, with τii =

6
√
π

ν̄ii
, (3.57)

and for electrons:

ν∗e =
R0qs

τevtheε3/2
, with τe =

3
√

2π

ν̄ei
, (3.58)

ν̄ei and ν̄ii being the thermal collision frequencies as given by Eqs. (5.57) and (5.38) in Chapter 5

respectively. The Coulomb logarithm ln Λ, although weakly function of density and temperature

(Λ ∼ nλ3
D), is assumed to be constant over the whole plasma and typically chosen ln Λ = 18.

Except for the Coulomb logarithm, the radial dependence of the collisionality, through the

explicit dependence in density and temperature profiles, is accounted for. The notation ν∗,

where the index has been dropped, refers to ν∗i . Another notation ν∗0 is introduced and stands

for the collisionality parameter at the reference magnetic surface.

Most of the simulations presented in this work are based on the so-called CYCLONE case,

inspired by physical parameters underlying a shot of the DIII-D tokamak [70] (see Table CY-

CLONE).

Table CYCLONE. The CYCLONE case parameters.

R0[m] a[m] Baxis[T ] T i,e0 [keV ] ni,e0 [m−3] qs0 ŝ0 ρ∗ R0/LT0 R0/Ln0 ν∗0
1.7 0.61 1.91 2 4.5 ·1019 1.4 0.8 1/180 6.9 2.2 0.045

3.9 Temperature and density profile initialization

In addition to the safety factor profile q̄(r) ' qs(r) described in Chapter 2, several kinds of

temperature and density profiles are available in ORB5. Note first that the temperature and

density profiles, as well as the safety factor profile, may be read directly from reconstructed

profiles based on a true MHD equilibrium, through the ORB5-CHEASE interface. Some analyt-

ical profiles are also available in the code, used in particular along with the adhoc equilibrium

described in Chapter 2. Let A stand for either the temperature T or density n of a given

species. The first kind of profile, referred to as type 1, is defined with respect to the poloidal
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flux coordinate s =
√

Ψ/Ψedge:

d lnA
ds2

= − κA(
1− cosh−2(s0/∆A)

) {cosh−2

(
s− s0

∆A

)
− cosh−2

(
s0

∆A

)}
, (3.59)

where the reference surface s0 = 0.5 is chosen so that d lnA/ds2 = 0 for s = 0, 1 and

d lnA/ds2 = −κA for s = s0. Profiles referred to as type 2 are defined with respect to the

geometrical radial coordinate r, with a similarly peaked shape as profiles of type 1:

d lnA
d(r/a)

= −κA cosh−2

(
r − r̃0

∆A

)
, (3.60)

with r̃0 = 0.5a. Note that contrary to type 1 profiles d lnA/d(r/a) is not zero at r/a = 0, 1.

Profiles referred to as type 3 are defined with respect to the same coordinate r, with a flat

logarithmic gradient over a wide region of the torus:

d lnA
d(r/a)

= −κA
2

[
tanh

(
r − (r̃0 −∆A)

∆r

)
− tanh

(
r − (r̃0 + ∆A)

∆r

)]
, (3.61)

where the typical values are r̃0 = 0.5a for the center of profile and ∆r = 0.04a � ∆A for the

ramp up/down length. The width of the profile ∆A and the gradient value at the reference

surface κA = (a/R0)R0/LA0 , where LA0 is the characteristic length of the gradient at r =

r̃0, are chosen relatively to the physical case under study. Note that the profiles of type 3

are systematically chosen for non-linear simulations in this work, except when a true MHD

equilibrium, which requires profiles of type 1, is considered. Wide gradient profiles of type 3

are indeed appropriate for studying the development of turbulence over a wide radial region

of the torus and capturing avalanche phenomena related to heat or particle transport. On

the other hand, peaked gradient profiles of type 1 or 2 are particularly appropriate for linear

simulations in associating the chosen toroidal Fourier mode n to a localized radial region r̃

where the instability develops, providing a properly defined poloidal wavenumber kθ ' nqs/r̃.

Temperatures are normalized with respect to the electron temperature Te0 at the reference

surface. Electron and ion density profiles are equal according to the local neutrality condition:

ne = Zni := n. Densities are normalized with respect to the density n0 at the reference

surface or the averaged plasma density written 〈n〉. In general n0 ' 〈n〉. Figure 3.3 (a) shows

the density profile of type 2 and the safety factor profile (2.11) corresponding to the global

CYCLONE case. Figure 3.3 (b) presents the difference between the temperature gradient

profiles of type 2 (with a peaked shape) and type 3 (with a flat logarithmic gradient over

a wide region of the torus) respectively, for the CYCLONE case parameters. Note that the

analytical profiles used along with adhoc equilibria do not consider any significant gradients

close to the plasma edge, according to the limited validity of gyrokinetic codes for describing

microturbulence in this region of the plasma.
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Figure 3.3: (a) Density profile of type 2 and safety factor profile corresponding to the global CYCLONE case.
(b) Comparison of type 2 and 3 gradient profiles used in ORB5 along with the adhoc equilibrium.

3.10 Transport diagnostics

We define respectively the gyrocenter particle flux Γ, kinetic energy flux Qkin, potential energy

flux Qpot and heat flux qH as follows:

Γ =

〈
∇Ψ

|∇Ψ| ·
∫

d3vf
dR

dt

〉
S

=

〈
1

|∇Ψ|
∫

d3vf
dΨ

dt

〉
S

, (3.62)

Qkin =

〈
1

|∇Ψ|
∫

d3v
m

2
v2f

dΨ

dt

〉
S

, (3.63)

Qpot =

〈
1

|∇Ψ|
∫

d3v qφf
dΨ

dt

〉
S

, (3.64)

qH =

〈
1

|∇Ψ|
∫

d3v
[m

2
(v2 − 5v2

th) + qφ
]
f

dΨ

dt

〉
S

, (3.65)

where dΨ/dt = ∇Ψ · dR/dt and 〈A〉S = (1/S)
∫
S
A dσ is defined as the poloidal flux-surface-

average of a quantity A, S being the surface value. In practice, to ensure sufficient statistical

accuracy from the PIC approach, surface averages are replaced by volume averages using the

relation 〈A〉S = 〈|∇Ψ|A〉∆V /〈|∇Ψ|〉∆V , where 〈A〉∆V =
∫

∆V
A d3x/∆V stands for the volume

average over the small volume ∆V enclosed between two neighboring magnetic surfaces Ψ and

Ψ + ∆Ψ. The heat flux qH can be written as:

qH = Qkin +Qpot − 5

2
T Γ. (3.66)

Note that the presented simulations take into account the potential energy flux for a relevant

computation of the effective heat diffusivity [71], defined as

χH =
qH〈|∇Ψ|〉∆V

n|dT/dΨ|〈|∇Ψ|2〉∆V . (3.67)

Thibaut VERNAY, CRPP/EPFL page 45



Chapter 3: The electrostatic ORB5 collisional model

In case of circular concentric magnetic surfaces as provided by the adhoc equilibria, the heat

diffusivity takes the simple form χH = qH/(n|∇T |). Note that neglecting the potential energy

flux leads in particular to unphysical neoclassical electron heat fluxes pointing outwards, as

explained in Ref. [71]. The main contribution to the potential energy flux comes from a neo-

classical term associated to the Maxwellian background, as discussed in Appendix A. Qpot is

thus only important for neoclassical computations related to Maxwellian background fluxes, as

presented in Chapter 6. In turbulence simulations, the potential energy flux contribution to the

total energy flux is small in general, as presented in Appendix A. In a collisionless simulation,

or in a collisional simulation dropping the neoclassical drive dΨ/dt|0 in the weight equations

as explained in Chapter 4, the potential energy flux does vanish and the total energy flux Q is

the kinetic energy flux Qkin.

In case of circular concentric magnetic equilibria, the particle diffusivity is defined as D =

Γ/|∇n| and the energy diffusivity is obtained by χE = Q/(n|∇T |). Note that the definitions

of diffusivities used in this work are in fact approximate expressions which assume a local

relation between fluxes and gradients (Fick’s law) and neglect off-diagonal terms in transport

matrix, for instance the thermodiffusive part of the particle flux driven by the temperature

gradient. As a result, χH , D and χE are themselves functions of temperature and density

gradients and in general would be integral operators over space and time [72]. Diffusivities are

usually normalized with respect to the Gyro-Bohm (GB) units, briefly introduced in Sec. 2.6.2:

χGB = csρ
2
s/a or alternatively with respect to χGBa/Ln = csρ

2
s/Ln.

The contribution to the so-called bootstrap current jb [73] from a given species σ is given by:

jbσ =

∫
fσv||Bd3v. (3.68)

The neoclassical fluxes are obtained from the contributions δf · dΨ/dt|0 and f0 · dΨ/dt|E×B
in Eqs. (3.62)-(3.65), while the turbulent fluxes, the usual fluxes computed in collisionless

gyrokinetic codes, are provided by the contribution δf · dΨ/dt|E×B to f · dΨ/dt. Here one has

introduced the E × B drift contribution to the radial velocity dΨ/dt|E×B = ∇Ψ · vE×B and

the magnetic drift contribution to the radial velocity dΨ/dt|0 = ∇Ψ · (v∇B + vc).
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Chapter 4

ORB5 numerical schemes: the δf

Particle-In-Cell (PIC) approach

4.1 Introduction

ORB5 uses the low noise δf Particle-In-Cell (PIC) method [74], requiring the introduction of a

set of N numerical markers in the gyrokinetic phase space z = (R, v||, µ). As already mentioned,

the distribution f is split into a background distribution f0 and a perturbed part δf = f − f0.

The gyrokinetic equation is solved through a time splitting approach, considering successively

and separately the time stepping of the collisionless dynamics, the collisional dynamics and the

source term SH . The markers are evolved along their collisionless and collisional trajectories in

phase space. In addition, each marker r is described by two weights, wr(t) and pr(t), which are

the time functions defined and described in Sec. 4.4. Collisionless and collisional dynamics both

provide a contribution to the time evolution of the weights. The source terms modify the weights

wr(t) as well. Finally, using a finite element method, the quasi-neutrality equation is solved

at each time step, thus providing, after estimation of the perturbed density, the self-consistent

electrostatic potential required in order to evolve the positions in phase space and the weights

of the markers, i.e. the actual evolution of δf . This Chapter presents the numerical schemes on

which the ORB5 code relies and provides the equations for marker trajectories in gyrocenter

phase space, as well as the equations for the time evolution of the weights. The interpretation

of marker weights in a collisional system is discussed. Some basic elements related to the field

solver and the parallelization scheme are introduced. An algorithm for controlling the numerical

noise, the coarse-graining procedure, is extensively described. Finally, the relevant choice of

some crucial numerical parameters for ORB5 simulations is addressed.

4.2 Collisionless marker trajectories

The physical particle trajectories in gyrocenter phase space are given by Hahm’s equations of

motion [75], whose derivation is summarized in Chapter 3 and which are reminded here for the
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sake of completeness:

dR

dt
= vG =

1

b̂ ·B∗
[
v||B

∗ +
µ

q
b̂×∇B + b̂×∇〈φ〉

]
= v|| + v∇B + vc + vE×B, (4.1)

dv||
dt

= − B∗

m(b̂ ·B∗) · (µ∇B + q∇〈φ〉) = − 1

mv||
vG · (µ∇B + q∇〈φ〉) , (4.2)

dµ

dt
= 0. (4.3)

As discussed in Sec. 4.4, considering the particular choice of the time evolution for marker

distribution given by Eq. (4.11), the marker trajectories turn out to match exactly the physical

particle trajectories, i.e. Eqs. (4.1)-(4.3) describe the actual marker trajectories in gyrocenter

phase space. In the linear regime [see Eq. (3.37)], the electrostatic potential φ is switched

off in the system (4.1)-(4.3) for evolving markers along their trajectories. In the standard

neoclassical limit, only the parallel component of the velocity is retained in the marker motion

(vG = v||). In the configuration space, the equations of motion are solved in the magnetic

coordinates (s, θ∗, ϕ), the corresponding equations of motion being provided respectively by

ds/dt = dR/dt · ∇s, dθ∗/dt = dR/dt · ∇θ∗ and dϕ/dt = dR/dt · ∇ϕ. The chosen time

integrator is a 4th-order Runge-Kutta. The details of the equations integrated in magnetic

coordinates are given in [51].

4.3 Collisional marker trajectories

The test-particle operator CTP defined in Chapter 3 is accounted for through modifications of

the marker trajectories in phase space. Considering drift-kinetic collision operators, i.e. ne-

glecting the Finite-Larmor-Radius effects for the collisional dynamics, leads to modifications

related to marker trajectories in velocity space only. Due to the diffusion part of the collision

operators, the corresponding kicks in velocity space are implemented using random increments

sampled from an appropriate probability distribution function (PDF). The numerical imple-

mentation of the different collision operators in ORB5 is described in detail in Chapter 5. The

time integration of the CTP dynamics through random kicks is a first-order scheme in the time

step ∆t, contrary to the collisionless trajectory integration which is a 4th-order scheme.

4.4 The two-weight δf-scheme

Here we summarize the two-weight δf -scheme, originally described in [21] and shown in [20]

to be particularly useful when dealing with collisions. Considering a general phase space (z, t),

the marker distribution function g(z, t) can be written in discretized form as follows:

g(z, t) '
N∑
r=1

δ[z − zr(t)], (4.4)

where r is an index labelling the N markers, and δ stands for the Dirac function. The physical

perturbed distribution δf is linked to the marker distribution g by the so-called weight field
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W (z, t):

δf(z, t) = W (z, t)g(z, t), (4.5)

which in discretized form, using (4.4), becomes:

δf(z, t) ' W (z, t)
N∑
r=1

δ[z − zr(t)] =
N∑
r=1

W [zr(t), t]δ[z − zr(t)] =
N∑
r=1

wr(t)δ[z − zr(t)],

(4.6)

having introduced the so-called marker weight wr(t) defined here as the value of the weight

field at the marker position:

wr(t) := W [zr(t), t]. (4.7)

The marker weight wr(t) represents the amplitude of δf carried by the marker r. In the

same way, one may introduce the second weight field P (z, t), linking the physical background

distribution f0 to g [21]:

f0(z, t) = P (z, t)g(z, t), (4.8)

which in discretized form, similar to (4.6), becomes:

f0(z, t) '
N∑
r=1

pr(t)δ[z − zr(t)], (4.9)

having introduced the second weight pr(t) of the marker, defined here as:

pr(t) := P [zr(t), t]. (4.10)

At least formally, there is quite some freedom as to the choice of the evolution of the marker

distribution g. However, for practical reasons, it is convenient to consider the following equation:

D
Dtg = 0, (4.11)

where D/Dt is defined by Eq. (3.42). Note that Eq. (4.11) is ensured by markers following

trajectories in gyrocenter phase space given by the gyrocenter equations of motion (4.1)-(4.3),

as well as through random kicks for markers in velocity space accounting for collisions, as

briefly introduced in Sec. 4.3. More precisely, using the PIC representation (4.4), the evolution

equation (4.11) for g is ensured by the marker trajectory equations. In the frame of the time

splitting scheme, the time variation of the phase space position zr(t) of a given marker r can
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be written:

δ

δt
zr(t) =

δ

δt

∣∣∣∣
no coll

zr(t) +
δ

δt

∣∣∣∣
coll

zr(t), (4.12)

where δ/δt|no coll zr(t) stands for the collisionless part of the trajectories, described in Sec. 4.2.

The time variation δ/δt|collzr(t) however stands for the collisional contribution accounting for

the CTP operator, described in detail in Chapter 5. The equation of motion (4.12) clearly

involves stochastic trajectories resulting from random velocity kicks, which must be sampled

from appropriate probability distribution functions (PDFs) for correctly representing CTP . This

type of stochastic equations of motion are called Langevin equations. To represent δf and f0

with the numerical markers still requires, according to (4.6) and (4.9), an equation for the

marker weights wr(t) and pr(t) respectively. For this purpose, one writes somewhat more

explicitely the time derivative along trajectories (4.12) acting as an operator on a phase space

field :

δ

δt
=
D′

Dt
+ (ΓTP + ac) · ∂

∂v
, (4.13)

where D′/Dt stands for the different forms of the collisionless gyrokinetic advection operator

defined in Secs. 3.3 and 3.4, while ΓTP is the drag and ac the random acceleration related to

the diffusion part of the collision operator CTP , which in general can be written as:

CTP [δfLM ] =
∂

∂v
·
[
ΓTP (v)δfLM − ∂

∂v
·DTP (v)δfLM

]
, (4.14)

DTP being the diffusion tensor associated to the collision operator CTP . The operator δ/δt is

related to D/Dt by the relation:

δ

δt
=
D
Dt −

(
∂

∂v
· ΓTP

)
+ ac · ∂

∂v
+

∂2

∂v∂v
: DTP . (4.15)

4.4.1 Collisionless weight equations

4.4.1.1 Standard δf method

For the collisionless weight equations, the background distribution may be either a local

Maxwellian f0 = fLM or a canonical Maxwellian f0 = fCM (see Sec. 3.4). Considering the

collisionless part of the dynamics, we have, according to Eqs. (4.12) and (4.13):

δ

δt

∣∣∣∣
no coll

=
D′

Dt
. (4.16)

Within the collisionless stepping, the marker distribution thus follows the equation D′g/Dt = 0.

To obtain the collisionless evolution equation for each weight wr(t), one takes its time derivative:
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d

dt

∣∣∣∣
no coll

wr(t) =
δ

δt

∣∣∣∣
no coll

W [z = zr(t), t] =
δ

δt

∣∣∣∣
no coll

(
δf

g

)
=

1

g

D′

Dt
δf − δf

g2

D′

Dt
g︸︷︷︸

=0

,

(4.17)

the last step having been carried out using the chain rule, which is justified as D′/Dt represents

a first order differential operator. The collisionless gyrokinetic equation D′δf/Dt = −Df0/Dt

provides thus the collisionless equation for the first weight w, making use of the p-weight

definitions (4.8) and (4.10):

d

dt

∣∣∣∣
no coll

wr(t) = −1

g

D

Dt
f0

∣∣∣∣
[zr(t),t]

= −pr(t) 1

f0

D

Dt
f0

∣∣∣∣
[zr(t),t]

. (4.18)

Let Υ stand either for Ψ, Ψ0 or Ψ̂ depending on the choice of background (local Maxwellian,

canonical Maxwellian and corrected canonical Maxwellian respectively, see Sec. 3.4). The drive

of the weight evolution (4.18) then reads:

D

Dt
f0 =

∂f0

∂Υ

dΥ

dt
− q

T (Υ)
f0〈E〉 · (v|| + v∇B + vc), (4.19)

where 〈E〉 is the gyroaveraged electric field, approximating in fact 〈E〉 = 〈−∇φ〉 ' −∇〈φ〉.
When considering a local Maxwellian background, i.e. Υ = Ψ, the term ∂fLM/∂Ψ · dΨ/dt|0 =

∂fLM/∂Ψ ·∇Ψ · (v∇B + vc) is usually neglected for turbulence simulations. Note that keeping

this term is however crucial in the frame of neoclassical simulations, since it provides the drive

of collisional transport from density and temperature gradients:

∂fLM
∂Ψ

=

[
d lnn

dΨ
+

d lnT

dΨ

(
mv2
||/2 + µB

T
− 3

2

)]
fLM . (4.20)

Similarly, a collisionless equation for the second weight p is derived:

d

dt

∣∣∣∣
no coll

pr(t) =
δ

δt

∣∣∣∣
no coll

P [z = zr(t), t] =
δ

δt

∣∣∣∣
no coll

(
f0

g

)
=

1

g

D′

Dt
f0 − f0

g2

D′

Dt
g︸︷︷︸

=0

, (4.21)

which gives directly:

d

dt

∣∣∣∣
no coll

pr(t) =
1

g

D′

Dt
f0

∣∣∣∣
[zr(t),t]

= pr(t)
1

f0

D′

Dt
f0

∣∣∣∣
[zr(t),t]

. (4.22)

Note that, in absence of collisions and if the full marker motion is retained (D′/Dt = D/Dt),

the two weights are closely coupled by the relation d/dt(pr +wr) = 0, which in fact reflects the

invariance of both the full distribution f and the marker distribution g along the collisionless

trajectories. This relation also enables to express the p-weight in terms of the w-weight, thus

illustrating how a single weight is sufficient for carrying out collisionless simulations.
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4.4.1.2 Direct δf method

In case the full marker motion is retained (D′/Dt = D/Dt), instead of integrating numerically

Eqs. (4.18) and (4.22) (standard δf method), one can handle the collisionless dynamics through

the so-called direct-δf method [76] [77], taking advantage of the fact that the total distribution

f is conserved along collisionless trajectories. In this case, the weight equations for collisionless

dynamics can indeed be integrated analytically:

d

dt
(wr(t) + pr(t)) = 0 =⇒ wr + pr = wr(t0) + pr(t0), (4.23)

d

dt
ln

pr
f0|zr

= 0 =⇒ pr
f0|zr

=
pr(t0)

f0|zr(t0)

. (4.24)

Eq. (4.23) results from adding relations (4.18) and (4.22), while Eq. (4.24) is directly ob-

tained by integrating Eq. (4.22). Let us consider a marker r going from position zr(t) =

[Rr(t), v||,r(t), µr(t)] to position zr(t + ∆t) = [Rr(t + ∆t), v||,r(t + ∆t), µr(t + ∆t)] during a

collisionless time step t → t + ∆t. Making use of Eqs. (4.23)-(4.24), the new weights are thus

given by:

pr(t+ ∆t) = pr(t)
f0|zr(t+∆t)

f0|zr(t)
, (4.25)

wr(t+ ∆t) = wr(t) + pr(t)− pr(t+ ∆t). (4.26)

This scheme in particular allows to avoid explicitly evaluating unpractical terms such as dΨ̂/dt,

appearing through DfCM/Dt [Eq. (4.19)] in the case Υ = Ψ̂ for the time evolution of the

weights. More precisely, the standard δf method considering Υ = Ψ̂ assumes ∂Ψ̂/∂E = 0,

which is wrong, in order to avoid singularities in the weight pushing. This latter assumption is

not necessary in the frame of the direct δf method which allows to solve exactly the gyrokinetic

equation with a corrected canonical Maxwellian background (Υ = Ψ̂).

4.4.2 Collisional weight equations

A local Maxwellian background f0 = fLM is always chosen for handling the collisional dynam-

ics, since the collision operators are linearized with respect to a local Maxwellian. The time

derivative operator along collisional marker trajectories reads, according to Eq. (4.13):

δ

δt

∣∣∣∣
coll

= (ΓTP + ac) · ∂
∂v

. (4.27)

The actual collisional trajectory in phase space of a given marker is given by:

δzr(t)

δt

∣∣∣∣
coll

= ΓTP + ac|zr(t) . (4.28)
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The operator (4.27) is expressed in terms of the drag ΓTP and the diffusion tensor DTP as

follows, according to Eqs. (3.42) and (4.15):

δ

δt

∣∣∣∣
coll

=
∂

∂t
+ CTP [·]−

(
∂

∂v
· ΓTP

)
+ ac · ∂

∂v
+

∂2

∂v∂v
: DTP . (4.29)

In practice, one proceeds by making use of Eq. (4.29), but dropping the last two terms on the

RHS of this relation [20]. One thus carries on by considering

δ

δt

∣∣∣∣
coll

!
=

∂

∂t
+ CTP [·]−

(
∂

∂v
· ΓTP

)
, (4.30)

where the notation
!

= points out what may appear to be an ad hoc simplification. This issue

is discussed in Sec. 4.4.3. Within the collisional stepping, one has [∂/∂t + CTP ]g = 0 as well

as [∂/∂t + CTP ]δfLM = −CBR[fLM ], which gives directly the collisional equation for the first

weight wLM :

d

dt

∣∣∣∣
coll

wLM,r(t) =
δ

δt

∣∣∣∣
coll

(
δfLM
g

)
=

1

g

δ

δt

∣∣∣∣
coll

δfLM − δfLM
g2

δ

δt

∣∣∣∣
coll

g

!
= −pLM,r(t)

1

fLM
CBR[fLM ]

∣∣∣∣
[zr(t),t]

, (4.31)

noticing that the contribution from the compressibility of the drag term in (4.30), ∂/∂v · ΓTP ,

cancels out. The details on evaluating CBR for self-collisions are given in Sec. 5.10.2. Note that

in the collisional dynamics, contrary to the situation of the collisionless dynamics, the value

of the marker distribution g(z, t) is not invariant along the marker trajectories zr(t). Making

use of the second weight pLM,r(t) is thus required in order to avoid a practical problem at

evaluating the factor 1/g[zr(t), t], which can be identified to the phase space volume associated

to the marker r. The two-weight scheme is thus mandatory in the frame of the collisional δf

Particle-in-Cell scheme, while it is optional for a collisionless model. Since CTP [fLM ] = 0, the

collisional equation for the second weight p is trivial to derive:

d

dt

∣∣∣∣
coll

pLM,r(t) =
δ

δt

∣∣∣∣
coll

(
fLM
g

)
=

1

g

δ

δt

∣∣∣∣
coll

fLM − fLM
g2

δ

δt

∣∣∣∣
coll

g

!
= pLM,r(t)

1

fLM
CTP [fLM ]

∣∣∣∣
[zr(t),t]

= 0. (4.32)

One notices that collisions have no effect on the p-weights for the considered local Maxwellian

background fLM .

4.4.3 Interpretation of marker weights

Dropping terms in the operator δ/δt going from (4.29) to (4.30) leads to the set of collisional

weight equations (4.31) and (4.32) which are in fact exact when correctly reinterpreted. This

was shown and discussed in detail in [78] and [20]. What needs to be reconsidered however are

the original definitions of the weights wr(t) and pr(t) in terms of the weight fields W (z, t) and
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P (z, t), given by Eqs. (4.7) and (4.10) respectively. Let us briefly review here the proof, given

in the already mentioned papers, for validating the set of equations (4.6), (4.28), (4.31) and

(4.32) as an exact representation (in the limit of large number of markers) of δfcoll, solution

to the collisional dynamics of the gyrokinetic equation. For this purpose, one introduces the

distribution F (z, w, p, t) in the extended phase space (z, w, p):

F (z, w, p, t) =
N∑
r=1

δ[z − zr(t)]δ[w − wr(t)]δ[p− pr(t)], (4.33)

where the evolutions of zr(t), wr(t) and pr(t) are given by Eqs. (4.28), (4.31) and (4.32) respec-

tively. The evolution equation for F within the frame of the collisional dynamics is given by:

(
∂

∂t
+ CTP

)
F +

∂

∂w

(
dw

dt

∣∣∣∣
coll

F

)
+

∂

∂p

(
dp

dt

∣∣∣∣
coll

F

)
= 0. (4.34)

Taking different weight moments of the distribution (4.33), the three following fields are ob-

tained:

g̃(z, t) =

∫
dwdp F (z, w, p, t) =

N∑
r=1

δ[z − zr(t)], (4.35)

δ̃f(z, t) =

∫
dwdp w F (z, w, p, t) =

N∑
r=1

wr(t)δ[z − zr(t)], (4.36)

f̃LM(z, t) =

∫
dwdp p F (z, w, p, t) =

N∑
r=1

pr(t)δ[z − zr(t)]. (4.37)

While g̃ corresponds obviously to the marker distribution g given by Eq. (4.4), it still has to

be shown that δ̃f(z, t) and f̃LM(z, t), involving weights evolving according to Eqs. (4.31) and

(4.32) respectively, may be actually identified to the physical distributions δfcoll and fLM . By

taking the corresponding moments of Eq. (4.34), one obtains the collisional evolution equations

for δ̃f and f̃LM respectively:(
∂

∂t
+ CTP

)
δ̃f = g

dw

dt

∣∣∣∣
coll

= −CBR[fLM ], (4.38)(
∂

∂t
+ CTP

)
f̃LM = g

dp

dt

∣∣∣∣
coll

= 0 = CTP [fLM ], (4.39)

having used relations (4.31) and (4.32). Eqs. (4.38) and (4.39) are clearly the same collisional

evolution equations verified by δfcoll and fLM . Moreover, if the weights wr(t) and pr(t) are

initialized according to their original definitions (4.7) and (4.10):

wr(t = 0) =
δfcoll

g

∣∣∣∣
(zr(0),t=0)

, (4.40)

pr(t = 0) =
fLM
g

∣∣∣∣
(zr(0),t=0)

, (4.41)
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the two sets of fields (δ̃f , f̃LM) and (δfcoll, fLM) furthermore have the same initial conditions,

which finally proves that they are identical at all times and that Eq. (4.36) in particular still

holds as the marker representation of δf .

There is nonetheless an important effect from having dropped two terms in the operator δ/δt|coll,

with significant practical consequences. As a result of the modifications leading to Eq. (4.30),

once the system has evolved from its initial state and undergone collisional processes, two

markers can meet at the same phase space point with different weights. In other words, a

spreading of weights occurs over time at each phase space point z and at a rate which is

proportional to the collision frequency. The original definitions of the weights (4.7) and (4.10)

as the (single) value of the weight fields at the marker positions, used to initialize the weights

at t = 0, are thus clearly violated at any time other than t = 0. It is in fact only the

statistical average over all weights of markers in the vicinity of a phase space point which

provides an estimate of the weight fields W and P , not the weights of a single marker. Contrary

to a collisionless system, the weights w and p must thus be considered as additional effective

dimensions of the numerical system, whose extensions grow on the collisional time scale. The

practical price to pay for this weight spreading is increasing numerical noise as the simulation

evolves. A solution to the numerical noise problem is presented in Sec. 4.8. The difference in

the weight interpretation between a collisionless and a collisional case is presented in Figure

4.1
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Figure 4.1: Schematic representation of marker particle weights in phase space for (a) a collisionless and (b)
a collisional simulation. The local weight spreading ∆w, which is nonzero in the collisional case,
appears like a growing additional dimension to the numerical system. Figure courtesy of [20].

4.4.4 The background switching scheme

The background fCM is a stationary state of the collisionless gyrokinetic equation. Making

use of the two-weight approach, it is possible to take advantage of this collisionless equilibrium

function even in collisional runs. This is achieved by switching, in the frame of the time split-

ting scheme, between a canonical Maxwellian background representation for carrying out the

collisionless advection step and a local Maxwellian background representation for carrying out
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the collisional step. This mixed background approach is schematized in Figure 4.2. Considering

a local Maxwellian background for carrying out collisions is indeed a practical constraint, as

the collision operators have been linearized with respect to such a distribution. Let us point

out that this mixed background scheme is essentially used for ions, as fLM ' fCM for electrons.

For carrying out collisions, such a switching scheme requires transforming for each marker r

between its two weights (wCM,r, pCM,r) in the canonical Maxwellian background fCM representa-

tion and its two weights (wLM,r, pLM,r) in the local Maxwellian background fLM representation.

Two equations are necessary for defining this weight transformation. The first is obtained by

requiring that at any time the same total distribution f must be obtained by the two represen-

tations:

f = fCM + δfCM = fLM + δfLM , (4.42)

where δfCM and δfLM stand respectively for the deviations of the full distribution from the

canonical and local Maxwellian backgrounds. In the frame of the δf PIC discretization, equa-

tion (4.42) implies for the weights of each marker r:

wCM,r + pCM,r = wLM,r + pLM,r. (4.43)

The second equation is obtained by noticing that at any time and for any marker r one also

has:

pCM,r

pLM,r

=
fCM(zr)

fLM(zr)
= σr, (4.44)

having introduced the notation σr for the ratio of the two backgrounds at the current marker

position zr in phase space. After the collisionless advection step, one can thus transform from

canonical to local weights using Eqs. (4.43) and (4.44):

pLM,r =
pCM,r

σr
, (4.45)

wLM,r = wCM,r +

(
1− 1

σr

)
pCM,r, (4.46)

and carry out the collisions in the frame of the local Maxwellian background representation, as

described in Chapter 5. This will result for each marker in a new position z∗r in phase space and

a corresponding background ratio σ∗r = fCM/fLM |z∗r , as well as a first weight increment ∆wLM
from self-collisions. Let us recall that the second weight remains invariant, ∆pLM = 0, as a

result of collisions. Transforming back to the canonical weights, one obtains the corresponding

weight increments from the collisional step:

∆pCM,r = ∆σrpLM,r =

(
σ∗r
σr
− 1

)
pCM,r, (4.47)

∆wCM,r = ∆wLM,r −∆pCM,r = ∆wLM,r −
(
σ∗r
σr
− 1

)
pCM,r. (4.48)

The new phase space positions z∗r , as well as the weights w∗CM,r = wCM,r +∆wCM,r and p∗CM,r =
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pCM,r + ∆pCM,r = pCM,rσ
∗
r/σr of each marker may then be used for carrying out the next

collisionless advection step, thus closing the time loop in Figure 4.2.

Collisionless dynamics
over t

f = f
CM

 + f
CM

weights w
CM

, p
CM

Collisional dynamics
over t

f = f
LM

 + f
LM

weights w
LM

, p
LM

Time Loop

Figure 4.2: Mixed background collisional δf algorithm: Time loop for switching between a canonical
Maxwellian background for stepping the collisionless dynamics and a local Maxwellian background
for stepping the collisional dynamics.

4.5 Parallelization

The ORB5 code is designed in order to run making use of thousands of computer processors

at the same time and is therefore parallelized using the standard Message Passing Interface

(MPI). The ORB5 parallelization schemes are described in detail in Ref. [51]. Some basic

features of the parallelization are recalled here for completeness. Considering a simulation

running on P = PC ×ND processors, the torus as a geometrical object is replicated PC times,

forming PC clones of the torus, and each clone is decomposed into ND domains. Each domain

must handle at least one point of the toroidal grid for solving the quasi-neutrality equation,

such that ND = P/PC 6 Nϕ, Nϕ being the number of grid points in the toroidal direction

for the quasi-neutrality solver. Moreover, Nϕ/ND has to give an integer value, to ensure that

all domains handle the same number of (equidistant) toroidal mesh intervals, essential for load

balancing (same computational load for all processors). The markers are distributed over clones

and domains according to Figure 4.3. The charge deposition on the toroidal 3D grid, essential

for providing the self-consistent fields through the quasi-neutrality equation, is performed by

summing the contributions of all the markers belonging to the different clones corresponding

to a given toroidal domain.

4.6 The solver for the quasi-neutrality equation

Efficiently solving the quasi-neutrality equation (3.51), (3.53) or (3.55) in a toroidal geometry

is a challenging problem. A lot of different studies have adressed the practical issue of solving

numerically the quasi-neutrality equation in the frame of a δf PIC approach and improved

the efficiency of the different algorithms. The remarkable features of the ORB5 solver, which

is extensively described in Refs. [14], [51] and [48], are briefly summarized here. The general

principle is to use a finite element method, similar to the simple solver for the Poisson equation

in one dimension presented in Appendix B. However, the more complex tokamak configuration
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Figure 4.3: ORB5 domain cloning scheme, with markers distributed over the different clones and toroidal
domains. Each block is handled by a processor. Figure courtesy of [51]. Here Pϕ stands for Nϕ.

leads to specific additional issues. The first step is to introduce a grid in the curvilinear

straight-field-line coordinate system (s, θ∗, ϕ) for representing configuration space, considering

(Ns, Nθ∗ , Nϕ) grid points respectively in each direction. The finite element method provides a

representation of the electrostatic potential φ on the mentioned 3D grid as follows:

φ(x, t) =
∑
µ

φµ(t)Λµ(x), (4.49)

where µ = i, j, k is a general 3D index corresponding to the three configuration space directions

(s, θ∗, ϕ) respectively. {Λµ(x)} are tensor products of B-splines (piecewise continuous polyno-

mials), usually chosen of order 3. In the finite element approach, the quasi-neutrality equation

results in a linear system:∑
µ

Mνµφµ = bν , (4.50)

which results from inserting (4.49) in either one of the forms (3.51), (3.53) or (3.55) of the

quasi-neutrality equation and projecting on a test function Λν(x). While the matrix Mνµ is

built once during the initialization phase of the simulation, the electric charge carried by the

markers needs to be assigned at each time step to the different grid points in the vicinity of

the current positions of the markers, in order to build the vector bν , the Right-Hand-Side of

Eq. (4.50). This operation is called the charge assignment and is carried out naturally in the

finite element approach through the projection procedure. Note that the charge density is

summed over the clones for each toroidal grid point, as already mentioned. The charge density

page 58 Thibaut VERNAY, CRPP/EPFL



4.6. The solver for the quasi-neutrality equation

is then Fourier-transformed in the toroidal and poloidal directions. A first filter is applied to

the toroidal Fourier modes n, retaining one particular toroidal mode for linear simulations, a

given range of toroidal modes for turbulence simulations, and only the axisymmetric toroidal

mode n = 0 (or no mode at all) for pure neoclassical studies. As explained in Sec. 4.8 and with

the purpose of reducing the numerical noise, a second filter is applied to the poloidal modes,

retaining the modes m which are such that

|nqs(Ψ)−m| ≤ ∆m (4.51)

for each retained toroidal mode n. qs(Ψ) is here the safety factor profile and ∆m is an input

parameter, typically chosen as ∆m = 5. The same toroidal and poloidal Fourier transforms

are applied to the matrix Mνµ, as well as the same filtering procedure, leading to a field solver

in Fourier space for the poloidal and toroidal directions but remaining in direct space in the

radial direction [48]. Note that, as a result of the linearization of the quasi-neutrality equation

and the axisymmetry of the unperturbed system, different n modes are decoupled when solving

for φ. Due to the toroidal dependence of the applied poloidal filter [see Eq. (4.51)], Nϕ/ND

different transformed and filtered matrices are built in the beginning of the simulation. Solving

the Fourier-transformed linear system gives the electrostatic potential in the toroidal-poloidal

Fourier space. An inverse Fourier transform is then applied in order to get the solution φµ
in the real configuration space. The boundary conditions are φ(s = 1) = 0, as well as an

imposed unicity on magnetic axis: φ(s = 0, θ∗) = φ(s = 0) ∀θ∗. Note that the toroidal-

poloidal Fourier transform implies heavy data transpose according to the chosen parallelization

scheme, which has an important cost in terms of the computer time required for one time loop.

The Fourier transform in the toroidal direction indeed implies that a given processor needs

to have access to the whole toroidal domain data set, which is naturally not the case if the

data are not transposed, according to the parallelization scheme in the toroidal direction. The

size of data which need to be transposed scales with ∼ ρ∗−3 and can thus be responsible for

a significant fraction of the simulation time for large plasmas. More importantly, the data

transpose operations degrade the parallel scalability of the code, i.e. how well the computation

performance scales with the number of processors allocated to a given simulation.

The main limitation of the ORB5 solver is the expansion of the polarization drift term in terms

of k⊥ρLi (long wavelength approximation), as mentioned in Chapter 3. This expansion provides

a solver which is valid only for k⊥ρLi < 1.

The gyroaveraged electric field ∇〈φ〉 involved in Hahm’s equations (3.22) and (3.23) is com-

puted as:

∇〈φ〉 ' 〈∇φ〉 =

〈∑
µ

φµ(t)∇Λµ(x)

〉
=
∑
µ

φµ(t) 〈∇Λµ(x)〉 , (4.52)

where the gyroaverage 〈〉 is taken over a Larmor ring discretized with a finite number of points,

between 4 and 32. This gyroaveraging procedure in fact also appears in the charge assignment

through the gyrodensity δn. In ORB5, the Larmor motion is assumed to lie in the poloidal

plane. Note that the approximation ∇〈φ〉 ' 〈∇φ〉 actually drops a term∼ O(ρ2
Li∇B/aB)� 1.
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4.7 Initial conditions: Loading the markers and the

weights

In ORB5 simulations, the initial distribution of each species is either chosen as the Maxwellian

background, local or canonical, [f(t = 0) = fM)] or a perturbed Maxwellian [f(t = 0) =

fM + δf ]. The initial distribution of the N markers is always chosen uniform over configuration

space and either uniform in the half-plane (v||, v⊥ > 0) with constraint
√
v2
|| + v2

⊥ 6 kvvth(s):

g(s, θ∗, ϕ, v||, v⊥, t = 0) =
NB

B∗||v⊥[πkvvth(s)]2
∫
Js′θ∗′ϕ′ds

′dθ∗′dϕ′
, (4.53)

or uniform in a velocity sphere of radius kvvth(s):

g(s, θ∗, ϕ, v||, v⊥, t = 0) =
NB

B∗||[4πk
3
vv

3
th(s)/3]

∫
Js′θ∗′ϕ′ds

′dθ∗′dϕ′
, (4.54)

where kv = 5 is a constant introducing artificial borders in the velocity space for nu-

merical purposes, kv = ∞ being not feasible. Results are checked to be converged with

kv = 5, a mostly Maxwellian distribution satisfying fM(5vth) ∼ exp(−(5vth)
2) → 0. The

factor B/B∗|| in Eqs. (4.53) and (4.54) comes from the gyrokinetic phase space Jacobian

d6z = (B∗||/m)d3Rdv||dµdα. For a marker r initially at position zr0 in phase space, the weights

are initialized as follows:

wr(t = 0) =
[f(t = 0)− f0]zr0
g(t = 0)|zr0

, (4.55)

pr(t = 0) =
f0|zr0

g(t = 0)|zr0
. (4.56)

4.8 Controlling the numerical noise: Fourier-filtering,

Krook operator and coarse-graining procedure

Due to the PIC representation considered in ORB5, a major impediment to obtaining physically

relevant results is the problem of numerical noise. Noise is diagnosed in ORB5 by examining

the charge density in non-resonant turbulent modes, which are very strongly Landau damped,

and essentially arise due to sampling errors [51]. In order to define a signal-to-noise ratio, the

following definitions are introduced: The signal is defined by the modes of the charge density

inside a certain Fourier filter F , while the noise is defined by the modes outside the Fourier

filter:

signal =

∫ a
0
dr
∑

(n,m)∈F |δn(n,m)(r)|2/a∑
(n,m)∈F

, noise =

∫ a
0
dr
∑

(n,m)6∈F |δn(n,m)(r)|2/a∑
(n,m)6∈F

.

(4.57)
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Invoking the fact that microturbulence is essentially aligned along the magnetic field line, the

filter F retains Fourier modes (n,m) which, at a given radial position Ψ, satisfy the condition

given by Eq. (4.51) . Let us point out that the Fourier modes are computed using a straight-

field-line poloidal angle. The Fourier components outside the filter F are removed from the

density fluctuations before computing the electrostatic field. This is the basic noise-control

procedure.

If the noise becomes large compared to the physical signal, the simulations become irrelevant

and are not further carried out. One must thus ensure that noise is kept as low as possible

and under control. Noise control is especially crucial for simulations with collisions, which

increase the noise due to the random kicks used for representing the diffusive part of the

operators. Collisions indeed lead to weight spreading, in fact adding two additional dimensions

w and p to the extended numerical phase space and thus requiring a new interpretation of

the weights [78], as already discussed in Sec. 4.4.3. ORB5 was already equipped with a noise-

reduction scheme which consists of an artificial decay of the weights through the so-called Krook

operator Sk = −γkδf+Scorr, added to the Right-Hand-Side of Eq. (3.34). γk is the Krook decay

rate, typically much smaller than the maximum linear growth rate of the considered instability.

In ORB5, Scorr is designed in order for Sk to preserve the density, the energy, the parallel velocity

and the zonal flows [49]. Unfortunately this method is not practical in a collisional simulation,

since the required decay rate is at least of the same order as the typical collision frequency, thus

masking the physical effects of collisions. ORB5 therefore also features a newly implemented

noise-control scheme, appropriate for both collisionless and collisional simulations and based on

the coarse-graining procedure proposed in Refs. [20] and [22]. The method involves a periodic

binning of markers in phase space and a reassignment of each weight to the average weight value

of all markers within the bin. This approach ensures a significant weight spreading reduction.

The purpose of the coarse-graining is to reduce the numerical noise, by filtering the high-k

modes both in configuration and velocity space in case of a collisionless run and/or by reducing

the weight spreading in case of a collisional run [20]. The aim of this procedure is to enable

to maintain the signal/noise ratio at a higher level than simulations without coarse-graining,

while retaining the key physics from the simulation. At a given time step, the coarse graining

procedure involves 1) the binning of the markers in the whole gyrokinetic phase space, i.e. a

5D binning, and 2) the smoothing of the marker weights within a same bin, achieved through

the assignment of the marker weights to their average value.

4.8.1 Coarse-graining: 1) binning

Let us describe the critical choice of the bin sizes and number of marker particles. In every

direction of phase space, coarse-graining in fact damps any fluctuation scale which is of the

order or below the corresponding bin size. This damping, being unphysical, must therefore

apply to scales which do not contribute significantly to turbulent transport. This constraint

thus fixes an upper limit on the size of bins. A practical choice for an appropriate coordinate

system and grid resolution for defining the bins is provided by the meshes used in Eulerian-

based gyrokinetic codes [10]. However, for the coarse-graining to be effective, one must ensure

that every marker meets sufficiently often at least one other marker in a same bin at the same

Thibaut VERNAY, CRPP/EPFL page 61



Chapter 4: ORB5 numerical schemes: the δf Particle-In-Cell (PIC) approach

time step. This constraint in turn sets a lower limit on the number of required markers for

a given number of bins. In other words, the binning must not be too large in order not to

damp physically relevant scales and must not be too dense to be efficient. One must emphasize

however that coarse-graining does not need to be applied to each marker at each time step. Such

a constraint would naturally compromise any advantage of a PIC method versus a Eulerian

approach. Practice has shown that, on average, markers need only to undergo an effective

coarse-graining procedure (i.e. meet at least one other marker in the same bin) every n-th time

step for this noise-control method to be efficient, where typically n ∼ 10 for ITG simulations.

As a result, the required ratio of marker number to bin number must be (at least) of order

1/n ∼ 1/10.

Let us define the normalized kinetic energy E = v2/2T (s) and the pitch angle ξ = v||/v. Note

that the energy dimension depends on the radial coordinate through the temperature profile

T (s). A uniform grid in θ∗ is first built, leading to nθ∗ bins. Let us write θ∗0(θ∗) the function

giving the position of the bin center θ∗0 corresponding to θ∗:

θ∗0(θ∗) =

[
FLOOR

(
θ∗ + π

∆θ∗

)
+

1

2

]
∆θ∗ − π, (4.58)

where θ∗ ∈ [−π; π[ and ∆θ∗ = 2π/nθ∗ is the width of the bins along θ∗. FLOOR(x) stands for

the largest integer which is smaller or equal to x. We define a new field-aligned coordinate z:

z = ϕ− qs(s)[θ∗ − θ∗0(θ∗)]. (4.59)

where qs is the safety factor and s =
√

Ψ/Ψedge the normalized radial coordinate. Note that

this field-aligned coordinate enables to use the largest possible bins in the θ∗ direction, which

now parametrizes the position along the magnetic field line. Indeed in the coordinates (s, θ∗, z)

the dependence with respect to θ∗ of a field-aligned fluctuation quantity (such as resulting from

microturbulence) represents the slowly varying envelope along the magnetic field line. The fast

phase variation transverse to the magnetic field is represented by both s and z. The binning is

then defined as a block-structured cartesian grid in the new set of variables (s, θ∗, z, E, ξ). The

number of bins in the θ∗ direction is proportional to the radial coordinate s (s∆θ∗ ∼ const.) in

order to have bins of approximately the same volume, including near the magnetic axis, which

is the center of the polar-like coordinates (s, θ∗). Figure 4.4 shows how the binning follows the

field lines in the (θ∗, ϕ) plane, as well as the bin structure in the (θ∗, z) plane and in the (θ∗, s)

plane. Note that, unless otherwise specified, the grid resolution for the coarse-graining binning

in velocity space is nE × nξ = 64× 64.

4.8.2 Coarse-graining: 2) smoothing

Let us write α the general index identifying a 5D bin. Considering the bin α, we define the

averaged w-weight and p-weight for the markers with index r present in the bin α at a given

page 62 Thibaut VERNAY, CRPP/EPFL



4.8. Controlling the numerical noise: Fourier-filtering, Krook operator and
coarse-graining procedure

time t:

w̄α(t) =
1

Nα(t)

∑
r∈α

wr(t), (4.60)

p̄α(t) =
1

Nα(t)

∑
r∈α

pr(t), (4.61)

where Na(t) is the number of markers in the bin α at time t. Let us consider a marker r in a bin

α, with weights wr(t) and pr(t). Introducing the relaxation rates γw and γp, the modification

brought to both weights of the marker r after a coarse-graining procedure is:

∆wr = N∆t · γw · (w̄α − wr) , (4.62)

∆pr = N∆t · γp · (p̄α − pr) , (4.63)

where N is the number of time steps of length ∆t between which each coarse-graining is

performed. The typical parameters for the ITG simulations considering ρ∗ = 1/180 and ∆t =

0.22[a/cs] are N = 10, γw = 0.45[cs/a] and γp = 0.045[cs/a], determined empirically. The

latter parameters turn out to be inappropriate for TEM turbulence which requires the coarse-

graining to be applied more frequently, at each time step actually, in order to control efficiently

the numerical noise (N = 1, γw∆t = 1). The coarse-graining on the p-weights appears not

to be crucial regarding the simulation behaviour, γp = 0 is thus chosen for TEM turbulence

simulations. Note that, as mentioned, the chosen values are specific to given physical quantities,

like the growth rate of the instability or the collisionality, and are not universal. The only

mandatory requirement is N∆t · γ 6 1, where γ = max(γw, γp). A full relaxation of all weights

in a bin to the averaged weight value corresponds to N∆t · γw = N∆t · γp = 1. The effects of

the coarse-graining on ITG turbulence, as well as a proper choice of the bin size, are studied in

Chapter 7 (Sec. 7.6). The issue of coarse-graining in TEM turbulence simulations is addressed

in Chapter 8.

0

0







B





0




0  s



0




0  z

Figure 4.4: Field-aligned binning in configuration space represented respectively in the (θ∗, ϕ) plane, the (θ∗, s)
plane and the (θ∗, z) plane.
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4.9 Numerical parameters

This Section describes the important numerical parameters used in ORB5 in order to carry out

relevant and converged simulations. Most of the crucial numerical parameters actually depend

on the ρ∗ value, i.e. the sound Larmor radius normalized to the considered plasma minor radius.

Detailed ORB5 convergence tests, both in ITG and TEM regime, have already been performed

in Refs. [51] and [37].

4.9.1 Number of markers

The number of markers, i.e. the accuracy of the distribution sampling, is crucial in order to

obtain relevant results. The important quantity for estimating the relevance of microinstability

simulations is the ratio between the number of markers N and the number of essential Fourier

modes for representing the fluctuations (i.e. modes kept in filter F in Eq. (4.57) [79]). For

collisionless linear runs considering one single toroidal Fourier mode, N ∼ 106− 2 · 106 for each

species provides converged results for CYCLONE-ρ∗ values. Non-linear runs addressing the

issue of turbulence are naturally much more demanding and require N ∼ 100 · 106 − 200 · 106

for each species in a collisionless case considering the CYCLONE-ρ∗ values. The increased

numerical noise due to the numerical treatment of collisions in the frame of a PIC code requires

2 or 3 times more markers for a collisional species. Finally, note that a global neoclassical

simulation, even in absence of electric field, requires a substantial amount of markers, typically

N = 50 ·106−100 ·106 for a standard ρ∗ = 1/150, in order to provide converged and accurately

resolved neoclassical fluxes. This is particularly true for quantities related to off-diagonal terms

of transport matrix such as bootstrap current.

4.9.2 Time step

The chosen time step has to resolve the shortest characteristic time of the considered system:

ωmax∆t � 1, where ωmax is the largest characteristic frequency of the system which may be

given by the mode frequency ω, the transit frequency ωt, the parallel frequency ω|| = k||v||
or the perpendicular frequency ω⊥ = k⊥vE×B of a given species. The bounce frequency ωb
of a given species may provide the shortest time as well, in the frame of a trapped kinetic

response model such as the hybrid model for electrons in ORB5. For ITG simulations involving

adiabatic electrons, the time step is typically ωti∆tITG ∼ 0.03. The suppression of the term

dΨ/dt|0∂fLM/∂Ψ in the gyrokinetic equation or the use of a canonical Maxwellian fCM as

the ion background distribution fi0 allows to increase the time step by a factor ∼ 2. Indeed,

accounting for the term dΨ/dt|0∂fLM/∂Ψ in a simulation starting from a local Maxwellian

background drives spurious zonal flow oscillations in the initial phase of the simulation [80],

thus providing a limiting factor for the time step through the vE×B drift velocity. Including

fully kinetic electrons would bring a correction ∆tTEM '
√
me/mi∆tITG, while the hybrid model

allows the time step to be larger, ∆tTEM '
√
me/mi∆tITG/

√
ε, due to the ratio between the

bounce frequency and the transit frequency ωbe/ωte '
√
ε. In case of electrostatic simulations

with fully kinetic electrons, the limiting factor regarding the time step is the frequency of
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electrostatic shear Alfvén waves ωH , given by:

ωH =
k||
k⊥

√
mi

me

Ωi. (4.64)

Namely, the time step ∆t has to satisfy ωH∆t . 1 [81]. Another requirement related to the

time step in collisional simulations is naturally ν∆t � 1, where ν is the collision frequency.

For reasonable collisionalities, i.e. not too far from the physical collisionality of the considered

tokamak plasma, this latter requirement is always satisfied.

4.9.3 Configuration space grid

The resolution of the configuration space grid used for solving the field equations depends

naturally on the shortest wavelengths which have to be represented. The shortest wavelength

of the simulation system is actually determined by a maximum toroidal wavenumber nmax ∼
k⊥,max. Considering B-splines of order 3, it has been found that 3 points per wavelength are

usually required for an accurate resolution (although the Nyquist limit would be 2 points only),

such that [51]:

Ns >
3

2π
k⊥,maxρs · ρ∗−1, (4.65)

Nθ∗ > 3k⊥,maxρs · ρ∗−1, (4.66)

Nϕ ' Nθ∗/qs(r), (4.67)

where qs is the safety factor and Eq. (4.67) results from fluctuations being aligned along the

magnetic field line. Note that the number of grid points scales with ∼ ρ∗−3. The latter estimates

combined with k⊥,maxρLi ' 0.9 (due to the long-wavelength approximation assumed by the

solver) leads to Ns×Nθ∗×Nϕ = 128×512×256 for ρ∗ = 1/180 and Ns×Nθ∗×Nϕ = 64×256×128

for ρ∗ = 1/80. Note that a wedge option can be used in ORB5, allowing to retain only every

nft-th Fourier modes in the filter and thus reducing the noise. But nft should not be too large,

in order to preserve the non-linear coupling between the different toroidal modes. For typical

CYCLONE-ρ∗ values, nft = 4 is still acceptable.
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Chapter 5

Linearized collision operators for a δf

Particle-In-Cell code

5.1 Introduction

In the gyrokinetic model, different plasma species are coupled through the self-consistent elec-

tromagnetic mean fields related to collective phenomena, as well as through binary interactions

(collisions). A general total collision operator for a given species a is composed of the sum of

contributions related to collisional interactions with all other species b:

C[fa] =
∑
b

Cab[fb, fa], (5.1)

Each term Cab is a non-linear operator with respect to {fa, fb} as will be shown in Eq. (5.10).

In fact Cab[fb, fa] is bi-linear with respect to {fa, fb}. Invoking bi-linearity, each term Cab is

decomposed as follows:

Cab[fb, fa] = Cab[fb,LM , fa,LM ] + Cab[fb,LM , δfa] + Cab[δfb, fa,LM ] + Cab[δfb, δfa]. (5.2)

In practice, a full non-linear collision operator is very demanding and complicated from a

numerical point of view. The operators discretized in ORB5 are thus linearized, i.e. ne-

glecting all the terms of the form Cab[δfb, δfa]. Moreover, ORB5 was originally a code for

a single ion species, and the collision operators have been developed and implemented ac-

cordingly. This Chapter presents the discretization of the linearized self-collision operator,

used for ion-ion and electron-electron collisions, along with the treatment of the electron-

ion collisions. Ion-electron collisions are neglected in ORB5, due to their small frequency

νie/νii ∼
√
me/mi � 1 � νei/νii ∼

√
mi/me. Note that the finite Larmor-Radius-Effects

(FLR) resulting from the change of variables from particle to gyrocenter variables, otherwise

retained in the collisionless gyrokinetic turbulent dynamics, have been neglected in the stan-

dard ORB5 version for implementing the collision operators [82], [83]. Nonetheless, an attempt

to estimate the effects of FLR corrections to collision operators in a PIC code, never used

in practice, is presented in Sec. 5.12. The drift-kinetic approximation for collision operators

is justified if the perpendicular wavelength of the electrostatic perturbation is larger than the

67



Chapter 5: Linearized collision operators for a δf Particle-In-Cell code

Larmor radius. This should be well satisfied for all species in the frame of neoclassical transport

studies. This assumption should also hold for collisional damping of zonal flows as well as for

collisional trapping/detrapping of electrons in the TEM turbulent regime.

5.2 Phenomenology of Coulomb collisions

Two charged particles are considered, with mass m1 and m2 and charge q1 et q2 respectively.

r stands for the relative position vector and v = dr/dt is initially along the axis x (see Figure

5.1). The impact parameter b, the angle α and the deflection angle θ are defined in Figure 5.1.

The reduced mass of the system µ = m1m2/(m1 +m2) is introduced. The relative equation of

motion reads:

µ
dv

dt
=

q1q2

4πε0r3
r. (5.3)

The angular momentum conservation takes the following form:

vb = r2α̇ =⇒ 1

r2
=

α̇

vb
. (5.4)

Using Eqs. (5.3) and (5.4), the relative velocity gain along the axis y can be written as:

∆vy =
q1q2

|q1q2|v sin θ =

∫
q1q2

µ4πε0r2
sinαdt =

q1q2

µ4πε0vb

∫ π−θ

0

sinαdα =
q1q2

µ4πε0vb
(1+cos θ),

(5.5)

or equivalently:

tan
θ

2
=
|q1q2|

4πε0µv2b
=
b0

b
, (5.6)

where b0 = |q1q2|/4πε0µv2 stands for the impact parameter producing a deflection with an angle

of 90o. A relation is thus obtained between the impact parameter and the deflection angle. Note

that the deflection angle is related to the center of mass frame. If the target is much heavier

than the impact particle, then θ ' θL, where θL is the deflection angle in the laboratory frame.

5.3 Suitable expression for collision operators

The collisions of a species a on a species b are described in principle by the full Landau op-

erator [84], which accounts for the binary interaction between the charged particles through

the electrostatic Coulomb fields they generate. In a compact and symmetric form, the Landau

operator reads:

Cab[fb, fa] = −q
2
aq

2
b ln Λ

8πε20ma

∂

∂va
·
∫
U(u) ·

(
fb
ma

∂fa
∂va
− fa
mb

∂fb
∂vb

)
d3vb, (5.7)
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θ
!rb

electron

!F =
−Ze2
4πε0r3

!r

α

!v

X

Y

Figure 5.1: Example of a Coulomb collision, here an electron-ion collision.

where ε0 is the permittivity of free space and ln Λ is the Coulomb logarithm, which is the

integral over the inverse of the collision impact parameter b:

ln Λ =

∫ λD

b0

db

b
. (5.8)

u = va − vb is the collision relative velocity and U is a tensor defined as follows:

U(u) =
1

u
(I− ûû), (5.9)

where û = u/u. The explicit drag and diffusion form of the Landau operator is:

Cab[fb, fa] =
∂

∂va
·
[
Γabfa − ∂

∂va
· (Dabfa)

]
=

q2
aq

2
b ln Λ

8πε20ma

[
∂

∂va
· fa
µab

∫
U(u) · ∂fb

∂vb
d3vb − ∂

∂va∂va
:
fa
ma

∫
U(u)fbd

3vb

]
,

(5.10)

where µab = mamb/(ma+mb) is the reduced mass. The drag vector Γab and the diffusion tensor

Dab are identified in Eq. (5.10):

Γab =
q2
aq

2
b ln Λ

8πε20maµab

∫
U(u) · ∂fb

∂vb
d3vb, (5.11)

Dab =
q2
aq

2
b ln Λ

8πε20m
2
a

∫
U(u)fbd

3vb. (5.12)

Noting that:

∂

∂vb
· U(u) = − ∂

∂u
· U(u) = 2

u

u3
, (5.13)
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the drag vector can be further simplified by integrating by parts:

Γab =
q2
aq

2
b ln Λ

8πε20maµab

∫
U(u) · ∂fb

∂vb
d3vb = − q2

aq
2
b ln Λ

8πε20maµab

∫
fb
∂U

∂vb
d3vb

= − q2
aq

2
b ln Λ

4πε20maµab

∫
fb

u

u3
d3vb. (5.14)

The following Rosenbluth potentials are introduced:

hb(va) =

∫
fb

1

u
d3vb, (5.15)

gb(va) =

∫
fbud3vb. (5.16)

Since ∂hb/∂va = ∂hb/∂u = − ∫ (ufb/u
3)d3vb and ∂2gb/∂va∂va =

∫
(∂2u/∂va∂va)fbd

3vb =∫
(∂2u/∂u∂u)fbd

3vb =
∫
U(u)fbd

3vb, the drag vector and the diffusion tensor are rewritten

using the Rosenbluth potentials:

Γab =
q2
aq

2
b ln Λ

4πε20maµab

∂hb
∂va

, (5.17)

Dab =
q2
aq

2
b ln Λ

8πε20m
2
a

∂2gb
∂va∂va

. (5.18)

5.4 Collisions on a Maxwellian background

and linearization

The case where fb is a local Maxwellian fb,LM is considered first. The distribution fa is decom-

posed into a Maxwellian background fa,LM and a perturbed part δfa:

Cab,LM [fb,LM , fa] = Cab,LM [fb,LM , fa,LM ] + Cab,LM [fb,LM , δfa]. (5.19)

The collisions of the Maxwellian fa,LM on the Maxwellian fb,LM are computed from Eq. (5.7):

Cab,LM [fb,LM , fa,LM ] =
q2
aq

2
b ln Λ

8πε20ma

∂

∂va
· fa,LM

∫
U(u) ·

(
va
Ta
− vb
Tb

)
fb,LMd3vb. (5.20)

It implies that Cab,LM [fb,LM , fa,LM ] = 0 if Ta = Tb, since U(u)·u = 0. The hypothesis Ta = Tb is

clearly satisfied for self-collisions. For electron-ion collisions, we assume ve � vi (the so-called

Lorentz approximation), which leads to U(u) · (ve/Te − vi/Ti) ' U(ve) · ve/Te = 0, and as a

consequence to Cei[fi,LM , fe,LM ] ' 0 according to Eq. (5.20), even if Te 6= Ti. In other words, the

thermalization process between electrons and ions is neglected in the Lorentz approximation.

The Rosenbluth potentials hb,LM and gb,LM , associated to the Maxwellian distribution fb,LM
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and given respectively by Eqs. (5.15) and (5.16), may be computed analytically:

hb,LM(va) =
nb

(2π)3/2v3
thb

∫
e−v

2
b/2v

2
thb

|va − vb|d
3vb =

nb
va

erf

(
va√
2vthb

)
, (5.21)

gb,LM(va) =
nb

(2π)3/2v3
thb

∫
|va − vb|e−v2

b/2v
2
thbd3vb

=
nbv

2
thb

va

[(
1 +

v2
a

v2
thb

)
erf

(
va√
2vthb

)
+

√
2

π

va
vthb

exp

(
− v2

a

2v2
thb

)]
,

(5.22)

where erf(x) = (2/
√
π)
∫ x

0
exp(−t2)dt is the error function. Two dimensionless functions Hb

and Kb are introduced [20]:

Hb(va) =
v3
thb

v3
a

[
erf(va/

√
2vthb)−

√
2

π

va
vthb

exp(−v2
a/2v

2
thb)

]
, (5.23)

Kb(va) =
v3
thb

v3
a

[(
v2
a

v2
thb

− 1

)
erf(va/

√
2vthb) +

√
2

π

va
vthb

exp(−v2
a/2v

2
thb)

]
. (5.24)

In the special case of collisions on a Maxwellian background, making use of the Maxwellian

Rosenbluth potentials (5.21) and (5.22) in the expressions for the drag vector (5.17) and the

diffusion tensor (5.18), respectively, leads to:

Γab,LM = − ν̄abv
3
tha

2v3
thb

(
1 +

ma

mb

)
Hb(va)va, (5.25)

Dab,LM =
ν̄abv

3
tha

4vthb

(
Kb(va)

[
I− vava

v2
a

]
+ 2Hb(va)

vava
v2
a

)
, (5.26)

where the thermal collision frequency ν̄ab has been identified:

ν̄ab =
nbq

2
aq

2
b ln Λ

2πε20m
2
av

3
tha

. (5.27)

The collisions of a species a on the Maxwellian background of a species b are finally written as:

Cab,LM [fb,LM , δfa] =
∂

∂va
·
[
Γab,LMδfa − ∂

∂va
·Dab,LMδfa

]
, (5.28)

where Γab,LM and Dab,LM are given by Eqs. (5.25) and (5.26) respectively. The spherical

coordinates in velocity space (v, θ, α) are introduced. We note that:

∂

∂v
·
[
I− vv

v2

]
· ∂
∂v

=
1

v2

[
1

sin θ

∂

∂θ

(
sin θ

∂

∂θ

)
+

1

sin2 θ

∂2

∂α2

]
:= − 1

v2
L̂2, (5.29)

where the Lorentz operator L̂2 has been defined, which shows a clear similarity with respect

to the angular momentum operator from quantum mechanics. In Eq. (5.29), θ is a pitch angle

variable such that cos θ = v||/v = ξ. Note that the last term of the Lorentz operator defined by

Thibaut VERNAY, CRPP/EPFL page 71



Chapter 5: Linearized collision operators for a δf Particle-In-Cell code

Eq. (5.29) falls for gyroaveraged distributions. Using the drag vector (5.25) and the diffusion

tensor (5.26), the collisions of the perturbed part δfa on the Maxwellian background fb,LM may

be expressed explicitely as the sum of a pitch angle scattering term and a thermalization term:

Cab,LM [fb,LM , δfa] =
ν̄ab
4

v3
tha

v3
thb

Kb(va)v
2
thb

v2
a

L̂2δfa

− ν̄ab
2v2

a

v3
tha

v3
thb

∂

∂va

[
v4
a

Hb(va)v
2
thb

v2
a

fa,LM
∂

∂va

(
δfa
fa,LM

)]
. (5.30)

Considering now the collisions of fa,LM on a perturbed part δfb related to the species b,

Ca,LM,b[δfb, fa,LM ] is computed from Eq. (5.7), assuming again Ta = Tb:

Ca,LM,b[δfb, fa,LM ] =
q2
aq

2
b ln Λ

8πε20mamb

∂

∂va
· fa,LM

∫
U(u) · ∂

∂vb

(
δfb
fb,LM

)
fb,LMd3vb, (5.31)

which is an integral operator on δfb. Combining the collisions of the perturbed part δfa on the

background fb,LM [Eq. (5.30)] and the background reaction [Eq. (5.31)] gives the full linearized

Landau operator:

C lin
ab [fb, fa] =

ν̄ab
4

v3
tha

v3
thb

Kb(va)v
2
thb

v2
a

L̂2δfa

− ν̄ab
2v2

a

v3
tha

v3
thb

∂

∂va

[
v4
a

Hb(va)v
2
thb

v2
a

fa,LM
∂

∂va

(
δfa
fa,LM

)]
+
ν̄abv

3
tha

4nb

ma

mb

∂

∂va
· fa,LM

∫
U(u) · ∂

∂vb

(
δfb
fb,LM

)
fb,LMd3vb. (5.32)

The first two terms of the linearized operator (5.32) correspond in fact to collisions of species a

on species b in the test-particle operator CTP [δfa], as defined by Eq. (3.32), while the last term

of the linearized operator (5.32) is included in the background reaction operator CBR[fa,LM ]

given by Eq. (3.33). Note that the term Cab[δfb, δfa] is neglected in the operator (5.32) as a

result of the linearization process.

5.5 The self-collision operator

In ORB5, the linearized operator (5.32) is used for self-collisions, both for ions (C lin
ii [fi, fi])

and electrons (C lin
ee [fe, fe]), satisfying thus automatically the condition Ta = Tb. Dropping the

index for the considered species (ions or electrons) and defining v = v/vth, the dimensionless

functions H and K, following Eqs. (5.23) and (5.24), become:

H(v) =
1

v3

[
erf(v/

√
2)−

√
2

π
ve−v2/2

]
, (5.33)

K(v) =
1

v3

[
(v2 − 1)erf(v/

√
2) +

√
2

π
ve−v2/2

]
, (5.34)

G(v) =
(
2v2 − 1

)
H(v)−K(v), (5.35)
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having defined the additional function G(v). The drag vector Γ and the diffusion tensor D for

self-collisions are written as follows [20], according to Eqs. (5.25) and (5.26):

Γ = −ν̄H(v)v, (5.36)

D =
ν̄ v2

th

4

(
K(v)

[
I− vv

v2

]
+ 2H(v)

vv

v2

)
, (5.37)

with I the identity tensor and

ν̄ =
nq4 ln Λ

2πε20m
2v3
th

(5.38)

being the thermal self-collision frequency for the species with mass m, charge q, thermal velocity

vth =
√
T/m and background density n. The linearized self-collision operator Ĉ thus reads,

similarly to the operator (5.32):

Ĉ(f) = C[fLM , δfLM ] + C[δfLM , fLM ], (5.39)

where C[fLM , δfLM ] is included in the test-particle operator CTP defined by Eq. (3.32) and

C[δfLM , fLM ] is included in the background reaction operator CBR defined by Eq. (3.33). The

operator C[fLM , δfLM ] is explicitely decomposed into a pitch angle scattering term and a ther-

malization term:

C[fLM , δfLM ] =
νD(v)

2
L̂2δfLM − 1

v2

∂

∂v

[
v4

2
ν||(v)fLM

∂

∂v

(
δfLM
fLM

)]
. (5.40)

having defined νD(v) = ν̄K(v)/2v2 the pitch angle frequency and ν||(v) = ν̄H(v)/v2 the ther-

malization frequency. Note that the thermalization term in (5.40) may be cast into the sum of

a parallel drag term and an energy diffusion term:

C[fLM , δfLM ] =
νD(v)

2
L̂2δfLM︸ ︷︷ ︸

pitch angle scattering

− ν̄v
2
th

2

∂

∂v
·
[(

2H(v)

v2
th

− K(v)

v2

)
δfLMv

]
︸ ︷︷ ︸

parallel drag

− ν̄v2
th

2

∂2

∂v∂v
:
[
H(v)δfLM

vv

v2

]
︸ ︷︷ ︸

energy diffusion

. (5.41)

The term C[δfLM , fLM ] in Eq. (5.39) is the background reaction which ensures conservation

of mass, momentum and kinetic energy of the linearized self-collision operator. For practical

reasons, to avoid having to reconstruct δfLM and taking its velocity derivative at each time step,

operations strongly subject to numerical noise in a δf PIC code, one does not implement the

exact form of this operator, as derived directly from the Landau operator and being the last term

on the RHS of Eq. (5.32), but makes use of an approximate form C[δfLM , fLM ] ' fLMB(δfLM)

[85], [20]:

C[δfLM , fLM ]

fLM
' B(δfLM) =

1

n(x)

{
6
√
πH(v)

δP||v||
v2
th

+
√
π G(v)

δE
v2
th

}
, (5.42)
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where δP|| and δE are respectively the changes in the parallel momentum and the kinetic energy

of the perturbation distribution due to the operator defined in Eq. (5.40):

δP||(δfLM ,x) = −
∫
C[fLM , δfLM ]v||d

3v, (5.43)

δE(δfLM ,x) = −
∫
C[fLM , δfLM ]v2d3v. (5.44)

Let us notice that, due to the invariance of the distribution function with respect to the gy-

roangle, we only need to consider the variation of the parallel component of the velocity in

Eq. (5.43). The operator B, although a physical simplification, nevertheless satisfies the local

conservation properties. The functional form of Eq. (5.42) indeed ensures:∫
fLMB(δfLM)d3v = 0, (5.45)∫

fLMB(δfLM)v||d
3v = δP||(δfLM ,x), (5.46)∫

fLMB(δfLM)v2d3v = δE(δfLM ,x). (5.47)

The operators C[fLM , δfLM ] and fLMB(δfLM) thus together conserve parallel momentum and

kinetic energy and individually conserve mass. One can furthermore show [85], [20] that the

operators (5.40) and (5.42) verify properties of self-adjointness and positivity, thus satisfying

the H-theorem (increase of entropy through Coulomb collisions) and leading to the fact that a

linearized shifted Maxwellian of the form:

δfLM = fLM

(
c1 + c2

v||
vth

+ c3
v2

v2
th

)
(5.48)

is annihilated by the total collision operator, i.e. C[fLM , δfLM ] + fLMB(δfLM) = 0, where c1,

c2 and c3 are arbitrary constants.

5.6 The Lorentz approximation

The Lorentz approximation assumes ma � mb and thus va � vthb. Since:(
vthb
va

)5

= lim
va�vthb

Hb(va)v
2
thb

v2
a

� lim
va�vthb

Kb(va)v
2
thb

v2
a

=

(
vthb
va

)3

, (5.49)

the operator (5.30) takes the following simple form in the Lorentz approximation:

CLorentz
ab,LM [fb,LM , δfa] =

ν̄ab
4

(
vtha
va

)3

L̂2δfa. (5.50)
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Within the Lorentz approximation, U(u) = U(va) and the operator (5.31) becomes, writing

here Ta = Tb := T :

CLorentz
a,LM,b [δfb, fa,LM ] =

q2
aq

2
b ln Λ

8πε20maT

∂

∂va
· U(va)fa,LM ·

∫
δfbvbd

3vb︸ ︷︷ ︸
nbδ〈vb〉

= − q
2
aq

2
b ln Λ

8πε20maT
2
va
v3
a

fa,LMnb · δ〈vb〉. (5.51)

The full linearized operator in the Lorentz approximation is thus:

CLorentz
ab [fb, fa] =

ν̄ab
4

[(
vtha
va

)3

L̂2δfa − 2vtha
va
v3
a

fa,LM · δ〈vb〉
]
. (5.52)

The second term on the RHS of Eq. (5.52), which assumes Ta = Tb contrary to the first term,

is the momentum conserving term and may in general be neglected if there is no large flow in

the considered system.

5.7 The electron-ion collision operator

The operator (5.52) neglecting the momentum conserving term is used in ORB5 for the collisions

of electrons on ions. Invoking the low electron-ion mass ratio, me/mi � 1, the electron-ion

collisions are modeled by the Lorentz operator, assuming immobile ions in the lab frame:

Cei[fi, fe] = νei(v)L̂2fe, (5.53)

where:

L̂2 = −
[
∂

∂ξ
(1− ξ2)

∂

∂ξ
+

1

1− ξ2

∂2

∂α2

]
, (5.54)

having introduced the pitch angle variable ξ = v||/v and the gyroangle α. Considering the

decomposition fe = fLM,e + δfLM,e, one obtains:

Cei[fi, fe] = Cei[fi, δfLM,e] = νei(v)L̂2δfLM,e, (5.55)

having noted that Cei[fi, fLM,e] = 0, as the Lorentz operator annihilates any isotropic velocity

distribution function. The electron-ion collision frequency νei(v) is given by:

νei(v) =
ν̄ei
4

(vthe
v

)3

, (5.56)

ν̄ei =
niZ

2e4 ln Λ

2πε20m
2
ev

3
the

, (5.57)

where me is the electron mass and vthe =
√
Te/me is the electron thermal velocity. It is assumed

that the Coulomb logarithm ln Λ is constant over the whole plasma, and one approximates

ni ' ni0(Ψ) for computing the collision frequency, where ni0(Ψ) is the density of the ion local
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Maxwellian background. The distribution being invariant with respect to α in the gyrokinetic

description, the operator Cei thus reduces to:

Cei[fi, δfLM,e] = −νei(v)
∂

∂ξ

[
(1− ξ2)

∂δfLM,e

∂ξ

]
. (5.58)

5.8 The Langevin approach for solving

the Fokker-Planck equation

In order to introduce the Langevin approach used for the practical implementation of the col-

lision operators in ORB5, a general form for the Fokker-Planck equation is derived here by

considering a general 1D phase space (x, t) and a collection of particles subjected to determin-

istic and stochastic motion. Let us introduce P (x1, x2, t1, t2) · (x2 − x1) the probability that a

particle moves from a position x1 to a position x2 between the times t1 and t2. f(x, t) is the

statistical particle distribution, which can be obtained from:

f(x, t) =

∫
f(x−∆x, t−∆t)P (x−∆x, x, t−∆t, t)d∆x. (5.59)

Assuming small deflections ∆x, Eq. (5.59) is Taylor-expanded with respect to ∆x:

f(x, t) ' f(x, t−∆t)

∫
P (x−∆x, x, t−∆t, t)d∆x︸ ︷︷ ︸

1

− ∂

∂x

f(x, t−∆t)

∫
∆xP (x−∆x, x, t−∆t, t)d∆x︸ ︷︷ ︸

〈∆x〉



+
1

2

∂2

∂x∂x

f(x, t−∆t)

∫
∆x∆xP (x−∆x, x, t−∆t, t)d∆x︸ ︷︷ ︸

〈∆x∆x〉

 . (5.60)

Eq. (5.60) is divided by ∆t to be written:

f(x, t)− f(x, t−∆t)

∆t
+

∂

∂x

[〈∆x〉
∆t

f(x, t−∆t)

]
− ∂2

∂x∂x

[〈∆x∆x〉
2∆t

f(x, t−∆t)

]
= 0.

(5.61)

Taking the limit ∆t→ 0 provides the Fokker-Planck equation:

∂f

∂t
+

∂

∂x
(Γf)− ∂2

∂x∂x
(Df) = 0, (5.62)
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where the drag coefficient Γ and the diffusion coefficient D are defined as follows:

Γ = lim
∆t→0

〈∆x〉
∆t

, (5.63)

D = lim
∆t→0

〈∆x∆x〉
2∆t

. (5.64)

Solving Eq. (5.62) through the Langevin approach requires the introduction of particles for

modelling the distribution f . The time evolution of f is accounted for through individual

particle motion. The position in phase space of the particle i at a given time t, xi(t), is

computed from the position of the particle i at the previous time step xi(t−∆t) as follows:

xi(t) = xi(t−∆t) + 〈∆x〉+R
√
〈∆x∆x〉 = xi(t−∆t) + Γ∆t+R

√
2D∆t, (5.65)

where the introduction of the random numberR, sampled from a PDF of average 0 and variance

1, is required by the diffusive motion related to the second moment of the probability function

P [the last term on the RHS of Eq. (5.60)]. The Langevin approach provides a sound basis for

implementing collisions and the corresponding diffusive processes in a Particle-In-Cell code.

5.9 δf PIC implementation of the

Lorentz e-i collision operator

The electron-ion collision operator defined by Eq. (5.55) contributes to the test particle operator

CTP [as defined by Eq. (3.32)], which, through random kicks, affects the marker trajectories

in velocity space according to the Langevin approach briefly described in Sec. 5.8. Effectively,

only the pitch angle direction ξ of the markers is modified. No background reaction operator

CBR appears in the electron-ion collisions, and the w-weight equation is thus unaffected by this

type of collisions. Rewriting the e-i collision operator (5.58) as follows:

Cei[fi, δfLM,e] = −νei(v)

{
∂

∂ξ
(2ξδfLM,e) +

∂2

∂ξ2
[(1− ξ2)δfLM,e]

}
, (5.66)

enables to conveniently identify the corresponding drag and diffusion in the ξ-direction. The

random increment ∆ξ on the pitch angle variable resulting from e-i collision over an infinitesi-

mally small time step ∆t may thus be evaluated as:

∆ξ = −2ξνei(v)∆t+R
√

2(1− ξ2)νei(v)∆t, (5.67)

where R is a random number sampled from a PDF with average 0 and variance 1. In practice,

making use of (5.67) for a finite time step may however result in ξout = ξ + ∆ξ falling out-

side of its correct interval [−1, 1]. For the purpose of conveniently treating e-i collisions, one

thus temporarily expands the 2-dimensional gyrokinetic velocity space back to 3 dimensions as

follows: at any configuration space point R, one starts by defining ê⊥ as an arbitrary unitary

vector perpendicular to b̂. The incoming velocity, i.e. before the collisional kick, of a given

particle at R is defined as vin = v||b̂ + v⊥ê⊥, with v⊥ =
√

2B(R)µ/m. As shown in Figure

Thibaut VERNAY, CRPP/EPFL page 77



Chapter 5: Linearized collision operators for a δf Particle-In-Cell code

5.2, one then expands the velocity space to 3-dimensions by introducing a first orthonormal

coordinate system (x, y, z) with êz := b̂ and êy := ê⊥. A second orthonormal coordinate system

(x′, y′, z′) is then defined, such that êx′ := êx and êz′ := vin/vin. Let us introduce the spherical

angles (θ, α) associated with the system (x′, y′, z′). In these variables, it is recalled that the e-i

collision operator reads:

Ceif = −νei(v)

[
1

sin θ

∂

∂θ

(
sin θ

∂f

∂θ

)
+

1

sin2 θ

∂2f

∂α2

]
. (5.68)

One clearly has θin = 0. The angles θout = ∆θ and αout for the outgoing velocity following the

kick are obtained by taking two random angles: αout from a uniform distribution between 0 and

2π, while ∆θ = 2R√νei(v)∆t is computed making use of R sampled from a PDF of average 0

and variance 1 [86]. The new velocity reads:

vout = vin[sin(∆θ) cos(αout)êx′ + sin(∆θ) sin(αout)êy′ + cos(∆θ)êz′ ]. (5.69)

Note that the property vin = vout is verified exactly, i.e. with no discretization error. Performing

the reverse change of coordinates from (x′, y′, z′) to (x, y, z) finally gives:

v||,out = vout · êz = vout ·
(
−
√

1− ξ2
inêy′ + ξinêz′

)
= vin

[
− sin(∆θ) sin(αout)

√
1− ξ2

in + ξin cos(∆θ)

]
, (5.70)

v2
⊥,out = v2

in − v2
||,out, (5.71)

providing the outgoing gyrokinetic variables
(
v||,out, µout = mv2

⊥,out/2B
)
. The outgoing pitch

angle variable ξout = − sin(∆θ) sin(αout)
√

1− ξ2
in + ξin cos(∆θ) resulting from (5.70) verifies

ξout ∈ [−1, 1] by construction even for finite values of ∆θ, which thus resolves the practical

issue related to the scheme based on Eq. (5.67).

5.10 δf PIC implementation of the self-collision operator

5.10.1 Handling the test particle operator C[fLM , δfLM ]

Similarly to the Lorentz operator, this part of the linearized self-collision operator is accounted

for through appropriately defined random kicks to marker trajectories. Introducing again

(x, y, z) and (x′, y′, z′), the orthogonal systems defined in Sec. 5.9, and making use of the

Rosenbluth potentials defined by Eqs. (5.33) and (5.34), the velocity increments related to

the Langevin method for like-species collisions can be written, according to Eqs. (5.36) and
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Figure 5.2: Extended 3-dimension velocity space for random kicks, with the different coordinate systems. The
velocities before the kick vin and after the kick vout are shown.

(5.37) [20]:

∆vx′ = vth

√
K(v)ν̄∆t

2
R1,

∆vy′ = vth

√
K(v)ν̄∆t

2
R2,

∆vz′ = −H(v)vν̄∆t+ vth
√
H(v)ν̄∆t R3, (5.72)

where R1, R2, and R3 are three independent random numbers sampled from a PDF with

average 0 and variance 1. Going back to gyrokinetic velocity variables provides the new values(
v||,out, µout = mv2

⊥,out/2B
)

with:

v||,out =
1

vin
[−∆vy′v⊥,in + (vin + ∆vz′)v||,in], (5.73)

v2
⊥,out = ∆v2

x′ +
1

v2
in

[∆vy′v||,in + (vin + ∆vz′)v⊥,in]2. (5.74)

Notice that by working temporarily in the expanded 3-dimensional velocity space avoids similar

practical problems related to the bounded pitch angle variable space as for the e-i Lorentz

collision operator.

5.10.2 Handling the background reaction operator C[δfLM , fLM ]

The background reaction operator C[δfLM , fLM ] is handled in the w-weight equation according

to Eq. (4.31) in Chapter 4, which is recalled here for the sake of completeness:

dwr
dt

∣∣∣∣
coll

= −pr 1

fLM
C[δfLM , fLM ]

∣∣∣∣
(zr(t),t)

. (5.75)
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The functional form for C[δfLM , fLM ] is chosen as in Eq. (5.42). A straightforward estimation

for the fields δP|| and δE would be given by [87] [85]:

δP||(x) =
∑
r

wr
∆v||,r

∆t

∣∣∣∣
coll

δ(x− xr), (5.76)

δE(x) =
∑
r

wr
∆(v2

r)

∆t

∣∣∣∣
coll

δ(x− xr). (5.77)

where ∆/∆t|coll stands for the variations due to self-collisions on the background. However, such

an approach does not ensure exact conservation of mass, parallel momentum and energy, as it

suffers from numerical errors related to the finite time stepping and to the statistical description

with a finite number of markers. A modified scheme suggested by Satake et al. [88] has been

implemented in ORB5 which ensures conservation of the three velocity moments within each

configuration space bin α exactly, i.e. to numerical round-off. Let us briefly rederive here the

underlying algorithm. In the time stepping algorithm, the integration of Eq. (5.75) follows the

test particle scattering of markers off the background, which as described in Sec. 5.10.1 accounts

for the contribution C[fLM , δfLM ] of the linearized self-collision operator. As a result of this

scattering, each marker r, having an incoming velocity vin,r, is reassigned a new outgoing

velocity vout,r = vin,r + ∆v. The integration of (5.75) can be written similarly as wout,r =

win,r + ∆wr. In view of computing ∆wr according to Eqs. (5.42) and (5.75), one considers the

following functional form:

∆wr = − pr
nα

[
(1− 3

√
πG(v))∆Nα + 6

√
πH(v)

∆P||αv||out,r
v2
thα

+
√
πG(v)

∆Eα
v2
thα

]
, (5.78)

where the functions H and G given by Eqs. (5.33) and (5.35) are evaluated at the normalized

outgoing velocity v = vout,r/vthα, nα and vthα being the background density and thermal velocity

at the center of the bin α in which the marker is currently localized. The parameters ∆Nα,

∆P||α and ∆Eα, specific to each bin, are to be determined so as to ensure exact conservation

of the velocity moments. In particular, note the additional term proportional to ∆Nα in

Eq. (5.78) compared to (5.42), whose purpose is to ensure conservation of mass to round-off

despite numerical discretization errors. Conservation of moments within the bin α of volume

∆Vα over the full discretized collision step reads:∑
r∈α

win,r =
∑
r∈α

wout,r =⇒ 1

∆Vα

∑
r∈α

∆wr = 0, (5.79)

∑
r∈α

win,rv||in,r =
∑
r∈α

wout,rv||out,r =⇒ 1

∆Vα

∑
r∈α

∆wrv||out,r = −∆P||α, (5.80)

∑
r∈α

win,rv
2
in,r =

∑
r∈α

wout,rv
2
out,r =⇒ 1

∆Vα

∑
r∈α

∆wrv
2
out,r = −∆E||α, (5.81)

where ∆P||α =
∑

r win,r∆v||,r/∆Vα and ∆E||α =
∑

r win,r∆(v2
r)/∆Vα, having defined ∆v||,r =

v||out,r − v||in,r and ∆(v2
r) = v2

out,r − v2
in,r. Inserting (5.78) into (5.79), (5.80), (5.81) provides a

linear system of three equations for the parameters (∆Nα,∆Pα,∆Eα) which can be written as
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follows:

Mα

 ∆Nα

∆Pα
∆Eα

 =

 0

∆P||α
∆Eα

 , (5.82)

with:

Mα =
1

∆Vα

∑
r∈α

pr
nα

 1

v||out,r
v2
out,r

([1− 3
√
πG], 6

√
πH

v||out,r
v2
thα

,
√
πG

1

v2
thα

)
. (5.83)

The matrix Mα and the RHS of system (5.82) must be computed separately for each bin α and

at each collisional time step. The solution of (5.82) provides the coefficients (∆Nα,∆Pα,∆Eα),

which are then inserted into Eq. (5.78), thus enabling to finally compute the weight increments

∆wr, and fully complete the self-collision stepping. The algorithm clearly ensures exact numer-

ical conservation of the velocity moments by construction. In the limit of a large number of

markers per bin, as well as ∆Vα → 0, the scheme obviously converges to the original equation

(5.42) for the background reaction. In particular, note that in this limit, the matrix Mα reduces

to:

Mα =

∫
d3v

fLM
n0

 1

v||
v2

([1− 3
√
πG], 6

√
πH

v||
v2
th

,
√
πG

1

v2
th

)
= I, (5.84)

so that, according to (5.82), ∆Nα = 0, ∆Pα = ∆P||α and ∆Eα = ∆Eα as in Eq. (5.42).

5.10.3 Field-aligned binning for the background reaction

The numerical implementation of the background reaction procedure described in Sec. 5.10.2

requires a binning in the 3D configuration space. In ORB5, the background reaction binning,

written by Ben McMillan, is field-aligned in order to take advantage of the microturbulence

structure which develops mainly along the magnetic field lines. The size of the binning grid

(ns, nθ∗ , nϕ), different from the size of the field solver grid which is not field-aligned, is an input

parameter. Note that the field-aligned binning for the background reaction term is similar but

not strictly equivalent to the binning in configuration space for the coarse-graining procedure

described in Sec. 4.8, the field-aligned coordinate being differently defined as explained in this

Section and shown in Figure 5.3 (a). For axisymmetric runs, i.e. neoclassical runs or runs

considering no electric field as presented in Chapter 6, a binning in the 2D poloidal plane

(s, θ∗) (not field-aligned, with a single bin in the toroidal direction) is used, as presented in

Figure 5.3 (b). However, the same binning as for coarse-graining in configuration space should

in fact be used for the background reaction term of the self-collision operator as well. Note

that the required number of bins related to collision operator background reaction is typically

provided by the grid used by a field-aligned solver for the fluctuating fields.
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Figure 5.3: (a) Field-aligned binning for the background reaction term of the self-collision operator. (b)
Binning used for neoclassical runs, with a single bin in the toroidal direction (not field-aligned).

5.10.3.1 Radial direction

The binning is uniform in s =
√

Ψ/Ψedge. Introducing the bin size ∆s = (smax − smin)/ns,

where smin and smax are the lower and upper radial boundary respectively (smin 6 s < smax),

the related index is given by:

is = INT

[
s− smin

∆s

]
+ 1, (5.85)

where INT(x) is the function retaining only the integer part of x.

5.10.3.2 Toroidal direction, global treatment

Ignoring so far the parallelization issues, one first defines a global toroidal index, similarly to

the radial index:

iϕ = INT

[
ϕ

∆ϕ

]
+ 1, (5.86)

where ϕ ∈ [0; 2π[ and ∆ϕ = 2π/nϕ is the width of the bins along ϕ.

5.10.3.3 Poloidal direction

The following field-aligned coordinate is introduced:

y = θ∗ − 1

qs(s)
[ϕ− ϕ0(ϕ)], (5.87)
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qs being the safety factor and ϕ0(ϕ) being the function giving the position of the bin center ϕ0

corresponding to ϕ, defined as:

ϕ0(ϕ) =

(
iϕ − 1

2

)
∆ϕ. (5.88)

The number of grid points in the y-direction does vary with the radial coordinate:

ny = FLOOR

[
smin + is∆s

smax
nθ∗

]
, (5.89)

where the function FLOOR is defined in Sec. 4.8.1. The related index is computed as follows:

iy = FLOOR

[
Modulo(y, 2π)

2π
ny

]
+ 1, (5.90)

The choice of the field-aligned coordinate y allows to take the largest possible bins in the

toroidal direction ϕ, which now parametrizes the position along the field line.

5.10.3.4 Parallelization in the toroidal direction

The toroidal direction requires particular attention since part of the parallelization is based on

domain decomposition, which is performed along the toroidal angle as explained in Sec. 4.5.

The treatment of the nϕ toroidal bins thus depends on the number of domains ND in this

direction.

Case ND > nϕ

It is the usual case. Here the final binning index α = (is, iy, iϕ) does not depend on the toroidal

direction since each field domain gets only one toroidal bin. It is computed as follows:

α = (is − 1)nθ∗ + iy. (5.91)

The different binned quantities have then to be summed over the clones, and over the field

domains covered by each toroidal collision bin.

Case ND < nϕ

This case is rare in practice. Here each field domain gets nϕ,loc bins in the toroidal direction.

We define a local toroidal index iϕ,loc(iϕ) which locates the bin within the local field domain.

The final binning index is given by:

α = [(is − 1)nθ∗ + (iy − 1)]nϕ,loc + iϕ,loc. (5.92)

Note that Eq. (5.92) is equivalent to Eq. (5.91) for nϕ,loc = iϕ,loc = 1, as expected. The different

binned quantities have then to be summed over the clones.

As for the coarse-graining bins, the bins for collisions must be small compared to characteristic

variations and as large as possible for statistics. This is ensured by the natural field-aligned

coordinate system. Note that the practical implementation of the background reaction operator

and the associated procedure to conserve exactly the different moments of the distribution
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require at least ∼ 10 − 20 markers per bin in configuration space. In turbulence simulations,

where more than 100 ·106 markers are used, the size of the binning grid (ns, nθ∗ , nϕ) may easily

be chosen similarly to the grid size of a field-aligned solver for the quasi-neutrality equation.

A problem may nevertheless arise in case of linear simulations, where the number of markers

is ∼ 106. The number of bins for the background reaction has thus to be reduced accordingly,

with a priori possible consequences on the linear physics of the mode. This issue is addressed

in Chapter 8.

5.11 Basic tests

5.11.1 Lorentz operator for electron-ion collisions

In order to test the relevant behaviour of the discretized Lorentz operator, its analytical prop-

erties are studied. The Legendre polynomials Pl(ξ) defined in Sec. B.2.1 of Appendix B, where

ξ = v||/v is the pitch angle variable, are eigenfunctions of the Lorentz operator, namely:

L̂2Pl(ξ) = l(l + 1)Pl(ξ), (5.93)

where l = 0, 1, 2, ... is a positive integer. We consider the simple relaxation of a distribution δf

in the pitch angle space according to the Lorentz operator scattering, described by the equation:

∂δf

∂t
= −νL̂2δf, (5.94)

ν being the relaxation rate. The distribution is decomposed into Legendre polynomials:

δf(ξ, t) =
∑
l

cl(t)Pl(ξ). (5.95)

Introducing Eq. (5.95) into Eq. (5.94) yields the time evolution of the coefficients cl:

cl(t) = cl(t = 0) exp[−l(l + 1)νt]. (5.96)

In Figure 5.4 (a), the analytical damping given by Eq. (5.96) is compared successfully to the

numerical damping predicted by the discretized form of the Lorentz operator for

δf(ξ, t = 0) = P2(ξ) =
(3ξ2 − 1)

2
. (5.97)

Note that the simulation corresponding to Figure 5.4 (a) has been performed with an initial

marker distribution uniform in ξ-space, which is not affected by the Lorentz operator. A

marker distribution which is initially Gaussian in ξ-space becomes uniform in ξ-space through

the Lorentz operator scattering after several collision times, as checked in Figure 5.4 (b).

The diffusive nature of the electron detrapping through the Lorentz operator scattering can be

emphasized. A simulation of pure collisional relaxation through pitch angle scattering is per-
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Figure 5.4: (a) The numerical damping of the Legendre polynomial P2(ξ) by the Lorentz operator is suc-
cessfully compared to analytical predictions (yellow lines). Simulation results obtained with a
marker distribution uniform in ξ-space. (b) In ξ-space, an initially Gaussian marker distribution
is uniformized by the Lorentz operator scattering.

formed with ORB5, only trapped electrons being initially loaded at mid-radius of a CYCLONE-

based tokamak, i.e. at ε ' 0.18. A rough theoretical understanding of the process is obtained

by a simple model where the finite pitch angle space ξ is replaced by the infinite space x for

analytical convenience. The following initial 1D hat density n(x, t = 0) is introduced:

n(x, t = 0) =

{
n0 if |x| < a,

0 else.
(5.98)

The situation describes initially trapped particles, which are supposed to be detrapped by a

diffusion process. The evolution of the density n is thus governed by the diffusion equation,

which takes the following form in Fourier space:

∂

∂t
n̂(k, t) = −Dk2n̂(k, t) =⇒ n̂(k, t) = n̂(k, 0)e−Dk

2t, (5.99)

where k is a given wavenumber and D the diffusion coeffcient. The initial condition is computed:

n̂(k, 0) =
1

2π

∫
n(x, 0)e−ikxdx =

n0

2π

∫ a

−a
e−ikxdx =

n0a

π

sin ka

ka
. (5.100)

The particle number N(t) in the initial hat area (|x| < a) is obtained by making use of

Eqs. (5.99) and (5.100):

N(t) =

∫ a

−a
n(x, t)dx =

∫ a

−a

∫
n̂(k, t)eikxdkdx

=
n0a

π

∫ a

−a

∫
sin ka

ka
e−Dk

2teikxdkdx =
2n0a

2

π

∫
dk

(
sin ka

ka

)2

e−Dk
2t. (5.101)
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Defining the error function erf(x) = (2/
√
π)
∫ x

0
e−y

2
dy, the particle number is expressed as:

N(t) = 2n0a

[
erf

(√
a2

Dt

)
+

√
Dt

πa2
(e−a

2/Dt − 1)

]
. (5.102)

Considering small times t� a2

D
, the following limit is found:

N(t) ' 2n0a

(
1−

√
Dt

πa2

)
= N(t = 0)

(
1−

√
Dt

πa2

)
. (5.103)

The detrapping evolution, corresponding to the particles leaving the area |x| < a, exhibits the

∼ √t behaviour, typical of diffusion processes. The diffusion in pitch angle space being roughly

similar to the above described process, the time behaviour of the detrapped electron fraction

in ORB5 is expected to follow the law ∼ √νei(vthe)t for νei(vthe)t � 1. The latter analogy

is clearly not fully accurate, due to the finiteness of the pitch angle space and the different

collision frequency for each electron, depending on its velocity. Considering the collisionality

νei(vthe) = 0.05[cs/a], Figure 5.5 shows the time evolution of the detrapped electron fraction,

compared to the function
√
νei(vthe)t/2. The diffusive nature of the electron detrapping in the

early time of the simulation is confirmed. When the condition νei(vthe)t � 1 is not satisfied

anymore, both curves diverge significantly. In particular, after many collision times, the fraction

of detrapped electrons eventually reaches a stationary value, roughly close to 1 − √ε ∼ 0.55,

through isotropization in ξ-space.
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Figure 5.5: Time evolution of the detrapped electron fraction due to electron-ion collisions, illustrating the
diffusive nature of the electron detrapping process through pitch angle scattering. At later times,
the ∼ √t behaviour is broken due to the finiteness of the pitch angle space.

5.11.2 Self-collisions: conservation of moments

A linearized self-collision operator must conserve mass, momentum and kinetic energy. A shifted

linearized Maxwellian, which is a stationary state of the linearized self-collision operator, is
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loaded as initial perturbation in the code BIRDIE (a kinetic code describing a 1D unmagnetized

and homogeneous plasma presented in Appendix B):

δf(x, v, ξ, t = 0) = cfM(v)

(
vξ

vth
+
v2

v2
th

)
, (5.104)

where c � 1 is a numerical coefficient corresponding to the magnitude of the perturbation.

The time evolution of the spatially averaged kinetic energy and momentum, due to simple

relaxation, is shown in Figure 5.6, both for the full linearized operator and a simplified operator

without background reaction. Considering the Langevin algorithm for the marker kicks without

the background reaction term, by invoking the particle conservation and the fact that the

operator C[fM , δf ] relaxes any distribution to a Maxwellian, δf relaxes towards the Maxwellian

distribution 3cfM [the Maxwellian with the same density as the initial condition (5.104)]. As a

consequence, the final parallel momentum is zero if no background reaction term is considered.

The initial and final energies are computed by:

Ei =

∫
mv2

2L
δfdxd3v =

mc

2v2
thL

∫
v4fMdxd3v =

15

2
cnT, (5.105)

Ef =
3mc

2L

∫
v2fMdxd3v =

9

2
cnT, (5.106)

L being the length of the 1D-system treated by BIRDIE (see Appendix B). The final energy

is obviously lower than the initial one if no background reaction term is considered: Ef/Ei =

0.6. Figure 5.6 shows the relaxation towards the expected level of momentum and energy, as

well as the exact conservation laws (to numerical round-off thanks to the scheme described in

Sec. 5.10.2) when the background reaction is switched on, for c = 0.05 and ν∆t = 0.01.
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Figure 5.6: (a) Momentum and (b) energy conservation by the linearized self-collision operator, for c = 0.05
and ν∆t = 0.01. As expected, the conservation laws are broken if no background reaction term is
considered.
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5.11.3 Electrical Spitzer conductivity

The Spitzer test consists in studying the balance between the collisional drag and a constant

drive, e. g. a parallel constant electric field in the present case. The corresponding Spitzer

problem [89] addresses the following equation:

∂δfe
∂t
− e

me

E0 · ∂fMe

∂v
=
∂δfe
∂t

+
eE0v||
mev2

the

fMe = −C[fe]. (5.107)

The parallel current is expected to reach a saturation level jsat directly proportionnal to the

external electric field E0. jsat is computed by:

jsat = −e
∫
δf∞v||d

3v, (5.108)

where δf∞ is the stationary solution to Eq. (5.107). The theoretical Spitzer conductivity

σL = jsat/E0 in the Lorentz model (C[fe] = νeiL̂
2δfe) is given by:

σL =
16√
2π

e2ne
meνei(vthe)

, (5.109)

where νei(vthe) is the electron-ion collision frequency evaluated at the thermal velocity, ac-

cording to Eqs. (5.56) and (5.57). An arbitrary electron-ion collision frequency νref is chosen

in order to build the frequency range [1, 1.2, 1.4, 1.6, 1.8, 2] × νref. ORB5 simulations, solving

Eq. (5.107), were performed and benchmarked against the theoretical Spitzer predictions. Fig-

ure 5.7 (a) shows how the conductivity computed by ORB5 decreases when the collisionality

increases, consistently with Eq. (5.109). Figure 5.7 (b) presents results from ORB5 simulations

performed with finite Z values (retaining both electron-ion and electron-electron collisions) for

νei = 1.6 νref. The conductivity comes closer to the predicted Lorentz model value σL,theo

when the ion charge Z is increased, consistently with the Lorentz model assumption Z → ∞
(electron-ion collisions only). Moreover, ORB5 results match well the Spitzer model predic-

tions for finite values of Z (also numerical estimates), the difference between the two approaches

being less than 10%.

5.12 Gyrokinetic corrections for collision operators

The ion collision operator used in ORB5 is based on the drift-kinetic approximation, while the

collisionless ion dynamics is treated within the frame of a gyrokinetic model. It is therefore

logical to attempt applying gyrokinetic corrections to the ion collision operator in order to

make the ion model totally consistent. Such corrections are however not straightforward to

handle in practice in a PIC code. Indeed, due to the velocity dependence of the Larmor radius

ρL, a gyrokinetic operator leads to diffusion in gyrocenter configuration space as well, contrary

to the diffusion in velocity space only associated to a drift-kinetic operator. The velocity

derivatives appearing in a drift-kinetic operator involve a constant position for the particle,

writen ∂/∂v|x: The collision operator does not produce any diffusion in configuration space. In
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Figure 5.7: (a) Conductivity in the Lorentz model σL: comparison between Spitzer analytical predictions and
ORB5 results. (b) Z-dependence of the conductivity σ for νei = 1.6 νref: ORB5 reproduces the
Spitzer model predictions within a margin of error of 10%.

a gyrokinetic code, the gyrocenter positions are considered, and not the particle positions. The

difference lies both in the FLR effects and the polarization drift. Only FLR effects are addressed

here, related to transformation from particle to guiding center variables. As a consequence, a

gyrokinetic correction should in principle be applied for collision operators in a gyrokinetic

code. The development of gyrokinetic collision operators, as well as their discretization for

implementation in a Eulerian code, are presented in Ref. [82] which neglects the polarization

drift effects as well.

In order to derive formally the diffusion associated to gyrokinetic corrections, the following

relations are introduced:

∂

∂v

∣∣∣∣
x

=
∂

∂v

∣∣∣∣
R

+
∂R

∂v
· ∂
∂R

=
∂

∂v

∣∣∣∣
R

− ∂ρL
∂v
· ∂
∂R

=
∂

∂v

∣∣∣∣
R

− 1

v
ρL ·

∂

∂R
, (5.110)

∂

∂ξ

∣∣∣∣
x

=
∂

∂ξ

∣∣∣∣
R

+
∂R

∂ξ
· ∂
∂R

=
∂

∂ξ

∣∣∣∣
R

− ∂ρL
∂ξ
· ∂
∂R

=
∂

∂ξ

∣∣∣∣
R

+
ξ

1− ξ2
ρL ·

∂

∂R
,

(5.111)

∂

∂α

∣∣∣∣
x

=
∂

∂α

∣∣∣∣
R

+
∂R

∂α
· ∂
∂R

=
∂

∂α

∣∣∣∣
R

− ∂ρL

∂α
· ∂
∂R

=
∂

∂α

∣∣∣∣
R

+
v⊥
Ω
· ∂
∂R

, (5.112)

where ξ = v||/v = cos θ is the cosine of the pitch angle θ, α is the gyroangle and ∂/∂|R stands

for the derivative at constant gyrocenter position. The velocity derivative thus reads, using

∂θ = − sin θ∂ξ = −√1− ξ2∂ξ and the gradient in spherical coordinates (v, θ, α):

∂

∂v

∣∣∣∣
x

=
∂

∂v

∣∣∣∣
R

− 1

v

[
ρL ·

∂

∂R

]
êv +

1

v⊥

(
−ξ
[
ρL ·

∂

∂R

]
êθ +

[
v⊥
Ω
· ∂
∂R

]
êα

)
. (5.113)

Note that, since the Larmor radius is perpendicular to the magnetic field, ρL · ∂R = ρL · ∂⊥
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here. Without loss of generality, the axis α = 0 is aligned with ∂⊥, leading to:

v⊥ · ∂R = v⊥ sinα∂⊥, (5.114)

ρL · ∂R = ρL cosα∂⊥. (5.115)

The velocity derivative is then, making use of Eqs. (5.114) and (5.115) in Eq. (5.113):

∂

∂v

∣∣∣∣
x

=
∂

∂v

∣∣∣∣
R

− 1

v
ρL cosα∂⊥êv − ξ cosα

Ω
∂⊥êθ +

sinα

Ω
∂⊥êα. (5.116)

In order to analyse the different gyroterms of the self-collision operator C[fLM , δf ], we use the

linearized form given by Eq. (5.41), valid for ion-ion collisions. Each term is treated separately.

5.12.1 Analytical expressions

The guiding center correction to the parallel drag term can be written, using Eqs. (5.41) and

(5.110):

∆CGK,drag =
ν̄v2

th

2
ρL cosα

(
2H(v)

v2
th

− K(v)

v2

)
∂⊥δf. (5.117)

It appears immediately that there is no gyrokinetic correction coming from the drag term, since

the gyrokinetic correction to the drag term ∆CGK,drag given by Eq. (5.117) clearly vanishes

once gyroaveraged. The gyrokinetic correction to the energy diffusion term is given again by

Eqs. (5.41) and (5.110):

∆CGK,energy =
ν̄v2

th

2

ρ2
L

v2
cos2 αH(v)∂2

⊥δf. (5.118)

The associated gyrodiffusion coefficient is thus:

DGK,energy =

〈
ν̄v2

th

2

ρ2
L

v2
cos2 αH(v)

〉
α

=
ν̄

4Ω2
v2
thH(v)(1− ξ2), (5.119)

where Ω = v⊥/ρL is the cyclotron frequency. The gyrodiffusion coming from the Lorentz

operator can be evaluated directly from Eqs. (5.111) and (5.112). Indeed, using Eq. (5.54):

〈∆L̂2〉α =

〈
ξ

1− ξ2
ρL cosα∂⊥(1− ξ2)

ξ

1− ξ2
ρL cosα∂⊥

〉
α

+

〈
1

1− ξ2
ρL sinα∂⊥ρL sinα∂⊥

〉
α

=
v2ξ2

2Ω2
∂2
⊥ +

v2

2Ω2
∂2
⊥, (5.120)

which gives the following diffusion coefficient, according to Eq. (5.41):

DGK,pitch angle scattering =
v2
th

8v2
K(v)

ν̄

Ω2
v2(1 + ξ2) =

v2
th

8
K(v)

ν̄

Ω2
(1 + ξ2). (5.121)
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Finally, the gyrodiffusion coefficient in gyrocenter configuration space is obtained by summing

contributions from Eqs. (5.119) and (5.121):

DGK =
ρ2
L,thν̄

8

[
2H(v)(1− ξ2) +K(v)(1 + ξ2)

]
, (5.122)

which is proportional to ρ2
L,thν̄ = v2

thν̄/Ω
2 as expected, and definitely small compared to turbu-

lent diffusion coefficients presented in Sec. 2.6.2 for reasonable collisionalities. The gyrodiffusion

coefficient corresponds in fact to the classical transport coefficient and can be neglected for neo-

classical studies in large aspect ratio tokamaks where the Larmor radius is much smaller than

the banana width ∆rb ' qsρL/
√
ε. In spherical tokamaks with small aspect ratio, the gyrodif-

fusion coefficient is however important for collisional transport studies as the Larmor radius is

of the order of the banana width in a device where
√
ε ∼ 1.

5.12.2 In a PIC code with magnetic coordinates

In practice, the gyrokinetic corrections are implemented in the ORB5 ion-ion collision operator

through random kicks ∆R of marker positions in configuration space. The marker kick, as the

Larmor radius, must lie in the poloidal plane. The variation of position is written as follows:

∆R = A1

√
2DGK∆t

(
∇s

|∇s| cos(2πA2) +
B×∇s

|B×∇s| sin(2πA2)

)
,

where A1 is a random number sampled from a PDF with average 0 and variance 1, and A2

is a random number taken from a uniform distribution between 0 and 1. DGK is given by

Eq. (5.122). In order to perform the kick, we use the pseudo-cartesian coordinates defined as

follows:

Ξ = s cos θ∗, (5.123)

η = s sin θ∗. (5.124)

Introducing the notation

∆R = A1

√
2DGK∆t = A1

1

2
ρL
√
ν̄∆t [2H(v)(1− ξ2) +K(v)(1 + ξ2)], (5.125)

the kick in the variable Ξ is

∆Ξ = ∆R ·∇Ξ

= ∆R

[(
|∇s| cos θ∗ − ∇s ·∇θ∗

|∇s| s sin θ∗
)

cos(2πA2)

+
F (Ψ)

Jsθ∗ϕB|∇s|s sin θ∗ sin(2πA2)

]
,

(5.126)
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while the kick in the variable η reads

∆η = ∆R ·∇η

= ∆R

[(
|∇s| sin θ∗ +

∇s ·∇θ∗

|∇s| s cos θ∗
)

cos(2πA2)

− F (Ψ)

Jsθ∗ϕB|∇s|s cos θ∗ sin(2πA2)

]
,

(5.127)

where Jsθ∗ϕ is the Jacobian of the magnetic coordinate system (s, θ∗, ϕ). The new magnetic

coordinates are eventually built:

s+ ∆s =
√

(η + ∆η)2 + (Ξ + ∆Ξ)2, (5.128)

θ∗ + ∆θ∗ = Modulo(2π,ATAN2(η + ∆η,Ξ + ∆Ξ)), (5.129)

where ATAN2 is the standard variation of the arctangent function, related to computer lan-

guages, which produces results in the range ]−π, π]. Unfortunately, the gyrokinetic corrections

are not properly implemented for the ion-ion collision background reaction term C[δf, fLM ],

preventing the gyrokinetic collision operator in ORB5 from being relevant for analyzing colli-

sional Finite-Larmor-Radius (FLR) effects. Accounting for FLR corrections in the background

reaction term appears to be numerically tricky in a PIC code, especially within the frame of

ORB5 algorithm which preserves to round-off precision the density, parallel momentum and

kinetic energy. No practical solution has been found so far regarding FLR correction imple-

mentation in this part of the collision operator.
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Chapter 6

Neoclassical studies using ORB5

6.1 Introduction

Collisional transport in a tokamak, so-called neoclassical transport briefly introduced in

Sec. 2.6.1, relies on a well established theory [43] [44] providing estimates of transport co-

efficients based on certain approximations. Those estimates provide a mean of checking the

validity of neoclassical simulations, which can further be applied to more complicated cases

where an analytical solution is not available. Several studies of neoclassical transport have

been performed in the past by codes designed specifically for carrying out computations within

the neoclassical approximations [73], [90], [91], i.e. in particular ∆rb/Lc � 1, where ∆rb is the

banana width and Lc the characteristic gradient length of the equilibrium profiles. However,

going beyond neoclassical approximations is clearly of interest. This is achieved through the

implementation of collision operators in global drift- or gyro-kinetic codes including full guiding-

center trajectories, which opens many possibilities of investigating issues related to neoclassical

transport beyond neoclassical approximations. Various studies of neoclassical transport and

equilibria using global codes accounting for Finite-Banana-Width effects have thus already

been performed, both considering Lagrangian [85], [92], [93], [94] and Eulerian [95], [96] meth-

ods. The corresponding axisymmetric electric field ensuring ambipolarity has also been inves-

tigated [92], [93], [94], showing its crucial effect on the neoclassical equilibrium. Such global

neoclassical simulations including full ion and electron dynamics are studied in this Chapter.

Neoclassical transport benchmarks, both for ions and electrons, are first shown here in order

to validate the implementation of the collision operators described in Chapter 5. Simulations

are initialized with δfLM(t = 0) = 0. Invoking the axisymmetry of the neoclassical equilibrium

which may be assumed in a tokamak, the binning for the background reaction operator described

in Chapter 5 needs only to be performed in the poloidal plane (single bin in the toroidal

direction). We use typically 64 bins in the radial direction and 128 bins in the poloidal direction.

These values are determined essentially by profile gradient lengths. The typical number of

markers used in the neoclassical simulations ranges from 100 millions for a typical global case

(ρ∗ = 1/150) with self-consistent electric field to 20 millions for local simulations assuming no

electric field. The time step and the total simulation time are dictated by the transit time and

the collision time respectively for the banana regime and inversely for the collisional regime.
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6.2 Neoclassical ordering

In the frame of the neoclassical approach, the Finite-Larmor-Radius (FLR) effects are neglected

in order to retain only the Finite-Orbit-Width (FOW) effects. The starting point for the

neoclassical theory is thus the drift-kinetic equation, which reads in the guiding center variables

(R, E , µ) = (Ψ, θ, ϕ, E , µ), with E = mv2/2 the kinetic energy:

∂f

∂t
+
(
v||b̂+ vd

)
·∇f = −C[f ], (6.1)

where v|| =
√

2[E − µB(Ψ, θ)]/m and C is the non-linear Landau collision operator including

intra- and inter-collisions in general. The distribution function is split into a main part f0 and

a perturbed part δf :

f = f0 + δf, (6.2)

where:

δf

f0

∼ vd
v||
∼ ∆rb

Lc
∼ δ, (6.3)

vd = |v∇B + vc| being the magnetic drift velocity, the main drive of neoclassical transport

related to the magnetic field curvature. δ � 1 is the small parameter of standard neoclassical

ordering. Each order in the neoclassical equation (6.1) is treated separately. Note that no

equilibrium electric field has been considered here.

6.2.1 Zeroth-Order equation

Invoking the axisymmetry of the neoclassical equilibrium, the parallel advection operator can

be explicited:

v|| ·∇ = v||
B ·∇θ

B

∂

∂θ
=
Bθ

B

v||
r

∂

∂θ
' v||
Rqs

∂

∂θ
, (6.4)

where the last step is obtained within the circular large aspect ratio approximation. The

stationary neoclassical equation at zeroth-order in δ thus reads:

−C[f0] = v||b̂ ·∇f0 =
v||
qsR

∂f0

∂θ
. (6.5)

A non-shifted local Maxwellian fLM(Ψ, E) is obviously solution of Eq. (6.5). Indeed, on one hand

a local Maxwellian is a stationary state to the Landau collision operator: C[fLM(Ψ, E)] = 0. On

the other hand ∂fLM(Ψ, E)/∂θ = 0. Note that a shifted Maxwellian is not solution of Eq. (6.5),

due to its θ-dependence through v|| =
√

2[E − µB(Ψ, θ)]/m.
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6.2.2 First-Order equation

The explicit form of the solution at zeroth-order is used in order to compute the next order

neoclassical equation. At first-order in δ, the stationary form of Eq. (6.1) becomes:

v||b̂ ·∇δf + vd ·∇fLM =
v||
qsR

∂δf

∂θ
+ vd ·∇Ψ

∂fLM
∂Ψ

= −Ĉ[δf ], (6.6)

where Ĉ is the linearized Landau collision operator. Since, for low pressure plasma (Eq. (3.24)

in Ref. [43]):

vd = −v||
[
b̂×∇

(v||
Ω

)]
, (6.7)

the axisymmetry of a tokamak leads to:

vd ·∇Ψ = v|| ·∇
(
F (Ψ)v||

Ω

)
, (6.8)

where F (Ψ) = RBϕ. The stationary form of the first-order neoclassical equation reads:

v|| ·∇
(
F (Ψ)v||

Ω

∂fLM
∂Ψ

+ δf

)
=

v||
qsR

∂

∂θ

(
F (Ψ)v||

Ω

∂fLM
∂Ψ

+ δf

)
= −Ĉ[δf ]. (6.9)

6.2.2.1 Solution for zero collisionality

A solution to Eq. (6.6) depends on the form of the collision operator Ĉ and in general is not

possible to compute analytically without approximation. Here a solution δf (0) in the limit of

no collisionality Ĉ = 0 is derived. The general first-order neoclassical equation with Ĉ = 0 is

thus considered:

∂δf (0)

∂t
+

v||
Rqs

∂

∂θ

(
F (Ψ)v||

Ω

∂fLM
∂Ψ

+ δf (0)

)
= 0, (6.10)

leading to:

δf (0) = −F (Ψ)v||
Ω

∂fLM
∂Ψ︸ ︷︷ ︸

δfs

+G(z, t), (6.11)

where δfs is a stationary solution to Eq. (6.10) and G(z, t) is a function of time t and phase space

variables z. The initial condition δf (0)(t = 0) = 0 is considered, such that G(z, t = 0) = −δfs.
Furthermore, G satisfies the following equation:

∂G

∂t
+

v||
Rqs

∂G

∂θ
= 0, (6.12)

which can be solved by integrating along zeroth-order trajectories along magnetic field lines:

G(z, t) = G(z0, 0) = −δfs(z0), (6.13)
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where z0 is the origin of the trajectory at t = 0 which ends at z at time t. As a result of

filamentation effect, the asymptotic behaviour (in time) of G is given by:

lim
t→∞

G(z, t) = −〈δfs〉traj =
〈v||

Ω

〉
traj

F (Ψ)
∂fLM
∂Ψ

. (6.14)

〈〉traj stands for the average over the zeroth-order trajectory along the field lines, i.e. considering

v = v||b̂. It is in fact a time average defined by:

〈· · · 〉traj =
1

(t2 − t1)

∫ t2

t1

· · · dt =
1

(t2 − t1)

∫ θ(t2)

θ(t1)

· · · Bdθ

v||B ·∇θ
, (6.15)

where t1 and t2 are the starting time and the ending time of the particle trajectory respectively,

with corresponding poloidal angles θ(t1) and θ(t2). The neoclassical equation, in the limit of no

collisions, has thus the following stationary solution satisfying the considered initial condition

δf (0)(t = 0) = 0:

δf (0)(t→∞) = F (Ψ)
∂fLM
∂Ψ

[〈v||
Ω

〉
traj
− v||

Ω

]
. (6.16)

Note that 〈v||/Ω〉traj = 0 for trapped particles. It has to be pointed out that, contrary to the

stationary solution to Eq. (6.10) [given by Eq. (6.16)], the stationary solution to the collisional

neoclassical equation [Eq. (6.6) with Ĉ 6= 0] is essentially independent of the initial conditions

as a result of the dissipative nature of the collision operator. Indeed, considering different initial

distributions with the same toroidal and poloidal flows leads to the same collisional equilibrium.

Eq. (6.16) will be further considered in Sec. 6.4 for a large aspect ratio circular cross-section

tokamak geometry.

6.3 Some features of neoclassical fluxes

Although the purpose of this work is not to provide analytical solutions to the general neo-

classical equation (6.6), it is possible to derive some general consequences related to collisional

transport even without specifying the form of the collision operator Ĉ, following computations

performed in Ref. [44]. It is important to note that the particle and kinetic energy fluxes associ-

ated to a local Maxwellian background through magnetic curvature and gradient drift velocities

(∼ fLMdΨ/dt|0) do vanish for the considered circular adhoc equilibrium. The following general

relation is derived:

(B×∇B) ·∇Ψ = F (Ψ)
∂B

∂θ
(∇ϕ×∇θ) ·∇Ψ =

F (ψ)

JΨθϕ

∂B

∂θ
, (6.17)
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where F (Ψ) = RBϕ and JΨθϕ is the Jacobian of the magnetic coordinate system (Ψ, θ, ϕ). The

unperturbed particle flux associated to a local Maxwellian background is computed as follows:〈
1

|∇Ψ|
∫

d3vfLM
dΨ

dt

∣∣∣∣
0

〉
S

=
mn√
2πqv3

th

〈
B×∇B

B2
· ∇Ψ

|∇Ψ|
∫ ∞
−∞

e−mv
2
||/2Tv2

||dv||

∫ ∞
0

e−µB/Tdµ

〉
S

+
mn√
2πqv3

th

〈
B×∇B

B2
· ∇Ψ

|∇Ψ|
∫ ∞
−∞

e−mv
2
||/2Tdv||

∫ ∞
0

e−µB/TµBdµ

〉
S

= 2
nT

q

〈
F (Ψ)

JΨθϕB3|∇Ψ|
∂B

∂θ

〉
S

= −2πnT

q

F (Ψ)

S(Ψ)

∫ 2π

0

∂

∂θ

1

B2
dθ = 0, (6.18)

where the next-to-last step has been performed by integrating by parts, and where S(Ψ) is the

flux surface defined by Eq. (A.3). The same conclusion is obtained for the kinetic energy flux.

It is possible to show that the particle and kinetic energy fluxes associated to fCMdΨ/dt|0 do

vanish as well. However, as explained in Appendix A, the potential energy flux due to a local

Maxwellian background does generally not vanish.

Considering certain forms of the collision operator, it is shown in this Section that the neo-

classical particle and kinetic energy fluxes associated to the fluctuating part of the distribution

δf do vanish as well. The pitch angle variable λ = v2
⊥/v

2B = µ/E is first introduced. The

infinitesimal volume element in velocity space d3v takes the form:

d3v =
∑
σ

πBv3dvdλ

|v||| =
∑
σ

2πBEdEdλ

m2|v||| , (6.19)

where the sum is taken over σ, the sign of the parallel velocity. Let S(Ψ) stand for the flux

surface at a given radial coordinate Ψ. We define the flux-surface-averaged flux F(Ψ) of a

general moment M(v, λ) as follows, using Eq. (6.8):

F(Ψ) =

〈
1

|∇Ψ|
∫

d3vM(v, λ)vd ·∇Ψδf

〉
S

=
2π

S(Ψ)

∫ 2π

0

JΨθϕdθ

∫
d3vM(v, λ)∇||

(
F (Ψ)v||

Ω

)
δfv||. (6.20)

Writing explicitely d3v in terms of the (v, λ) variables using Eq. (6.19) gives:

F(Ψ) =
2π

S(Ψ)

∫ 2π

0

JΨθϕdθ
∑
σ

πB

∫
v3dvdλM(v, λ)∇||

(
F (Ψ)|v|||

Ω

)
δf. (6.21)

Invoking the following identity, valid for any functions A(Ψ, θ) et C(Ψ, θ):∫ 2π

0

A(∇||C)BJΨθϕdθ = −
∫ 2π

0

C(∇||A)BJΨθϕdθ, (6.22)
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the flux may be written from Eq. (6.21) as:

F(Ψ) = − 2π

S(Ψ)

∫ 2π

0

JΨθϕdθ

∫
d3vM(v, λ)

F (Ψ)v||
Ω

v||∇||δf. (6.23)

Eq. (6.6) is arranged as follows:

v||∇||δf = −vd ·∇fLM − Ĉ[δf ]. (6.24)

Inserting (6.24) into (6.23) leads to:

F(Ψ) =
2πF (Ψ)

S(Ψ)

∫ 2π

0

JΨθϕdθ

Ω

∫
d3vM(v, λ)

(
vd ·∇fLM + Ĉ[δf ]

)
v||.

For estimating the particle flux Γ [M(v, λ) = 1] and energy flux Q [M(v, λ) = mv2/2], the

contribution from the term v||vd ·∇fLM in the integral over velocity space does clearly vanish

(odd function with respect to v||). Thus:

Γ(Ψ) = 2π
F (Ψ)

S(Ψ)

∫ 2π

0

JΨθϕdθ

Ω

∫
d3vĈ[δf ]v||. (6.25)

Q(Ψ) = 2π
F (Ψ)

S(Ψ)

∫ 2π

0

JΨθϕdθ

Ω

∫
d3vĈ[δf ]

mv2v||
2

. (6.26)

It appears clearly from Eq. (6.25) that a collision operator which is parallel momentum conserv-

ing, as for instance a self-collision operator, does not produce any particle flux Γ at the lowest

order in the frame of the neoclassical theory. This latter property is verified by the ORB5

self-collision operator, as shown in Figure 6.1 presenting the time evolution of the neoclassical

ion particle flux Γ at mid-radius r/a = 0.5, considering the CYCLONE case parameters and

no electric field, for the collisionality ν∗ = 3.8. The self-collision operator nevertheless drives a

neoclassical energy flux Q, as Eq. (6.26) in general does not vanish to zero. Another natural

consequence of Eqs. (6.25) and (6.26) is the absence of neoclassical particle and energy fluxes

in a collisionless system (Ĉ = 0). Note that the flux derivation presented in this section is not

valid for the parallel momentum flux since mv|| =
√

2mE√1− λB(Ψ, θ) 6=M(v, λ). However,

a collisionless system with no perturbed fields drives no transport, and in particular no parallel

momentum transport. As a consequence, the establishment of stationary collisionless current

profiles in ORB5 simulations is thus expected, as studied in the next Section.

6.4 Collisionless and collisional contributions to the

parallel current

In this Section, an analytical model for predicting the collisionless unperturbed parallel current

in a tokamak is derived [J. P. Graves, Private Communications ]. The proposed drift-kinetic

model assumes no electric field and describes an effective current similar to the diamagnetic

current, however related to FOW effects instead of FLR effects. Note however that the FLR
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Figure 6.1: CYCLONE case parameters: Time evolution of the neoclassical ion particle flux Γ at mid-radius
r/a = 0.5 with only ion-ion collisions and no electric field. After the initial transient and relaxation
phase, the particle flux relaxes to zero, consistently with neoclassical theory.

diamagnetic current is not captured by the drift-kinetic model developed here. In the considered

model, the current due to the stationary solution δf (0) of the collisionless drift-kinetic equation,

given by Eq. (6.16), is computed.

6.4.1 Trapped particle contribution

The stationary solution δf (0) for trapped particle population reads, according to (6.16), as

〈v||/Ω〉traj = 0 for trapped particles:

δf
(0)
trap = −∂fLM

∂Ψ

F (Ψ)v||
Ω

. (6.27)

The contribution to the poloidaly averaged parallel velocity coming from the trapping region is

computed as follows, making use of the pitch angle boundaries for a trapped particle 1/Bmax <

λ = µ/E < 1/Bmin:

〈V t
|| 〉θ =

1

2θb

∫ θb

−θb
dθ

∫
t

d3vv||δf
(0)
trap

=
π

m2θb

∑
σ

∫ θb

−θb
dθ

∫ ∞
0

dEE
∫ 1/Bmin

1/Bmax

dλB
v||
|v|||δf

(0)
trap, (6.28)

where Eq. (6.19) is used for writing the velocity space infinitesimal volume d3v. Using the

solution (6.27) in Eq. (6.28) leads to:

〈V t
|| 〉θ = −2πF (Ψ)

mqθb

∫ θb

−θb
dθ

∫ ∞
0

dEE
∫ 1/Bmin

1/Bmax

dλ|v|||∂fLM
∂Ψ

, (6.29)

where the factor 2 comes from the sum over both signs of the parallel velocity. The parallel

velocity can be written as follows:

|v||| =
√

2(E − µB)/m =
√

2E(1− λB)/m. (6.30)
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Assuming circular concentric magnetic surfaces, at first order in ε the tokamak magnetic field

takes the form B = B0(1− ε cos θ), leading to:

|v||(θ)| = 2
√
µB0ε(k2 − sin2 θ/2)/m = 2

√
λEB0ε(k2 − sin2 θ/2)/m, (6.31)

where ε = r/R0 is the local inverse aspect ratio and having introduced a new pitch angle

variable:

k2 =
1 + λB0(ε− 1)

2ελB0

. (6.32)

λ is rewritten as follows:

λ = [B0(ε(2k2 − 1) + 1)]−1. (6.33)

Differentiating the definition (6.32) gives:

dλ = −2εB0λ
2dk2 =

−2ε

B0[ε(2k2 − 1) + 1]2
dk2. (6.34)

Since the parallel velocity of a trapped particle does vanish at some point of its trajectory, the

trapping condition becomes 0 6 k2 6 1. A new rescaled poloidal variable X is introduced as

well, such that:

k sinX = sin θ/2. (6.35)

The bounce limit angle corresponds to X = π/2, so that:

1

θb

∫ θb

−θb

√
(k2 − sin2 θ/2)dθ =

4

π

∫ π/2

0

k2 cos2X√
1− k2 sin2X

dX =
4

π
(E(k2) + (k2 − 1)K(k2)),

(6.36)

where E and K are the elliptic integrals, respectively of the first and second kind:

K(k2) =

∫ π/2

0

dX√
1− k2 sin2X

, (6.37)

E(k2) =

∫ π/2

0

√
1− k2 sin2XdX. (6.38)

Using the parallel velocity (6.31) in Eq. (6.29) and performing the changes of variable θ → X

and λ→ k2, an estimate of the trapped particle current is obtained:

〈V t
|| 〉θ = − 32F (Ψ)

m3/2qB0

∫ ∞
0

∂fLM
∂Ψ
E3/2dE

∫ 1

0

ε3/2

[ε(2k2 − 1) + 1]5/2
[E(k2)+(k2−1)K(k2)]dk2.

(6.39)
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The integral over energy in Eq. (6.39) gives:∫ ∞
0

∂fLM
∂Ψ
E3/2dE =

3m3/2

8
√

2π
n(Ψ)T (ψ)

[
n′(Ψ)

n(Ψ)
+
T ′(Ψ)

T (Ψ)

]
=

3m3/2

8
√

2π

∂P

∂Ψ
, (6.40)

providing the pressure gradient dependence in the collisionless FOW current:

〈V t
|| 〉θ = −∂P

∂Ψ

F (Ψ)

qB0

∫ 1

0

3

π

(2ε)3/2

[ε(2k2 − 1) + 1]5/2
[E(k2) + (k2 − 1)K(k2)]dk2. (6.41)

The remaining integral in Eq. (6.41) has to be computed numerically and gives an estimate

of the FOW related parallel current coming from trapped particles, for F (Ψ) = R0B0 and

retaining only the lowest order term in ε:

J t|| = q〈V t
|| 〉θ ' −

6

5
ε3/2

∂P

∂Ψ
R0, (6.42)

which is valid in the limit ε� 1.

6.4.2 Passing particle contribution

The stationary solution δf (0) for passing particle population reads:

δf (0)
pass =

∂fLM
∂Ψ

[〈
F (Ψ)v||

Ω

〉
traj

− F (Ψ)v||
Ω

]
, (6.43)

where the average over unperturbed trajectory is computed by, using Eq. (6.15):〈
mF (Ψ)v||

qB

〉
traj

=
m

qτt

∫ 2π

0

BF (Ψ)v||
B(B ·∇θ)v||

dθ =
m

qτt

∫ 2π

0

Bϕ

Bθ

rRdθ ' 2πm

qτt
qsR

2
0,

where the approximations R ' R0 and Bϕ/Bθ ' qsR0/r are used. The transit time τt is

estimated as follows, using the new pitch angle variable y2 = 1/k2:

τt ' qsR0

∫ 2π

0

dθ

|v||| =
qsR0√
2E/m

∫ 2π

0

dθ√
1− λB =

qsR0|y|
2
√
ελEB0/m

∫ 2π

0

dθ√
1− y2 sin2 θ/2

=
2qsR0|y|√
ελEB0/m

K(y2), (6.44)

where K is the elliptic function defined by Eq. (6.37). The explicit form of the stationary

solution (6.43) is thus:

δf (0)
pass =

∂fLM
∂Ψ

m

q

−F (Ψ)v||
B︸ ︷︷ ︸

(1)

+
πR0

√
ελEB0/m

|y|K(y2)︸ ︷︷ ︸
(2)

 . (6.45)
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For a passing particle, 0 < λ = µ/E < 1/Bmax. The contribution to the poloidaly averaged

parallel velocity coming from the passing region reads thus:

〈V p
|| 〉θ =

1

2π

∫ 2π

0

dθ

∫
p

d3vv||δf
(0)
pass

=
2

m2

∫ 2π

0

dθ

∫ ∞
0

dEE
∫ 1/Bmax

0

dλB
v||
|v|||δf

(0)
pass, (6.46)

where the factor 2 comes from the sum over both signs of the parallel velocity. The contribution

(1) of Eq. (6.45) is computed as follows from Eq. (6.46):

〈V p(1)
|| 〉θ = −2F (Ψ)

mq

∫ 2π

0

dθ

∫ ∞
0

dEE
∫ 1/Bmax

0

dλ|v|||∂fLM
∂Ψ

. (6.47)

The change of variable λ → k2, as in Sec. 6.4.1, is then performed. Note that the passing

condition is k2 > 1. Using the expression (6.31) for the parallel velocity and integrating

directly over the energy variable in order to get the result (6.40) yields:

〈V p(1)
|| 〉θ = −∂P

∂Ψ

F (Ψ)

qB0

∫ ∞
1

3√
2π

ε3/2

[ε(2k2 − 1) + 1]5/2
dk2

∫ 2π

0

√
(k2 − sin2 θ/2)dθ. (6.48)

Using the pitch angle variable y2 = 1/k2 gives an expression for the integral over θ in terms of

the elliptic integral E:∫ 2π

0

√
(k2 − sin2 θ/2)dθ =

4

|y|
∫ π/2

0

√
(1− y2 sin2X)dX =

4

|y|E(y2). (6.49)

According to Eq. (6.49), writing Eq. (6.48) in terms of the variable y2 leads to:

〈V p(1)
|| 〉θ = −∂P

∂Ψ

F (Ψ)

qB0

∫ 1

0

3

π

(2ε)3/2

[ε(2− y2) + y2]5/2
E(y2)dy2. (6.50)

The contribution (2) of Eq. (6.45) is computed from Eq. (6.46). Integrating directly over θ and

performing the change of variable λ→ y2 give:

〈V p(2)
|| 〉θ =

2πR0

m3/2q

∫ 2π

0

dθ

∫ ∞
0

dEE
∫ 1/Bmax

0

dλ
√
ελEB0

B

|y|K(y2)

∂fLM
∂Ψ

=
4π2R0(B0)3/2

m3/2q

√
ε

∫ ∞
0

E3/2∂fLM
∂Ψ

dE
∫ 1/Bmax

0

√
λ

|y|K(y2)
dλ

=
8π2R0

m3/2q

√
ε

∫ ∞
0

E3/2∂fLM
∂Ψ

dE
∫ 1

0

ε

[ε(2− y2) + y2]5/2K(y2)
dy2

=
∂P

∂Ψ

R0

q

∫ 1

0

3π

4

(2ε)3/2

[ε(2− y2) + y2]5/2K(y2)
dy2. (6.51)
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Gathering the contributions (6.50) and (6.51) gives the final current of passing particles, as-

suming F (Ψ) = R0B0:

Jp|| = q〈V p(1)
|| 〉θ + q〈V p(2)

|| 〉θ = −∂P
∂Ψ

R0

∫ 1

0

(2ε)3/2

[ε(2− y2) + y2]5/2

[
3E(y2)

π
− 3π

4K(y2)

]
dy2.

(6.52)

Performing numerically the integral in Eq. (6.52) provides the final contribution from passing

particles to the FOW related parallel current, retaining only the lowest order term in ε:

Jp|| ' −0.43ε3/2
∂P

∂Ψ
R0, (6.53)

which is again valid in the limit ε � 1. Note that, in the frame of the considered collisionless

model, the trapped particle contribution (6.42) is dominant compared to the passing particle

contribution (6.53) for the large aspect ratio assumption underlying the presented derivation.

6.4.3 Numerical results

The CYCLONE case is considered (R0/LT0 = 6.9, R0/Ln0 = 2.2), along with the profile shape

of type 2 described in Chapter 3 and a width ∆A = 0.2. The electron distribution function

is initialized to a local Maxwellian: fe(t = 0) = fLM(Ψ) and no electric field is considered.

The collisionless analytical predictions derived in Secs. 6.4.1 and 6.4.2 are compared in Figure

6.2 to the ORB5 current profiles for trapped and passing electrons. Collisions are introduced

through the Lorentz model described in Chapter 5, retaining only the collisions of electrons on

ions. Note that the collisions do not affect the trapped particle current, as presented in Figure

6.2 (a) for ν∗e = 0.5, where the collisionless FOW current predicted by Eq. (6.42) is shown

for reference. The situation is however different for passing particles. Figure 6.2 (b) shows

the ORB5 collisionless current profile for passing electrons, compared to the current evaluated

in Eq. (6.53). As expected, the trapped contribution is dominant compared to the passing

contribution in a collisionless model. However, the passing contribution becomes dominant in a

collisional case, due to the trapping-detrapping process driven by the Lorentz operator. For ν∗e =

0.5, the current at mid-radius is Jp,coll
|| ∼ 0.05[e〈n〉cs] > J t||. The neoclassical current driven by

collisions and Finite-Banana-Orbit effects is called the bootstrap current. At low collisionality,

it is of the order J t||/ε. It decreases when the collisionality increases [73] and is mainly carried

by passing electrons, through the trapping-detrapping process due to the electron collisions on

ions. Note the difference with respect to the collisionless, FOW related current, which is the

same for ions and electrons if Te = Ti, according to Eqs. (6.42) and (6.53). Differences between

the current coming from ORB5 simulations and from analytical predictions were expected, since

the flux-surface-average performed in ORB5 takes into account the Jacobian of the magnetic

coordinate system, while the analytical estimates developed in Secs. 6.4.1 and 6.4.2 neglect the

poloidal dependence of the latter Jacobian. Moreover, only the dominant terms with respect

to the ε ordering are retained in the analytical estimates obtained in Secs. 6.4.1 and 6.4.2.

Furthermore, drifts are handled perturbatively in the presented derivations (according to the
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neoclassical ordering), while ORB5 makes no approximation on FOW effects.

0.2 0.4 0.6 0.8
0

0.005

0.01

0.015

r/a

j
|
|

 
t
 
[
e
 
<
n
>
 
c
s
]

 

 

ORB5, no coll.

ORB5, ν
e

*
=0.5

model

(a)

0.2 0.4 0.6 0.8
0

1

2

3

4

5
x 10

−3

r/a

j
|
|

 
p
 
[
e
 
<
n
>
 
c
s
]

 

 

ORB5, no coll.

model

(b)

Figure 6.2: (a) Comparison between ORB5 simulations and analytical prediction (6.42) for the trapped par-
ticle contribution to the parallel current. Collisions do not affect the trapped particle current.
(b) The collisionless ORB5 current coming from passing particles Jp|| is compared to the an-
alytical prediction (6.53). Collisional passing particle contribution at r/a = 0.5 is of order
Jp,coll|| ∼ 0.05[e〈n〉cs] for ν∗e = 0.5 (not shown here).

6.5 Benchmarks for neoclassical transport,

no electric field

6.5.1 Electron transport

The results of this sub-section, obtained with the parameters given in Table I and the adhoc

equilibrium described in Sec. 2.3, benchmark electron neoclassical transport computed with

ORB5 against published numerical and analytical results. One considers the local neoclassical

limit, i.e. solving Eq. (3.39) in Chapter 3 for the electron distribution and no electric field. The

ion dynamics is not taken into account here as it is decoupled from the electron dynamics in the

local limit. Simulations are carried out with either the full linearized electron collision operator,

i.e. considering both e-e self-collisions and e-i pitch angle scattering, or the simplified Lorentz

model, i.e. considering e-i collisions alone. Note that, in appropriately normalized units, the

latter is equivalent to the former when setting the ion charge Z →∞.

The particle flux Γ produced by a density gradient alone, considering κn = 5 and κT = 0 accord-

ing to Eq. (3.59), is shown in Figure 6.3, and the energy flux Qkin produced by a temperature

gradient alone, considering κn = 0 and κT = 5, is shown in Figure 6.4. These results are bench-

marked against analytical fits to results from the Eulerian Fokker-Planck CQL3D code [90]

and analytical results derived for the Lorentz model (Z → ∞) in the review by Hinton and

Hazeltine on neoclassical transport theory [43]. Figures 6.3 (a) and 6.4 (a) present the fluxes

at the radial position s=0.425 as a function of the effective collisionality ν∗e , ranging from the

low collisionality (banana) regime for ν∗e � 1 up to the collisional regime for ν∗e � 1. Figures

page 104 Thibaut VERNAY, CRPP/EPFL



6.5. Benchmarks for neoclassical transport,
no electric field

6.3 (b) and 6.4 (b) present the neoclassical fluxes as a function of radius, accounting for the

radial variations of density and temperature profiles both for computing the local gradients as

well as for estimating collisionality. The collisionality at s = s0 = 0.5 was fixed to ν∗e = 0.18

and ν∗e = 0.68 for Figures 6.3 (b) and 6.4 (b) respectively. The agreement between ORB5,

CQL3D and the Hinton-Hazeltine results (H-H) may be considered satisfactory, in particular

considering that the CQL3D curves are only obtained through approximate fits to the actual

simulation results and the Hinton-Hazeltine curves are the result of approximate analytical

derivations.

Table I. Run parameters for local neoclassical electron transport benchmarks.

profiles 1 [Eq. (3.59)] a/R0 = 0.36 ∆T = 0.3 ∆n = 0.3
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Figure 6.3: Neoclassical electron particle flux Γ for κn = 5, κT = 0, (a) as a function of the effective collision-
ality ν∗e at the given radial position s=0.425 and (b) as a function of radius with a collisionality
accounting for the density and temperature profiles, ν∗e (s = s0) = 0.18. ORB5 results are shown
for Z =∞ (i.e. only e-i collisions) and Z = 1 and compared with analytical fits to CQL3D results
for Z = ∞ and Z = 1 as well as analytical results for the Lorentz model given in the review by
Hazeltine and Hinton (H-H).

6.5.2 Ion transport

The neoclassical transport of ions resulting from self-collisions, considering no electric field, is

addressed here through a benchmark of ORB5 against the global version of the Eulerian GENE

code [10]. Note that, contrary to what is assumed for the electron benchmarks presented in

Sec. 6.5.1, the full marker motion, including the magnetic drift velocities (curvature and gradient

drifts), is considered here. For the collisionality ν∗0 = 0.5, Figure 6.5 shows the neoclassical ion

energy flux profile Q(r) and the ion contribution to the bootstrap current jbi(r) after two

collision times τii, considering the CYCLONE case parameters as defined in Sec. 3.8 with

background profiles of type 2 considering ∆r/a = 0.2 [see Eq. (3.60)]. Considering the different

numerical implementations of the self-collision operator in both codes, the agreement obtained

may be considered satisfactory.
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Figure 6.4: Neoclassical electron energy flux Qkin for κn = 0, κT = 5, (a) as a function of the effective colli-
sionality ν∗e at the given radial position s=0.425 and (b) as a function of radius with a collisionality
accounting for the density and temperature profiles, ν∗e (s = s0) = 0.68. ORB5 results are shown
for Z =∞ and Z = 1 and compared with analytical fits to CQL3D results for Z =∞ and Z = 1
as well as analytical results for the Lorentz model given in the review by Hazeltine and Hinton
(H-H).
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Figure 6.5: Neoclassical benchmark between ORB5 and GENE. (a) Neoclassical ion energy flux profile Q(r)
and (b) ion contribution to the bootstrap current jbi(r) for the collisionality ν∗0 = 0.5 after two
collision times 2τii. CYCLONE case parameters, no self-consistent electric field. The agreement
obtained between the two codes is satisfactory.

6.6 Global neoclassical ion transport with self-consistent

electric field

The neoclassical theory predicts the establishment of a radial electric field leading to an ax-

isymmetric equilibrium, which was first computed in a global simulation by Wang et al. using

the FORTEC code [93]. In order to study a neoclassical equilibrium with self-consistent elec-

tric field, we solve the global drift-kinetic equation for ions. Indeed, as neoclassical simulations

involve electric fields with long wavelengths, it is relevant to neglect FLR effects even in the
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collisionless dynamics. The drift-kinetic form of Eq. (3.34) is thus solved, together with the

quasi-neutrality equation (3.51) or (3.53), assuming axisymmetry, i.e. keeping only the toroidal

Fourier mode n = 0 of δfLM and φ. Note that no heat source is considered, according to

the negligible neoclassical gradient relaxation over the collisional time scale which leads to ap-

proximately constant temperature profiles over the simulation time. Both adiabatic and kinetic

electron dynamics will be considered in the following. The standard neoclassical approximation

retains only the flux-surface-averaged potential and thus neglects the poloidal components of

the field. The specific parameters of the simulations are given in Tables II (case 1) and III (case

2). If not mentioned otherwise, a standard run is carried out with full marker motion, i.e. in the

global approach, and a purely radial electric field. The radial electric field Er is obtained from

the flux-surface-average 〈φ〉S of the electrostatic potential φ, solution to the quasi-neutrality

equation: Er = −∂〈φ〉S/∂r. The considered ion species is Deuterium. The electron and ion

temperature profiles are identical. In global simulations, collision frequencies are estimated

locally, i.e. consistent with background density and temperature variations.

Table II. Run parameters, ion transport benchmark, case 1.

profiles 2 [Eq. (3.60)] a/R0 = 0.36 Te/Ti = 1 ν∗i (r/a = 0.5) = 0.03

κT = 3.58 κn = 0.79 ∆Ti/a = ∆n/a = 0.3 1/ρ∗ = 150

Table III. Run parameters, ion transport benchmark, case 2.

profiles 2 [Eq. (3.60)] a/R0 = 0.2 Te/Ti = 1 0.012 < ν∗i (r/a = 0.5) < 12

κT = κn = 1.2 ∆Ti/a = 0.2 ∆n/a = 0.2 1/ρ∗ = 150

6.6.1 Zonal flow damping: Rosenbluth-Hinton test

The study of the self-consistent axisymmetric electrostatic fields in the frame of neoclassical

transport is closely linked to the study of zonal poloidal flows, which play a crucial role in

regulating ITG microturbulence [17], and Geodesic Acoustic Mode (GAM) oscillations [97].

We thus start by presenting here linear simulations [i.e. solving Eq. (3.37) for δf ] of zonal

flow damping, corresponding to the so-called Rosenbluth-Hinton (RH) test. In order to carry

out RH tests, a local Maxwellian background f0 = fLM is chosen for both the collisionless and

collisional dynamics, and an initial distribution perturbation δfLM = (δn/n0) cos(πr/a)fLM is

loaded. The electrons are considered adiabatic and the full axisymmetric potential φ(r, θ, t)n=0

is retained. The collisionless theory of zonal flow damping predicts an undamped residual value

[98]. Collisions are expected to lead to a decaying residual zonal flow in a characteristic time of

the order of the collision time [99]. Figure 6.6 shows the damping of the radial electric field Er at

the magnetic surface s = 0.55, for the geometrical parameters of case 2 but having set gradients

to zero (κn = κT = 0), as usually done for carrying out the Rosenbluth-Hinton test. Oscillations,

whose frequency is estimated by ωG = (vthi/R0)
√

11/2 + 43/(11q2
s) according to Ref. [100]

in the drift-kinetic limit, are due to the initial excitation of GAMs, which involve poloidal

Fourier components m = ±1 [97] and are Landau damped. Neglecting the Finite-Orbit-Width

effects, which leads to a radially local derivation, an estimation of the damping rate is given by
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γG = (vthi/R0)
√

2 + 1/q2
s exp(−q2

s−0.5), having made use of γG = ωG,fluid exp(−ω2
G,fluid/2k

2
||v

2
thi)

in the limit ωG,fluid � |k|||vthi, where ωG,fluid = (vthi/R0)
√

2 + 1/q2
s [101] and |k||| ' 1/(qsR0).

Defining $ = 1 + 1.6q2
s/
√
ε, the time evolution of the radial electric field at a given radius r is

written as follows [99]:

Er(t)

Er(0)
=

(
1− 1

$

)
exp(−γGt) cos(ωGt) +

1

$
exp

(
β2t

$2

)[
1− erf

(
β
√
t

$

)]
, (6.54)

where erf is the error function defined in Chapter 5. The small long-time collisional response

has been neglected here. Considering a finite collisionality ν̄ as defined by Eq. (5.38), the

coefficient β = 3πq2
s

√
ν̄/(ε ln3/2[16

√
ε/ν̄t]) in Eq. (6.54) is introduced. Note that for β 6= 0,

Er(t)/Er(0) goes to zero over the collisional time scale ν̄−1. In the collisionless limit, β → 0

and Eq. (6.54) becomes [98]:

Er(t)

Er(0)
=

(
1− 1

$

)
exp(−γGt) cos(ωGt) +

1

$
, (6.55)

where the residual is given by Er(t → ∞)/Er(0) = 1/$. The predicted damping rates and

residuals, shown by dash-dotted lines in Figure 6.6, match very well the time evolution of the

radial electric field given by ORB5 at s = 0.55, where ε ' 0.15 and qs ' 1.3, for a collisionless

and a collisional run respectively. This test is crucial in order to ensure correct levels of zonal

flows in turbulent simulations.

0 20 40 60 80 100
−0.5

0

0.5

1

ω
G

 t

E
r(t

)/
E

r(0
)

 

 

ORB5, ν
*
=0

analytic, ν
*
=0

ORB5, ν
*
 ≈ 28

analytic, ν
*
 ≈ 28

Figure 6.6: Rosenbluth-Hinton test at s = 0.55 considering an axisymmetric field, linear dynamics, without
profile gradients. The time evolution of the radial electric field Er = −∂〈φ〉S/∂r provided by
ORB5 is compared to the theoretical estimate derived by Rosenbluth and Hinton, for both the
collisionless and the collisional case. Time is normalized by the GAM frequency ωG.

Finite temperature and density gradients may be considered for a Rosenbluth-Hinton test

as well. In collisionless simulations, after relaxation of the GAM oscillations, the residual

value of the radial electric field is proportional to the initial amplitude of the perturbation,

as given by Eq. (6.55), independent of the profile gradients. In collisional simulations, the

situation is fundamentally different: The zonal flows are damped as a result of collisions between

passing and trapped ions [99] and the radial electric field always relaxes towards the neoclassical
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equilibrium value, which is non-zero for finite background profile gradients, regardless of the

initial electric field amplitude. As expected, the neoclassical equilibrium field does vanish if no

gradients are considered, as already shown in Figure 6.6. Figure 6.7 illustrates these different

scenarios by presenting the time evolution of the radial electric field Er(t) at r/a = 0.5, both for

zero and non-zero CYCLONE case density and temperature gradients, considering density and

temperature profiles of type 2 with ∆r/a = 0.2. Note that the simulations considering collisions

along with non-zero CYCLONE case density and temperature gradients need to include the

neoclassical drive, i.e. the term ∂fLM/∂Ψ · dΨ/dt|0 in the drift-kinetic equation, in order to

establish neoclassical equilibrium fields as shown in Figure 6.7 (b).
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Figure 6.7: Rosenbluth-Hinton test where (a) no gradients and (b) the CYCLONE case gradients (R0/Ln0 =
2.2, R0/LT0 = 6.9) are considered. Time evolution of the radial electric field Er at mid-radius
for both collisionless and collisional simulations. The collisionless residual is proportional to the
initial amplitude of the perturbation |δf/fLM |, while the collisional residual converges towards
the neoclassical equilibrium value, regardless of the initial perturbation. Time is normalized by
the GAM frequency ωG.

6.6.2 Ion transport and neoclassical equilibrium

with adiabatic electrons

In this Section, a benchmark is performed against previous global neoclassical numerical results

obtained with both the Eulerian GT5D code and the PIC FORTEC-3D code [102], retaining

only the flux-surface-averaged potential (φ = 〈φ〉S). In ORB5 this is done by solving the stan-

dard quasi-neutrality equation and then assigning φ ← 〈φ〉S. These results are also compared

with neoclassical analytical results. All the ORB5 results are within the typical range of the

small discrepancies between GT5D and FORTEC-3D and may thus be considered as consistent

with these other codes. Figure 6.8 (a) presents the ion heat diffusivity χHi as a function of

radius in units of χGBa/Ln for case 1 parameters (Table II), which results exclusively from the

δfLMvd ·∇Ψ contribution to the kinetic energy flux Qkin given by Eq. (3.63), and matches well

the analytical predictions from Chang and Hinton (C-H) [103] away from the magnetic axis,
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where the standard neoclassical ordering is valid.

An important neoclassical relation is the ion force balance, which reflects the conservation of

toroidal momentum:

jbi
ni

dΨ

dr
=
RBϕTi
Ze

[
(k − 1)

d

dr
lnTi − d

dr
lnni +

ZeEr
Ti

]
, (6.56)

where Er is the radial electric field, ni is the ion density and jbi is the ion contribution to the

bootstrap current. This relation is derived by Hinton and Hazeltine in [43], Eq. (6.134), but

where a ratio Bϕ/Bpoloidal appears to be missing. The force balance coefficient k is shown around

the mid-radius region for the same case 1 (ν∗0 = 0.03) in Figure 6.8 (b) and compared with the

analytical large aspect ratio predictions from Hinton and Hazeltine (H-H) [43], as well as with

results from the moment equation approach derived by Hirshman and Sigmar (H-S) [104].
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Figure 6.8: (a) Ion heat diffusivity χHi and (b) neoclassical force balance coefficient k as a function of radius.
Case 1 parameters (ν∗0 = 0.03), adiabatic electrons, and retaining only 〈φ〉S from the quasi-
neutrality equation. Global ORB5 results at time t = τii(r/a = 0.5) are compared to simulations
from GT5D and FORTEC-3D, as well as to analytical results from Chang and Hinton (C-H),
Hinton and Hazeltine (H-H), Hirshman and Sigmar (H-S).

Figure 6.9 shows a collisionality scan for the ion heat diffusivity χHi and the neoclassical

force balance coefficient k at r = 0.5a for case 2 parameters (Table III). Predictions coming

from the moment equation approach (H-S) [104] are shown in addition to results derived by

Hinton and Hazeltine (H-H) in [43] for the coefficient k appearing in the force balance equation

(6.56). In Figure 6.9 (a), note the larger discrepancy in the neoclassical diffusivity between

the different code results at low collisionality ν∗ = 0.01, probably due to the very long time

required by a simulation at low collisionality to fully converge. In Figure 6.10 (a), showing

the time evolution of the gyrocenter flux at r = 0.5a for the same case 2, the ambipolarity

condition is verified, resulting in a vanishing ion flux for t→∞ since the electrons are assumed

to respond adiabatically. The setting up of the neoclassical radial electric field at r = 0.5a is

shown in Figure 6.10 (b).

Possible effects from the poloidal Fourier modes m 6= 0, retained beyond the standard neoclas-
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Figure 6.9: (a) Ion heat diffusivity χHi and (b) neoclassical force balance coefficient k as a function of the
effective collisionality ν∗. Considering parameters of case 2 and adiabatic electrons, global ORB5
results are shown for position r/a = 0.5 and at time t ∼ τii(r/a = 0.5). ORB5 results are
compared to simulations from GT5D and FORTEC-3D, as well as analytical results from Chang
and Hinton (C-H), Hinton and Hazeltine (H-H), Hirshman and Sigmar (H-S).
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Figure 6.10: Time evolution of (a) gyrocenter flux Γ and (b) radial electric field Er = −∂〈φ〉S/∂r at r = 0.5a
for case 2 parameters and ν∗(r/a = 0.5) = 0.12. Comparison of global results from ORB5, GT5D
and FORTEC-3D. The ambipolarity is satisfied and an equilibrium neoclassical electric field is
established.

sical approximation, are studied in Figure 6.11, corresponding to case 1 parameters (Table II).

In Figure 6.11 (a), the ORB5 results for φ = 〈φ〉S have been added for reference. Note that,

if the full axisymmetric potential φn=0 6= 〈φ〉S is retained, there is a radial component to the

E×B drifts leading to contributions to the fluxes from the local Maxwellian background fLM
(which compensate each other). Considering only the kinetic contribution to the heat flux, one

thus could be misled into interpreting this kinetic energy flux as a contribution to the thermal

transport. It is actually not, as pointed out in Ref. [71]. In fact, the potential energy flux from

the background fLM compensates the kinetic energy flux from the background fLM , leading to

essentially the same heat diffusivity level as in the standard neoclassical approximation (purely
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radial electric field), as clearly shown in Figure 6.11 (a). The potential energy flux is crucial in

order to treat the effects of the m 6= 0 poloidal modes in neoclassical transport, as discussed in

Ref. [71]. Retaining the m 6= 0 poloidal modes still ensures a total vanishing gyrocenter flux,

which is shown in Figure 6.11 (b): The full axisymmetric potential φ leads to an inward flux

related to the drift velocity vE×B acting on fLM , compensating the outward flux contribution

from δfLM related mainly to the magnetic drift velocity v∇B + vc. Ambipolarity is thus satis-

fied, as there is no electron transport, the electron response being assumed adiabatic in these

simulations.
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Figure 6.11: Retaining all poloidal Fourier modes of the axisymmetric potential and comparison to simulation
results within the standard neoclassical approximation assuming a purely radial electric field
(same as in Figure 6.8). (a) Case 1 parameters, adiabatic electrons, ion heat diffusivity at
t = 0.5τii(r/a = 0.5) as a function of radius. Retaining all poloidal Fourier modes does not
change the heat transport level. (b) Case 2 parameters, time evolution of the gyrocenter flux at
r = 0.5a for ν∗(r/a = 0.5) = 0.085. Ambipolarity is satisfied.

6.6.3 Adding collisional kinetic electrons

The case 1 simulations presented in Sec. 6.6.2 were repeated considering kinetic electrons with

a non-physical ion-electron mass ratio mi/me = 200 and experiencing both self-collisions as

well as pitch angle scattering on ions. Thanks to the smaller mass ratio, the transit time scale

separation between electrons and ions ωte/ωti ∼
√
mi/me is reduced, which facilitates the multi-

species kinetic simulations. The electron collisionality is chosen such that νee,th/νii,th ∼ 50.

We notice in Figure 6.12, obtained by enforcing φ = 〈φ〉S, that the ratio between electron

and ion heat transport is consistent with the neoclassical ordering of heat transport χe/χi ∼
meνee,th/miνii,th ∼ 1/4. Moreover, electrons and ions both show a similar outward particle flux,

which ensures the ambipolarity condition. The small discrepancy between electron and ion

particle diffusivities reflects the statistical numerical error, as well as the error of discretization

when building the gradients from reconstructed profiles for computing the diffusivities.

The effect of kinetic electrons on the neoclassical equilibrium electric field is small, as clearly

shown in Figure 6.13 (a). This results from the fact that the electric field ensuring the am-

bipolarity by shaping the particle orbits depends mainly on the ion dynamics, since the average
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ion orbit width is much larger (by a factor
√
mi/me) than the electron orbit width. The orbit

squeezing produced by the shear of the radial electric field is discussed in Ref. [105]. Figure

6.13 (b) shows that kinetic electrons lead to an important bootstrap current, mainly carried

by passing electrons, while the ion contribution to this current does essentially vanish. Note

that the observed vanishing ion current is related to the Lorentz model chosen for electron-ion

collisions, which drops the momentum conserving term of the electron-ion collision operator as

explained in Sec. 5.6.
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Figure 6.13: Case 1 parameters, φ = 〈φ〉S . Kinetic electron contributions to (a) the neoclassical radial electric
field Er at r = 0.5a and (b) the bootstrap current jb at r = 0.5a. The electric field is weakly
changed by considering kinetic electrons, while an important bootstrap current is produced and
mainly carried by passing electrons.
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6.6.4 Breakdown of the standard neoclassical approximation

The standard neoclassical approximation is valid under the assumption that the banana width

is small compared to characteristic equilibrium lengths of the system. In order to illustrate

the limitations of this approximation, one chooses a configuration without density gradient,

considering the parameters of Table IV, i.e. with relatively low value of 1/ρ∗. The computations

are carried out without considering self-consistent electric fields. Let us point out that the usual

neoclassical ordering breaks down near the magnetic axis, as the radial excursion of particles

from a flux surface can become comparable to the minor radius. In particular, as stated

explicitely in [106], in this region the ordering |vd ·∇δfLM | ∼ |vd ·∇fLM | applies instead of

the standard neoclassical ordering |vd ·∇δfLM | � |vd ·∇fLM |, which in fact leads to transport

being radially nonlocal. The temperature profile nonetheless does not relax significantly over

the considered simulation times, making relevant the study of an effective diffusivity. It has to

be emphasized that this nonlocal ordering does not alter the scaling |δfLM | � fLM . Indeed, it

is the gradient and not δfLM itself that becomes large. Considering the term vd ·∇δfLM along

with a linearized collision operator thus brings a relevant correction to the local approximation,

which breaks down near the axis. Note that this correction does not improve the accuracy

of the calculation away from the magnetic axis, since in this case vd ·∇δfLM is of the same

neoclassical order as the non-linear collisionality C[δfLM , δfLM ] we neglect. Comparing global

and local ORB5 simulations in Figure 6.14, one notices that the neoclassical approximation

is valid over the radial region r/a & 0.45, while it breaks down near the magnetic axis. This

result is mainly explained by the fact that near the magnetic axis, trapped particles follow

potato orbits whose width is of order λp ∼ (q2
sρ

2
LR0)1/3 [107], which may be significantly larger

than the standard banana width ∆rb ∼ qsρL/
√
ε. These large orbit widths can thus become

comparable to the local minor radius within a significant radial region around the magnetic axis

for the large aspect ratio and large ρ∗ tokamak considered here, which violates the standard

neoclassical assumption. These results are consistent with previous ones: The reduction of the

neoclassical transport near the axis (compared to the standard theory) has been predicted in

a low collisionality regime by a Lagrangian transport theory [108], as well as by simulation

results [107], [109].

Table IV. Run parameters for studying breakdown of neoclassical approximation.

profiles 2 [Eq. (3.60)] a/R=0.28 Te/Ti = 1 ν∗i (r/a = 0.5) = 0.1

κn = 0 κT = 4 ∆Ti = 0.3 1/ρ∗ = 80

6.7 Towards gyrokinetic turbulent simulations

6.7.1 The coarse-graining procedure in neoclassical simulations

The beneficial effect of the coarse-graining procedure detailed in Sec. 4.8 on the noise level

is illustrated here in the case of a neoclassical test based on the parameters given in Table
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Figure 6.14: Neoclassical approximation breakdown. Reduction of the neoclassical transport predicted by
ORB5 close to the magnetic axis, when considering the full marker motion. In the neoclassical
limit, ORB5 results match well the analytical predictions by Chang and Hinton (C-H).

V, performed with adiabatic electrons and at low collisionality: ν∗(r = 0.5a) = 3.5 · 10−2.

Let us point out that, in view of preparing turbulent runs, these neoclassical simulations were

performed by retaining poloidal modes m ∈ [−5, 5] of the axisymmetric potential φn=0 (see the

field-aligned Fourier filter presented in Sec. 4.6). It is shown in Figure 6.15 (a) that the coarse-

graining procedure stabilizes the weight spreading, which is reflected by the saturation of the

total weight variance σ =
√〈w2〉 − 〈w〉2 once the system has reached collisional equilibrium

at tνii & 1. As a corollary, the numerical noise defined in Eq. (4.57) also stabilizes at the

same time, as shown in Figure 6.15 (b). The neoclassical properties of the simulations are

essentially unaffected by the coarse-graining procedure, as shown in Figure 6.16 presenting the

heat diffusivity χHi as a function of the radial position for the Table V parameters.

Table V. Run parameters, coarse-graining in neoclassical simulations.

profiles 3 [Eq. (3.61)] a/R0 = 0.37 Te/Ti = 1 κT = 2.63 κn = 0.81 1/ρ∗ = 180

6.7.2 Neoclassical tests of the local/canonical Maxwellian

background switching scheme

In this Section, the background switching scheme described and explained in Sec. 4.4.4 is tested

through global neoclassical simulations with self-consistent electric field and adiabatic electrons.

To this end, we consider both the local Maxwellian background fLM defined by Eq. (3.28) and

the canonical Maxwellian background fCM defined by Eq. (3.29) with ψ̄ = Ψ0. The total dis-

tribution f is thus decomposed using either a local Maxwellian background f = fLM + δfLM
or a canonical Maxwellian background f = fCM + δfCM . In order to validate the background

switching algorithm, a collisional simulation is carried out with this scheme, i.e. alternating be-

tween the LM and CM representation for the collisional and collisionless dynamics respectively,

and compared to results obtained for the same physical conditions with the standard fixed local
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Figure 6.15: Effects of the coarse graining procedure. (a) Total weight variance and (b) numerical noise.
Table V parameters with ν∗(r/a = 0.5) = 3.5 · 10−2. The noise and the weight spreading are
fully stabilized by the coarse-graining algorithm, for this low collisionality.
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Maxwellian background approach. It is recalled that the quasi-neutrality equation (3.53) for

the self-consistent field φ is in fact linearized for fluctuations around a certain reference state.

To be able to exactly compare results from the two algorithms, this reference state must be

chosen the same in the two cases. This is achieved by introducing the density deviation δn0:

δn0(x) =

∫
B∗||
m

d3R dv|| dµ dα [fi(R, v||, µ, t = 0)− f0,i(R, v||, µ)]δ(R +ρ−x), (6.57)

where f0,i is the background (either fLM or fCM) considered when solving the quasi-neutrality

equation. δn0 is then subtracted at each time step on the RHS of the quasi-neutrality equation

page 116 Thibaut VERNAY, CRPP/EPFL



6.7. Towards gyrokinetic turbulent simulations

(3.53):

eni0(Ψ)

Te(Ψ)
[φ(x, t)− 〈φ〉(Ψ, t)]−∇⊥ ·

(
ni0(Ψ)

BΩi

∇⊥φ
)

= δni(x, t)− δn0(x). (6.58)

Note that the RHS of Eq. (6.58) is actually:

δni − δn0 =

∫
B∗||
m

d3R dv|| dµ dα [fi(R, v||, µ, t)− fi(R, v||, µ, t = 0)]δ(R + ρ− x),

(6.59)

which reflects that the reference state for the distribution with respect to which the quasi-

neutrality equation has been linearized is in fact the full initial distribution fi(t = 0). Both

algorithms make use of the coarse-graining procedure described in Sec. 4.8. The simulations

solve the global neoclassical problem and consider the physical system described in Table V

with ν∗(r = 0.5a) = 3.5 ·10−1. The two simulations must in particular represent identical initial

conditions, chosen as the local Maxwellian for the total initial distribution, f(t = 0) = fLM .

The standard algorithm is thus fully carried out with the local Maxwellian as a fixed background

f0 = fLM and δfLM(t = 0) = 0, while the new algorithm starts from the canonical Maxwellian

background f0 = fCM and δfCM(t = 0) = fLM−fCM , but then switches to the local Maxwellian

background representation for carrying out collisions.

Having addressed the issues of identical initial states and linearizing the quasi-neutrality equa-

tion with respect to the same reference state, both simulations (with fixed and switching back-

ground) should provide the same evolution of the physical system in the limit of sufficient

resolution. This is confirmed by the results shown in Figure 6.17 for the here considered test

case problem. Figure 6.17 (a) plots the time evolution of the radial electric field Er at r/a = 0.5

towards its equilibrium state over a typical collision time, while Figure 6.17 (b) presents the time

traces for the ion kinetic energy flux Qkin. Note that the curves related to the two numerical

approaches are indeed essentially identical.

One of the advantages of using a canonical Maxwellian background for carrying out the colli-

sionless dynamics is the fact that significantly larger time steps, typically by a factor of 2, may

be taken, than when considering a local Maxwellian background, while still ensuring a stable

and equivalently accurate simulation. This is obviously related to the fact that the Right-Hand-

Side of the weight equations contains a term proportional to dΨ/dt|0∂fLM/∂Ψ in the case of a

local Maxwellian background, while the corresponding term dΨ0/dt|0∂fCM/∂Ψ0 in the case of

a canonical Maxwellian is absent, as dΨ0/dt|0 = 0. Here, d/dt|0 stands for the time derivative

along unperturbed trajectories, so that in particular:

dΨ

dt

∣∣∣∣
0

=
dR

dt

∣∣∣∣
0

·∇Ψ = (v∇B + vc) ·∇Ψ. (6.60)

Considering the same basic parameters as for the simulation results of Figure 6.17, Figure 6.18

illustrates how the collisional algorithm based on background switching may be of an advantage

when considering an appropriate initial distribution. Starting the run with f(t = 0) = fCM ,
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Figure 6.17: Comparing the fixed local Maxwellian background approach with the novel collisional algorithm
switching between a canonical and local Maxwellian background. (a) Radial electric field Er and
(b) ion kinetic energy flux Qkin as a function of time. ν∗ = 0.35.

the algorithm with background switching provides a better signal/noise ratio than the standard

fixed local Maxwellian background scheme for the same initialization, as shown in Figure 6.18

(a), in addition to the increased time step already mentioned. The standard algorithm is

however less noisy than the switching background scheme when considering a local Maxwellian

fLM as the total initial distribution: f(t = 0) = fLM . Figure 6.18 (b) shows how different

neoclassical radial electric fields are established for the different considered initial conditions.

This is consistent with the fact that different toroidal flows are generated for the two types of

initial distributions, which lead to different radial electric fields, in agreement with the force

balance relation (6.56). In fact, the radial electric fields have opposite signs depending on

whether the simulation starts from a canonical or local Maxwellian. Note in particular the

absence of GAM oscillations in Figure 6.18 (b) for the initialization f(t = 0) = fCM , the

corresponding simulation therefore reaching more rapidly its stationary state. The ion particle

and kinetic energy fluxes however appear not to be sensitive on the initial conditions, as shown

in Figure 6.19.

6.8 Conclusions

Using the collision operators implemented in ORB5, neoclassical transport in a tokamak has

been investigated in this Chapter. Simulations have been carried out both within the stan-

dard neoclassical approximation as well as beyond, corresponding to respectively neglecting or

keeping drifts in the marker trajectories. Contrary to the former simulations, which are local

to a magnetic surface, the latter, including the full particle trajectories, need to be carried

out over the whole plasma volume and are therefore global. Global simulations have also been

carried out accounting for the possible significant effects of self-consistent electrostatic fields.

Collisionless and collisional currents predicted by ORB5 simulations have been compared to

analytical models, providing a good agreement. The basic features of neoclassical fluxes have
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Figure 6.18: Results from global neoclassical simulations using the mixed background approach and the stan-
dard local background method, considering different initial conditions: either a local Maxwellian
fLM or a canonical Maxwellian fCM . (a) Signal/noise ratio, ν∗(r/a = 0.5) = 3.5 · 10−2 and (b)
radial electric field Er at mid-radius r/a = 0.5, ν∗ = 3.5 · 10−1.
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Figure 6.19: Results from global neoclassical simulations using the mixed background approach for different
initial conditions. (a) Particle flux Γ and (b) kinetic energy flux Qkin at mid-radius r/a = 0.5,
ν∗ = 3.5 · 10−1.

been verified. Collisionless and collisional Rosenbluth-Hinton tests have validated the resid-

ual level of zonal flows provided by ORB5, both with and without collisions, and have thus

demonstrated the feasibility of establishing a proper neoclassical equilibrium electric field in

ORB5. Successful benchmarks of the collisional ORB5 code were carried out by comparing

the simulations both with analytical results within the standard neoclassical approximation as

well as with simulation results from other codes. Comparisons with the GENE, GT5D and

FORTEC-3D codes were particularly valuable for validating the global simulations. In agree-

ment with previous studies, limitations of the standard neoclassical approximations have been

pointed out. This includes the breakdown of neoclassical ordering near the magnetic axis, lead-

ing to reduced fluxes in this region compared to those predicted by the standard theory. The
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role played by the poloidally asymmetric modes of the electrostatic potential, usually neglected

in neoclassical transport studies, has also been analyzed and has turned out to be effectively

minor.

The coarse-graining procedure and the background switching scheme have been successfully

tested within the frame of neoclassical simulations, opening interesting perspectives for the

collisional simulations of turbulence discussed in the next chapters.
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Chapter 7

Collisional Ion-Temperature-Gradient

(ITG) turbulence and zonal flows

7.1 Introduction

The effect of the radial electric field related to axisymmetric modes and associated zonal

flows on tokamak microturbulence has been widely studied in the frame of gyrokinetic sim-

ulations. In particular, the ITG turbulence saturation due to vortice shearing produced by

zonal flows is a well established mechanism which reduces the turbulent transport in ITG-

dominated regimes [17] [110] [25] [7]. Due to the high temperatures in the core of tokamak

plasmas, collisionless gyrokinetic models have extensively been used for turbulent transport

analysis. However, even though collisionality is not a priori a dominant effect for the core

tokamak physics, it may nonetheless significantly affect the transport in at least three ways.

First, collisions produce an intrinsic neoclassical transport, as studied in Chapter 6. Usually

small compared to the turbulent transport, neoclassical transport may nevertheless reach a

comparable level in conditions of marginal stability of microinstabilities. Secondly, collisions

damp radial perturbations and associated zonal flows as predicted in Ref. [99]. Thirdly, colli-

sions may in fact also generate a neoclassical radial electric field for ensuring ambipolarity in

the presence of density and temperature gradients, leading to background E × B flows. This

strong effect of collisions on radial electric field dynamics, appearing through a competition

between generation and damping, affects in turn through zonal flow shearing the turbulent

transport levels.

Studies of collisional ITG turbulence using gyrokinetic simulations have already been performed

in the past, making use of Lagrangian (PIC) [23], Semi-Lagrangian [24] and Eulerian [95]

methods. In [23], the damping of zonal flows by collisions was found to increase the turbulent

heat diffusivity, at all values of the gradients considered. A Eulerian approach combined with

a simplified Krook operator for ion-ion collisions provides the same trend, however somewhat

less pronounced [111]. Turbulence studies in the frame of a Z-pinch configuration show as well

a transport enhancement due to collisions [112]. This general conclusion is confirmed by ORB5

results. In this Chapter, we systematically analyze the mechanisms of neoclassical (purely

collisional) and turbulent transport, as well as their possible interactions. To this end, in a first
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phase of the simulation a neoclassical equilibrium is established by keeping only axisymmetric

(n = 0) Fourier modes. In a second phase, turbulence is allowed to evolve freely by considering

all toroidal Fourier modes (n = 0 & n 6= 0). Our simulations show that collisional effects

are not simply additive to collisionless turbulent transport: Heat transport in the presence of

both turbulence and collisions is larger than the sum of collisionless turbulent transport and

neoclassical transport. The softening of the Dimits shift region (see Sec. 7.4.1) obtained in [23]

is as well observed in ORB5 simulations [26] and is further characterized in this work. However,

the bursting behaviour of the zonal flows in the Dimits shift region predicted in [23] is only

clearly reproduced for narrow gradient profiles. For wider gradient profiles, a steadier regime is

observed. Additional drive from increased turbulence levels in collisional simulations is found to

essentially balance the zonal flow damping by collisions, leading to zonal flow amplitudes only

slightly reduced in collisional simulations compared to the collisionless situation. Moreover,

the zonal flow levels in collisional simulations turn out to be roughly independent of the finite

collisionality considered. The analysis of ORB5 simulations show how the zonal flow saturation

in fact results from a Kelvin-Helmoltz-like tertiary instability mechanism transferring energy

from zonal modes back to turbulence [26], as originally demonstrated in Ref. [113]. Similarly

to results obtained in the previously mentioned papers, the electrons are assumed adiabatic

and therefore collisionless in this Chapter. Considering the dynamics of kinetic electrons along

with the related electron collisionality may lead to different effects of collisions on turbulence in

certain regimes [114], for instance related to the reduction of microinstability drive by electron

collisions, as emphasized in Chapter 8. Note furthermore that all the collisional simulations

of ITG turbulence presented in this Chapter are performed through the background switching

scheme described in Sec. 4.4.4.

7.2 Linear studies and ion-ion collisions

The linear simulations for ITG instability studies are performed in this Section with narrow

temperature and density profiles of type 2 [see Eq. 3.60] with width ∆A/a = 0.2. An adhoc

equilibrium is considered. Numerous comparisons between ORB5 and analytical predictions for

the local collisionless ITG dispersion relations, derived in [34] and briefly recalled in Chapter 2,

are given in [51]. As an example, the spectrum of the ITG linear growth rate for the CYCLONE

case parameters is presented in Figure 7.1. The kinetic electron response, through the hybrid

model described in Sec. 3.6, increases significantly the ITG growth rate of the most unstable

modes, kθρLi ' 0.3− 0.4, compared to simulations considering fully adiabatic electrons. More

details about this mechanism are given in Sec. 7.7.

Ion-ion collisions have a negligible effect on the linear growth rates of ITG instabilities. Con-

sidering the CYCLONE case parameters defined in Sec. 3.8, Figure 7.2 shows a very weak

increase of the growth rate with collisionality for a mode kθρLi = 0.4 (∼ 5% increase at

ν∗ = 0.45 ' 10 ν∗phys), consistently with results obtained in [87] for slab-ITG instabilities. Note

that, as mentioned in [87], the local parallel momentum conservation of the collision operator

is crucial in order to obtain the mentioned increasing behaviour of the growth rate with respect

to collisionality. The parallel momentum conservation is only obtained through a sufficiently
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Figure 7.1: Linear growth rate spectrum for the CYCLONE case parameters, considering both adiabatic
electrons and hybrid (kinetic trapped and adiabatic passing) electrons.

refined binning grid for the background reaction operator (ns×nθ∗ ×nϕ = 128× 256× 32) and

therefore requires a large number of markers (80 · 106), much more than a collisionless linear

simulation. In conclusion, the effect of ion-ion collisions on ITG linear growth rates appears to

be negligible for physically relevant collisionalities.
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Figure 7.2: Very weak effect of ion-ion collisions on ITG linear growth rates. kθρLi = 0.4, CYCLONE case
parameters.

7.3 Non-linear global ITG simulations with no heat

sources

The CYCLONE base case [70] is chosen in order to study the effects of the ion-ion self-collisions

on ITG microturbulence, considering adiabatic electrons and no heat source along with the wide

gradient profiles given by Eq. (3.61). The total initial distribution is a canonical Maxwellian,

f(t = 0) = fCM with ψ̄ = Ψ0, which is a stationary state of the collisionless gyrokinetic

equation. Without collisions, simulations must start with a small perturbation to that equilib-
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rium, in order for the turbulence to grow. With collisions, and at first enforcing axisymmetry

by retaining only the toroidal Fourier mode n = 0, the full distribution will evolve towards

a different distribution, i.e. a true neoclassical equilibrium together with the corresponding

self-consistent axisymmetric electric field. After the neoclassical equilibrium has been reached,

turbulence is switched on by letting the non-axisymmetric modes (n 6= 0) evolve freely. For

the turbulent simulations presented in this Section, only every fourth toroidal Fourier mode is

retained (namely n = 0, 4, 8, . . . , 56), as justified in Ref. [115] and corresponding in real space to

a 1/4 toroidal wedge. Note that nmin = 4 corresponds to kθ,minρLi ' 0.06. 500 million markers

are used along with the following grid in configuration space for solving the quasi-neutrality

equation: Ns = 128 points in the radial direction, Nθ∗ = 512 points in the poloidal direction

and Nϕ = 256 ' Nθ∗/qs points in the toroidal direction. These numerical parameters yield an

average of ∼ 30 markers per cell. However, since the perturbed density is filtered in the poloidal

and toroidal Fourier spaces, the important ratio is the number of markers per Fourier mode

and per radial grid point [51]. Invoking the alignment of microturbulence with the magnetic

field lines, only the poloidal modes m ∈ [nqs− 5, nqs + 5] are retained for each toroidal mode n.

This filter leads to ∼ 3 million markers per Fourier mode. It has been verified that even with

collisions this resolution ensures converged results (for the considered radial resolution).

For the sake of clarity, the turbulent contribution to the kinetic energy flux Qturb is defined in

this Section as follows:

Qturb =

〈
∇r

|∇r| ·
∫

d3v
miv

2

2
(f0 + δf)vE×B

〉
S

, (7.1)

even though this term may contain a small neoclassical contribution through the axisymmetric

but poloidally asymmetric modes (n = 0,m 6= 0). Note that the mentioned neoclassical

contribution, related to the background f0, disappears if the potential energy flux is properly

accounted for as in Sec. 7.4. 〈〉S is the flux surface average operator and mi the ion mass. The

neoclassical contribution to the kinetic energy flux Qneo is defined as:

Qneo =

〈
∇r

|∇r| ·
∫

d3v
miv

2

2
δf(v∇B + vc)

〉
S

, (7.2)

where v∇B is the ∇B drift and vc the curvature drift. The simulation system considered has no

heat sources, so that the temperature profile is free to relax towards marginally stable gradients

with respect to the instabilities underlying the microturbulence. Figure 7.3 (a) shows the initial

and relaxed temperature profiles for both a collisionless case and ν∗(r/a = 0.5) = 0.18, which

corresponds to a collisionality about 4 times larger than the one derived from the actual DIII-D

parameters underlying the CYCLONE case. Let us point out that, in the collisional case, the

system never fully relaxes, since the neoclassical heat transport persists even after the turbulent

transport has vanished. As shown below and as expected, this neoclassical transport is however

small compared to the fully developed turbulent transport in the first phase of the simulation,

so that it is therefore appropriate to define the system as having reached a quasi-equilibrium

state once the turbulent transport falls to the level of the neoclassical one. Figure 7.3 (b)

shows the evolution of the ion heat diffusivity χHi with respect to the effective ion temperature
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gradient R0/LT i, averaged between r = 0.3a and r = 0.45a. The critical gradient R0/LT crit

is defined as the temperature gradient of this sourceless system once it has reached the quasi-

equilibrium state as just defined. As clearly seen from Figure 7.3, the critical gradient of the

collisional case is lower than the critical gradient of the collisionless case. Indeed, collisions yield

a critical gradient close to the linear stability of the most unstable ITG modes, R0/LT i ' 5.

This is consistent with the fact that collisions damp the zonal flows and thus soften the so-

called Dimits shift, defined as the difference between the critical gradient for linear stability

and the critical gradient observed in nonlinear collisionless gyrokinetic turbulent simulations.

The latter is larger due to the stabilizing effect of zonal flows. By damping the zonal flows,

ion-ion collisions thus increase the level of ITG turbulent heat transport, as already observed

and discussed in Ref. [23]. This effect will be studied in further detail in Sec. 7.4.

The time evolution of the kinetic energy flux at r = 0.5a is plotted in Figure 7.4 (a), for the

same cases. For the collisional simulation, the neoclassical phase (keeping only n = 0 modes)

is carried out up to time t = 2τii, after which the turbulent phase is initiated (keeping modes

n 6= 0 as well). The small discrepancy between the total flux and the v∇B + vc contribution

in the neoclassical phase is due to the small inward neoclassical vE×B contribution through

the poloidally asymmetric modes, as explained above. The fully developed turbulent trans-

port, corresponding to the bursty phase, is clearly much larger than the neoclassical transport.

The neoclassical flux nevertheless becomes dominant once the temperature profile has relaxed.

Figure 7.4 (b) presents the time evolution of the signal/noise ratio. The standard way of eval-

uating the noise in ORB5 has been described in Ref. [79] and briefly reminded in Sec. 4.8. The

considered runs made use of the coarse-graining procedure [22] described in Chapter 4. Note

that even in the late phase of the collisional simulation, the ratio remains above the statistically

relevant threshold (considered to be of order ∼ 10, see Ref. [79]). As expected, the collisionless

simulation remains significantly less noisy for the same numerical parameters.

7.4 Quasi-stationary collisional turbulence simulations

started from a neoclassical equilibrium

Simulations based on the CYCLONE case parameters have been carried out for collisionalities

in the range ν∗0 = 0.09 − 0.45, i.e. 2 to 10 times larger than the physical one ν∗phys = 0.045.

Note that for studying collisional effects, simulations must be carried out over multiple collision

times while resolving the shorter time scale of the turbulent fluctuations. Low collisionality is

thus numerically challenging due to the large number of time steps required in order to reach a

sufficient simulation time, while high collisionality is challenging as well due to the large num-

ber of markers required for ensuring a sufficient signal/noise ratio. Collisional simulations are

performed with 500 ·106 markers representing the ions and started from a canonical Maxwellian

as the total initial distribution: f(t = 0) = fCM(Ψ̂). For collisional simulations and as pre-

viously done for simulations with no heat sources presented in Sec. 7.3, a first run with only

axisymmetric modes (n = 0) is carried out over approximately two collision times τii, in order

to establish a neoclassical equilibrium with associated electric field and toroidal rotation pro-

file. Note that the toroidal rotation profile of the neoclassical equilibrium is determined by the
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Figure 7.3: Collisionless and collisional turbulent CYCLONE case without heat sources: (a) Relaxation of
the temperature profile towards the quasi-stationary state for both a collisionless and a collisional
simulation with ν∗0 = 0.18. (b) Evolution of the ion heat diffusivity χHi = (Qneo+Qturb)/(ni|∇Ti|)
in Gyro-Bohm units versus the temperature gradient. Collisions yield a lower nonlinear critical
gradient. The quasi-stationary state is obtained when the heat diffusivity reaches the neoclassical
level χneo.
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Figure 7.4: (a) Time evolution of the total kinetic energy flux Qkin = Qturb + Qneo at r/a = 0.5 for both a
collisional (full black line) and a collisionless (dashed red) simulation. Also shown is the neoclas-
sical contribution Qneo for the collisional case (dash-dotted blue). An initial neoclassical phase is
first carried out in order to set up a neoclassical equilibrium. In the bursty phase, the turbulent
transport is much larger than the neoclassical transport. (b) Signal/noise ratio for simulations
using 500 million markers and coarse-graining. The collisionless case is significantly less noisy, but
the coarse-graining enables to keep the collisional simulation above the relevance threshold ∼ 10
even at later simulation times.

initial ion distribution function and may in principle affect, through its shearing, the develop-

ment of turbulence in the subsequent simulation. As mentioned in Chapter 3, the choice of the

background fCM(Ψ̂) has the purpose of providing neoclassical equilibria with essentially zero

toroidal rotation. For the typical collisional CYCLONE cases considered here, the maximum

toroidal velocity is vtoro ∼ 0.02 − 0.03 vthi and the associated toroidal shearing rate is much
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smaller than the E×B shearing rate: ωtoro ∼ dvtoro/dr ∼ 0.1 ωE×B.

In a second phase, the simulation is resumed taking into account both the axisymmetric and

the non-axisymmetric modes (n = 0 and n 6= 0), thus allowing turbulence to develop and

enabling to study the resulting anomalous transport and in particular the interaction between

turbulence, neoclassical background flows and turbulence-induced zonal flows. Only every

second toroidal Fourier mode is retained, namely n = 0, 2, 4, . . . , 56, corresponding in real

space to 1/2 toroidal wedge. The typical time evolution of the neoclassical and turbulent

contributions to the kinetic energy flux Qkin (as defined in Sec. 3.10 but removing the here

irrelevant background contribution ∼ f0 · dΨ/dt|E×B), both in the neoclassical and turbulent

phases of the simulation, is shown in Figure 7.5 for the temperature gradient R0/LT0 = 6.9 and

collisionality ν∗0 = 4 ν∗phys = 0.18. The use of the heat source described by Eq. (3.35) enables

to reach a quasi-stationary level of transport by maintaining a constant temperature gradient,

in a time-average sense. A remarkable observation is the fact that initiating the collisional

turbulence simulations from a neoclassical equilibrium appears not to be equivalent to starting

the turbulence simulations directly from a canonical Maxwellian as the total initial distribution.

Figure 7.6 (a) shows the total heat diffusivity profile in both cases, in the quasi-stationary state

of the simulation, for ν∗0 = 0.09 and R0/LT0 = 6.9. The turbulent transport appears to be

reduced by the preliminary neoclassical equilibrium. The structure of the radial electric field

profile, for the same physical parameters, is affected as well by the initial conditions of the

turbulence simulation, as presented in Figure 7.6 (b).
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Figure 7.5: Time evolution of the neoclassical (red dashed line) and turbulent (blue plain line) contributions
to the kinetic energy flux Qkin at mid-radius, in the neoclassical phase (t < 500[a/cs] ∼ 2τii)
and the turbulent phase (t > 500[a/cs]) of the simulation, for ν∗0 = 0.18. Once a neoclassical
equilibrium is established, turbulence is switched on and turbulent transport becomes dominant
compared to neoclassical transport, for the here considered CYCLONE case gradients (R0/Ln0 =
2.2, R0/LT0 = 6.9). The neoclassical flux is perturbed by turbulence but remains constant in a
time-average sense.
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Figure 7.6: (a) Total heat diffusivity profile and (b) radial electric field profile in the quasi-stationary state
of the simulation, for ν∗0 = 0.09 and R0/LT0 = 6.9. Initiating the turbulence simulation from
a neoclassical equilibrium modifies the turbulent transport as well as the radial electric field
structure.

7.4.1 Temperature gradient and collisionality effects

on heat diffusivity

In this Section, two temperature gradients are first considered, along with wide non-zero gra-

dient profiles of type 3 (∆A = 0.3a) for carrying out a collisionality scan. The first one,

R0/LT0 = 5.3, is above the linear stability threshold R0/LT0 ' 4.5, but below the collisionless

non-linear stability threshold R0/LT0 ' 6.0 of ITG turbulence in the considered physical system

(CYCLONE), i.e. in the so-called Dimits shift region [70]. The second one, R0/LT0 = 6.9, is

above the non-linear stability threshold and thus ensures a stronger drive for turbulence.

Figure 7.7 shows the neoclassical heat diffusivity χneo
H and the quasi-stationary total (neo-

classical + turbulent) heat diffusivity χtot
H = χneo

H + χturb
H at mid-radius with respect to the

collisionality. For the gradient below the non-linear stability threshold, R0/LT0 = 5.3, a non-

vanishing turbulent transport illustrating a softening of the Dimits shift region is established

through collisions. The turbulent diffusivity is relatively small in this latter case, i.e. of the

order of the neoclassical diffusivity at each collisionality (χturb
H ∼ χneo

H such that χtot
H ∼ 2 χneo

H ).

Note that, as expected, there is zero transport at R0/LT0 = 5.3 if the collisions are switched

off [χH(ν∗ = 0, R0/LT0 = 5.3) = 0]. For the higher temperature gradient R0/LT0 = 6.9, the

increase of the total diffusivity due to collisions is significantly larger than for R0/LT0 = 5.3

[χturb
H (ν∗)−χturb

H (ν∗ = 0) > χneo
H (ν∗)]. For all gradients above the linear stability threshold, one

thus observes:

χtot
H (ν∗) > χturb

H (ν∗ = 0) + χneo
H (ν∗). (7.3)

In general, the heat transport in the presence of both turbulence and ion-ion collisions is thus

larger than the sum of collisionless turbulent and neoclassical transport considered separately.

This reflects the complex interplay between collisional effects, flows and turbulence.
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Figure 7.8: Heat diffusivity profile χH(r) in the quasi-stationary state of the simulation, for a collisionality
ν∗0 = 0.45 and both temperature gradients R0/LT0 = 5.3 and R0/LT0 = 6.9. For the weaker gra-
dient R0/LT0 = 5.3, the turbulent contribution profile (blue crosses) is similar to the neoclassical
contribution profile (red plain line), while the turbulent contribution profile in the case of the
larger gradient R0/LT0 = 6.9 (black squares) is clearly dominant. The neoclassical contribution
is successfully benchmarked against the Chang-Hinton predictions (green dashed line).

Figure 7.8 presents the radial profiles of the quasi-stationary diffusivity χH for the particular

collisionality case ν∗0 = 10 × ν∗phys = 0.45. The neoclassical contribution computed during the

turbulent phase is compared to an analytical prediction derived by Chang and Hinton [103],

showing a good agreement. While the turbulent transport is of the order of the neoclassical

transport in the case of the lower gradient R0/LT0 = 5.3, it becomes clearly dominant for

R0/LT0 = 6.9.

The scan of considered temperature gradients is then extended at fixed collisionality, in order to
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sketch the dependence of the collisional heat diffusivity on the ion temperature gradient. Similar

to studies already done for the CYCLONE parameters in the frame of collisionless simulations

[70], Figure 7.9 shows how the ion temperature gradient affects the ion heat diffusivity for

ITG turbulence at mid-radius r/a = 0.5, for the chosen collisionality ν∗ = 0.09 = 2 ν∗phys as

well as for the collisionless situation for reference. The full blue line in Figure 7.9 is the fit to

collisionless simulation results given in Ref. [70], provided by:

χH ' 15.4

(
1− 6

LT0

R0

)
χGB

a

Ln0

. (7.4)

While the Dimits shift softening is again clearly illustrated by the difference between neoclassical

diffusivity and total collisional diffusivity in the collisionless Dimits shift region (4.5 6 R0/LT0 <

6.0), the collisional increase of the transport level is also emphasized in the region above the

non-linear stability threshold (R0/LT0 > 6.0).
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Figure 7.9: Heat diffusivity χH at mid-radius versus the temperature gradient R0/LT0 . The full blue line is
the collisionless prediction resulting from a fit on gyrokinetic simulation results. For ν∗0 = 0.09,
the red dashed line shows the neoclassical diffusivity level and the green diamonds represent the
total diffusivity for different temperature gradients. Collisions clearly increase the heat diffusivity
and soften the so-called Dimits shift region separating the linear from the non-linear collisionless
gradient threshold.

7.4.2 Zonal flows in collisional ITG turbulence simulations

As the ion-ion collisions have a marginal influence on the growth rate of the ITG modes in

the linear phase of the simulation (a slight increase of the linear growth rate if the parallel

momentum is correctly conserved by collisions [87], see Sec. 7.2), it is expected that the effect

of collisions on the turbulent ITG transport happens mainly through their damping effect on

the zonal flows. Just as for the collisionless case, the study of the zonal flows is thus essential

in order to get insight into the collisional turbulent transport. The standard picture of the

interaction between zonal flows and turbulence is the following [17] [25]: Above the linear ion

temperature gradient threshold for the ITG instability, turbulence starts to develop and non-

linearly drives zonal modes which in turn tend to quench the turbulence due to the E × B
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shearing rate ωE×B, given by the following approximate form [116]:

ωE×B =
r

qsB0

d

dr

(
qsEr
r

)
. (7.5)

The maximum saturation level of zonal flows appears to be determined by a tertiary, Kelvin-

Helmoltz (KH)-type instability [113], providing a mechanism for transferring energy back from

zonal flows to turbulence. The KH saturation mechanism is illustrated in Figure 7.10 (a),

showing the time evolution of the radially averaged shearing rate 〈|ωE×B|〉r for the CYCLONE

base case with R0/LT0 = 6.9, having defined the radial average operator over the width ∆A of

the gradient profiles:

〈· · · 〉r =
1

2∆A

∫ r0+∆A

r0−∆A

· · · dr. (7.6)

In a first phase (0 < tcs/a < 130), three collisionless simulations under the linear Rosenbluth-

Hinton test conditions described in Sec. 6.6.1 are performed, for different amplitudes of the

initial perturbation: |δfLM/fLM |(t = 0) = 0.01, 0.05, 0.1. The zonal flow residual and associated

shearing rate amplitudes established after a time t ' 130[a/cs] are proportional to the initial

amplitude of the perturbation, as expected and observed in Figure 7.10 (a): 〈|ωE×B|〉r '
0.04, 0.21, 0.42[cs/a] respectively. In a second phase (130 < tcs/a < 520), the non-axisymmetric

turbulent modes (n 6= 0) are enabled to evolve and interact with the axisymmetric zonal flows.

The lowest initial amplitude case [|δfLM/fLM |(t = 0) = 0.01] provides a residual zonal flow

level clearly lower than the KH threshold level. Once the turbulence is switched on, it thus

drives the zonal flows of the considered simulation to a higher level until the associated shearing

rate reaches a saturation level of approximately 〈|ωE×B|〉r ' 0.11[cs/a], identified as the KH

saturation level. For the higher amplitude cases [|δfLM/fLM |(t = 0) = 0.05, 0.1], the shearing

rate level of the residual zonal flow reached during the first phase of the simulation is clearly

above the just mentioned KH saturation level. Once the non-axisymmetric modes (n 6= 0) are

switched on, the axisymmetric modes transfer energy back to turbulence and the ωE×B shearing

rate decays to the KH saturation level, 〈|ωE×B|〉r ' 0.11[cs/a], as observed in Figure 7.10 (a).

These results are clear proof of the tertiary instability threshold limiting the ωE×B shearing

rate amplitude.

In order to fully isolate the KH instability mechanism limiting the shearing rate of the self-

induced zonal flows, the previous runs are repeated with zero density and temperature gradients.

In this case, the growth of n 6= 0 modes can thus only result from the decay of the ZF’s due

to the tertiary instability, as the actual turbulent drive from the ITG instability has been

removed. As shown in Figure 7.10 (a), for the initial amplitude case |δfLM/fLM |(t = 0) = 0.05,

the shearing rate again decays once the n 6= 0 modes are turned on and the KH instability is

enabled to evolve, from 〈|ωE×B|〉r ' 0.21[cs/a] at t = 130[a/cs] to 〈|ωE×B|〉r ' 0.11[cs/a], i.e. to

essentially the same KH threshold level observed in the presence of background gradients. For

the initial amplitude case |δfLM/fLM |(t = 0) = 0.01, the resulting shearing rate at t = 130[a/cs]

again takes the value 〈|ωE×B|〉r ' 0.04[cs/a] as in the presence of gradients, i.e. lies below the

KH threshold. As the turbulent drive of the zonal flows from the n 6= 0 modes is absent in
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Figure 7.10: Illustration of the Kelvin-Helmoltz (KH) saturation mechanism. (a) Time evolution of the radi-
ally averaged zonal flow shearing rate 〈|ωE×B |〉r in non-linear collisionless simulations, following
an initial linear n = 0 phase (until t ' 130[a/cs]) started at t = 0 from |δf/fLM | =0.01, 0.05
and 0.1 respectively. With external turbulence drive from density and temperature gradients
(plain lines), all three cases establish, in the long time scale, a similar level of zonal flow shearing
rate. With no external turbulence drive (dashed lines), transfer of energy is only possible from
zonal flows to turbulence. Note that the KH saturation level with or without external turbu-
lence drive remains the same. (b) Growth of the n 6= 0 modes through zonal flow decay, for
|δf/fLM |(t = 0) = 0.1 and no external turbulence drive. The most unstable mode is n = 19 and
its exponential growth phase is detailed in the inset.

this case, this shearing rate remains stationary as expected. The exponential growths of the

n 6= 0 modes during the initial phase of the tertiary instability mechanism have been estimated.

Modes in the range n = 17 − 20 (corresponding to kθρLi ' 0.26 − 0.31) have been identified

as the most unstable in this case. Evolution of the n 6= 0 modes during the KH instability are

shown in Figure 7.10 (b) for the initial amplitude case |δfLM/fLM |(t = 0) = 0.1. A maximum

growth rate γKH = 0.55[cs/a] for n = 19 was measured for this latter case, while essentially

half this growth rate is measured for |δfLM/fLM |(t = 0) = 0.05, i.e. γKH = 0.27[cs/a] (n = 17),

in very good agreement with theory [113] predicting that the KH growth rate is proportional

to the amplitude of the zonal modes.

In a third phase, the simulation with gradients and the initial perturbation |δfLM/fLM |(t =

0) = 0.05 is then resumed from t ' 330[a/cs], considering two different collisionalities ν∗0 =

0.09 and ν∗0 = 0.45 as presented in Figure 7.11. The average zonal flow level 〈|ωE×B|〉r is

as expected damped by collisions, but nevertheless maintained close to the collisionless value

through additional drive from increased turbulence in collisional simulations, as presented in

Sec. 7.4.1. Moreover, one observes that both collisionalities considered lead to approximately

the same collisional level of the zonal flow shearing rate ωE×B, reduced by ∼ 30% compared to

the collisionless value, a fact which is interpreted as an example of self-organization. In the first

phase of the collisional simulation, the zonal flows are more strongly damped for the largest

collisionality ν∗0 = 0.45, but then increase in a second phase through additional turbulence

kicks in order to reach roughly the same level as obtained with the moderate collisionality

ν∗0 = 0.09. As a consequence of the stronger turbulence drive, the radially averaged turbulent
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energy flux 〈Qturb〉r for ν∗0 = 0.45 is larger than for ν∗0 = 0.09 [〈Qturb〉r(ν∗0 = 0.45)/〈Qturb〉r(ν∗0 =

0.09) ' 1.8], essentially in accordance with the collisional increase of the turbulent transport

emphasized in Sec. 7.4.1 despite the different initial conditions.
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Figure 7.11: Non-linear simulations resumed at t ' 330[a/cs] from the simulation in Figure 7.10 started from
|δf/fLM | = 0.05 and with background gradients, turning on finite collisionalities ν∗0 = 0.09
(circles) and ν∗0 = 0.45 (squares) respectively. A moderate reduction of the average zonal flow
shear level 〈|ωE×B |〉r by collisions is observed, roughly independent of the considered collisionality
at sufficiently long time scales.

In absence of collisions, if the zonal shearing rate ωE×B is strong enough below or at its KH

saturation level in order to quench the turbulence, as is the case for the temperature gradient

R0/LT0 = 5.3, no turbulent transport occurs. On the contrary, if the drive is strong enough, as

is the case for the temperature gradient R0/LT0 = 6.9, turbulence is not totally quenched by

the saturated zonal flow shearing and some turbulent transport develops. The existence of a

tertiary instability threshold setting a saturation level on the zonal flows thus explains the end

of the Dimits shift region starting from R0/LT0 ' 6.0, where the turbulence drive becomes too

large compared to the saturated zonal flow level and is thus able to produce finite anomalous

transport. The latter mechanism is emphasized in Figure 7.12, which compares the maximum

linear growth rate γmax as well as the time average of the radially averaged shearing rate

〈|ωE×B|〉r,t from non-linear simulations, for different values of the temperature gradient R0/LT0 .

Both collisionless as well as finite collisionality ν∗0 = 0.09 simulations have been considered

for estimating 〈|ωE×B|〉r,t. Note that the collisionality ν∗0 = 0.09 has a negligible effect on

γmax. The end of the Dimits shift region, at approximately R0/LT0 ' 6.0, is characterized

by a maximum linear growth rate γmax which becomes larger than the averaged zonal flow

shear level 〈|ωE×B|〉r,t. Note that the difference between γmax and 〈|ωE×B|〉r,t increases for

temperature gradients R0/LT0 > 6.0, due to the mentioned tertiary instability mechanism

which limits 〈|ωE×B|〉r,t and thus allows a stronger turbulence to develop at higher temperature

gradients.

Consistently with Figure 7.11, the averaged shearing rate for basically all gradients is only

slightly reduced by collisions (∼ 20%), although, as predicted in Ref. [99], the zonal flows

driven by turbulence are shown to be damped by ion-ion collisions. This effect is detailed in

Tables I & II, for both temperature gradients R0/LT0 = 5.3 and R0/LT0 = 6.9 respectively,

where the averaged shearing rate amplitudes 〈|ωE×B|〉r,t are presented, including statistical error

estimates given by the variance of means for 4 overlapping time windows of width 200[a/cs]
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Figure 7.12: Maximum linear growth rate γmax (black crosses) and averaged shearing rate 〈|ωE×B |〉r,t, con-
sidering both the finite collisionality ν∗0 = 0.09 (red squares) and the collisionless case (blue
circles), for different temperature gradients R0/LT0 . Note that the averaged shearing rate is in
general slightly reduced by collisions. Beyond the Dimits shift region, γmax > 〈|ωE×B |〉r,t. The
important difference between γmax and 〈|ωE×B |〉r,t at large temperature gradients is due to a
tertiary instability mechanism.

(∼ 2 τii for ν∗0 = 0.45) in the quasi-stationary state of the simulation. These values are indeed

only slightly reduced by finite collisionality over the whole considered range ν∗0 = 2−10 ν∗phys and

thus remain of the order of the collisionless level. The additional drive for zonal flows, coming

from the increased turbulence observed in collisional simulations, thus appears to essentially

compensate the damping by ion-ion collisions. For collisional runs in the Dimits shift region

(including R0/LT0 = 5.3), the averaged shearing rates can only be maintained at approximately

the collisionless levels thanks to a finite turbulence level, leading to finite transport and to the

so-called Dimits shift softening. A tight equilibrium between zonal flow damping by collisions

and zonal flow drive by additional turbulence is thus apparently established. In the absence

of collisions, no such tight balance between damping and drive is imposed on the zonal flows,

which are thus free to exceed the minimum required level for quenching turbulence in the Dimits

shift region. This probably explains the larger difference seen in Figure 7.12 between ωE×B for

ν∗0 = 0 and ν∗0 = 0.09 at R0/LT0 = 4.5 than for other values of R0/LT0 .

Table I. Dependence on ν∗0 of averaged shearing rate 〈|ωE×B|〉r,t for R0/LT0 = 5.3.

ν∗0 0 0.09 0.18 0.3 0.45

〈|ωE×B|〉r,t[10−2cs/a] 5.6 ± 0.09 4.9 ± 0.03 4.8 ± 0.03 5.2 ± 0.01 5.3 ± 0.03

Table II. Same as Table I but for R0/LT0 = 6.9.

ν∗0 0 0.09 0.18 0.3 0.45

〈|ωE×B|〉r,t[10−2cs/a] 10.5 ± 1.3 8.4 ± 0.4 9.5 ± 1.4 9.4 ± 0.5 9.5 ± 0.09

Figure 7.13 (a) shows the profiles of the absolute values of E×B shearing rate |ωE×B|(r), aver-

aged over a time window of 200[a/cs] in the quasi-stationary state of the turbulent simulation,
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for different collisionalities and for the temperature gradient R0/LT0 = 5.3. For this case in the

Dimits shift region, the averaged shearing rate 〈|ωE×B|〉r,t ' 5.2 ·10−2[cs/a] (average over all ν∗)

is close to the linear growth rate of the most unstable mode γmax ' 5.8 ·10−2[cs/a], consistently

with Figure 7.12. Furthermore, as mentioned above, the averaged shearing rate 〈|ωE×B|〉r,t is

only slightly affected by collisions. This is remarkable, given that the radial shearing rate profile

|ωE×B|(r) is significantly modified when going from zero to finite collisionality. Note however

the almost identical shape of |ωE×B|(r) for the two considered finite collisionalities ν∗0 = 0.09

and ν∗0 = 0.18.

Figure 7.13 (b) is similar to Figure 7.13 (a) but considers the higher temperature gradient

R0/LT0 = 6.9. For this case above the Dimits shift region, γmax ' 15.6·10−2[cs/a] is significantly

larger than the averaged shearing rate (〈|ωE×B|〉r,t ' 9.4 · 10−2[cs/a], average over all ν∗),

allowing the turbulence to survive and continuously drive anomalous transport, in accordance

with Figures 7.9 and 7.12 . As for R0/LT0 = 5.3, the amplitude of the collisional zonal flows

appears to be only slightly reduced in the case R0/LT0 = 6.9 compared to the collisionless

situation. The detailed shape of the profile |ωE×B|(r) is however affected by collisions and,

unlike in the Dimits shift region, different collisionalities (ν∗0 = 0.09 and ν∗0 = 0.18) give

different profiles |ωE×B|(r) for R0/LT0 = 6.9.
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Figure 7.13: Profiles of the absolute value of E ×B shearing rate |ωE×B |(r) for different collisionalities and
a temperature gradient (a) R0/LT0 = 5.3 and (b) R0/LT0 = 6.9, the neoclassical contribution
being emphasized for ν∗0 = 0.18 (red dashed line). The averaged shearing rate level is of the order
of the growth rate of the most unstable mode γmax (grey dashed line) for R0/LT0 = 5.3, while
the averaged shearing rate level is significantly lower than the growth rate of the most unstable
mode γmax for R0/LT0 = 6.9. The zonal flow damping by collisions appears to be balanced by
an additional turbulence drive. For the considered collisionalities, the turbulence-driven zonal
flows are dominant compared to the neoclassical flows.

Note that ion-ion collisions generate neoclassical background flows through the neoclassical

equilibrium electric field. For the collisionalities considered in this Chapter (up to 10 ν∗phys)

and the temperature gradients R0/LT0 = 5.3 and R0/LT0 = 6.9, the turbulence-driven flows

are dominant compared to the neoclassical background flows, as shown in Figure 7.13. At even

larger collisionality, one may expect that the neoclassical shearing rate would become dominant,

and thus that the turbulent transport would possibly be reduced due to collisions. However,

Thibaut VERNAY, CRPP/EPFL page 135



Chapter 7: Collisional Ion-Temperature-Gradient (ITG) turbulence and
zonal flows

such a high collisionality range would be very far from the typical low collisionality regimes of

fusion-relevant tokamak plasmas.

7.4.3 Details of the Dimits shift softening mechanism

In [23], the zonal flow damping by collisions was first identified as the cause for the non-

vanishing collisional turbulent transport for R0/LT0 = 5.3, although the temperature gradient

is in the Dimits shift region. A locally bursting behaviour of turbulence, associated zonal flow

amplitude and turbulent transport was observed. The bursting behaviour results from the

following mechanism: Turbulence driven by the (weak) temperature gradients in the Dimits

shift region initially develops and drives zonal flows to sufficiently high levels such that the

associated shearing rate ωE×B is able to quench the turbulence, as in the collisionless case.

However, as a result of collisional damping, zonal flow amplitudes and related shearing then

decrease, and turbulence is able to recover, thus completing a bursting cycle. The period of

this bursting cycle therefore clearly scales with the collision time τii. This result is confirmed

by simulations performed with the collisional version of ORB5 based on the parameters of

Sec. 7.4.1, but considering a narrow gradient profile of type 3, i.e. with ∆A = 0.15a. Figure

7.14 (a) shows the time evolution of the radial shearing rate profile ωE×B(r) for ν∗0 = 0.3,

considering a narrow gradient profile with R0/LT0 = 5.3. Note that the observation of a clear

bursting behaviour, as in Figure 7.14 (a), requires narrow gradients. For comparison, Figure

7.14 (b) presents the time evolution of the radial shearing rate profile ωE×B(r) for the same

collisionality ν∗0 = 0.3 and considering a wide gradient profile of type 3, i.e. with ∆A = 0.3a,

and still with R0/LT0 = 5.3. In this latter case, already discussed in Sec. 7.4.1, the bursting

behaviour is much less obvious.

(a) (b)

Figure 7.14: Time evolution of the E × B shearing rate profile, considering a collisionality ν∗0 = 0.3 and
a temperature gradient R0/LT0 = 5.3. The temperature and density gradients are non-zero
from r/a = 0.35 to r/a = 0.65 (narrow-shaped profiles, ∆A = 0.15a) in (a) and non-zero from
r/a = 0.2 to r/a = 0.8 (wide-shaped profiles, ∆A = 0.3a) in (b). The bursting evolution of the
zonal flows is visible in (a), while much less obvious in (b).
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The bursting behaviour due to collisions for profile width ∆A = 0.15a and gradientR0/LT0 = 5.3

is clearly illustrated in Figures 7.15 and 7.16. As expected, transport is totally absent in a col-

lisionless case, as shown in Figure 7.15 for ν∗ = 0, since the temperature gradient R0/LT0 = 5.3

is in the Dimits shift region, where the collisionless zonal flows are strong enough to quench

the turbulence. Considering again R0/LT0 = 5.3 and two different collisionalities ν∗ ' 0.18

and ν∗ ' 0.3 at the radial position r/a = 0.45, Figure 7.16 shows the time evolution of the

turbulent ion energy flux Qturb, normalized with respect to its corresponding neoclassical value

Qneo, as well as the time evolution of the E×B shearing rate ωE×B, normalized with respect to

the growth rate of the most unstable mode γmax in the linear phase of the simulation. A non-

vanishing turbulent transport is clearly established through collisions. The above mentioned

bursting behaviour appears clearly in Figure 7.16: At an intermittance period which is propor-

tional to the collision time τii (indicated for reference in the plots), the E × B shearing rate

is damped, which in turn leads to an increase of the turbulent ion energy flux. The presence

of a non-vanishing turbulent transport implies that the Dimits shift region of ion temperature

gradients is softened by collisions, as already discussed in Sec. 7.4.1 for the ∆A = 0.3a cases.

As already mentioned, the observed bursting behaviour is however not as clearly identifiable if

the gradient profiles are larger, maybe due to interaction of this bursting behaviour happening

at different uncorrelated times at different radii, leading to a less coherent evolution of the

overall system in particular resulting from collisionality varying with radius r. The basic un-

derlying mechanisms of turbulence-driven zonal flow damping are however probably essentially

the same, leading to an increase of the heat diffusivity with collisions for all gradient widths.
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Figure 7.15: For a collisionless simulation and a narrow temperature gradient with R0/LT0 = 5.3, time evo-
lution of both the heat diffusivity χH (black plain line) and the E × B shearing rate |ωE×B |
(grey dash-dotted line) at mid-radius. |ωE×B | reaches a quasi-stationary value comparable to
the linear growth rate of the most unstable mode γmax (grey dashed line), fully quenching the
turbulence and leading to a vanishing heat transport.
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Figure 7.16: For (a) ν∗0 = 0.18 and (b) ν∗0 = 0.3, considering a narrow temperature gradient with R0/LT0 =
5.3, time evolution of both the kinetic energy flux driven by turbulence Qturb (black plain line
normalized with respect to the neoclassical contribution Qneo) and the E × B shearing rate
ωE×B (grey dash-dotted line normalized with respect to the maximum linear growth rate γmax)
at r/a = 0.45. The periodic damping of zonal flows by collisions leads in turn to periodic bursts
in the heat transport, at a rate proportional to the collision frequency.

7.5 Relevance of the pitch angle scattering

approximation

Historically, collision operators have been implemented in gyrokinetic codes by making use

of several approximations. Certain codes for instance only consider a pitch angle scattering

operator for turbulence studies [11]. The linearized Landau operator implemented in ORB5

for self-collisions, described in detail in Chapter 5 and Ref. [16], accounts for pitch angle and

energy diffusion, and thanks to its approximated background reaction term ensures all the

essential conservation and symmetry properties. In this respect it is clearly more realistic than

the simpler pitch angle scattering operator (Lorentz approximation). A pitch angle scattering

operator for electron-ion collisions, acting only through random kicks on the markers’ pitch

angle variable, is also implemented in ORB5 and described in full detail in Chapter 5 and

Ref. [16]. Such an operator is clearly relevant for simulating the collisions of electrons on ions,

due to the large mass ratio mi/me between the two species. Such a mass ratio argument clearly

does not apply for ion-ion collisions, which are thus different from electron-ion collisions, and

the use of a pitch angle scattering operator for ion-ion collisions may be questioned. Using a

Lorentz operator in order to account for self-collisions is equivalent to considering the linearized

Landau self-collision operator without the background reaction term C[δfLM , fLM ] and without

the energy diffusion term, such that the simplified self-collision operator reads [see Eq. (5.41)]:

Ĉ(δfLM) =
νD(v)

2
L̂2δfLM =

νiiK(v)

4v2
L̂2δfLM , (7.7)

where v = v/vth, L̂
2 = −∂/∂ξ(1− ξ2)∂/∂ξ and K(v) is given by Eq. (5.34).
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Considering the standard CYCLONE case with R0/LT0 = 5.3, a turbulent run started from a

neoclassical equilibrium at very high collisionality ν∗0 ' 0.71 is first studied. As expected, the

neoclassical equilibrium to which the system settles with the Lorentz operator (7.7) is different

from the equilibrium obtained with the full self-collision operator (5.39). The neoclassical

kinetic energy flux Qneo predicted by the Lorentz operator is for instance larger, by a factor

∼ 2, than the neoclassical kinetic energy flux predicted by the Landau self-collision operator, as

shown in Figure 7.17 (a). Note that the neoclassical electric field is in some sense inconsistent

in the case of the Lorentz operator, since the Lorentz operator does not conserve parallel

momentum and thus leads to a neoclassical ion particle flux which is unphysical for self-collisions

[44]. The neoclassical electric field, which must ensure a vanishing ion particle flux in order to

satisfy the quasi-neutrality equation with adiabatic electrons, is thus distorted by the unphysical

particle flux driven by the Lorentz operator. However, the use of the Lorentz operator in

the frame of turbulence studies seems to be roughly justified. Despite evident neoclassical

discrepancies, the time-averaged turbulent kinetic energy flux at mid-radius r/a = 0.5 remains

comparable between the operators: 〈Qturb, Lorentz〉time/〈Qturb, self-coll〉time = 1.14. Considering the

statistical uncertainty of 15 % [49], this deviation is probably not significant. Figure 7.17 (b)

shows the evolution in time of the turbulent kinetic energy flux at mid-radius r/a = 0.5 for

both operators.

0.2 0.3 0.4 0.5 0.6 0.7 0.8
0

0.2

0.4

0.6

0.8

1

1.2

1.4
x 10

−4

s

Q
n

e
o
 [
<

n
>

 c
s
 T

0
]

 

 

self−collision operator

Lorentz operator

(a)

0 500 1000 1500
−0.5

0

0.5

1

1.5

2

2.5

3
x 10

−4

t [a/c
s
]

Q
tu

rb
(r

/a
=

0
.5

) 
[<

n
>

 c
s
 T

]

 

 

self−collision operator

Lorentz operator

(b)

Figure 7.17: For ν∗0 ' 0.71 (τii ' 70[a/cs]) and R0/LT0 = 5.3, (a) neoclassical kinetic energy flux profile due
to ion-ion collisions Qneo(s) and (b) time evolution of the turbulent kinetic energy flux Qturb

at mid-radius, predicted by both the Lorentz operator (grey dashed line) and the Landau self-
collision operator (black plain line). The Lorentz approximation is not accurate enough in order
to describe correctly the neoclassical transport due to self-collisions, while the time-averaged
level of turbulent transport is essentially identical using both collision operators.

In order to reduce the importance of the neoclassical transport compared to the turbulent

transport, the gradientR0/LT0 = 6.9 is then chosen, along with a weaker collisionality ν∗0 = 0.14.

The simulation is carried out in this latter case without any neoclassical initialization phase.

Figure 7.18 shows the evolution in time of the turbulent heat diffusivity χturb = Qturb/n|∇T |,
averaged between r/a = 0.4 and r/a = 0.6, for both operators. The difference is obviously small,

at least in a time-average sense: 〈χturb, Lorentz〉time/〈χturb, self-coll〉time = 1.05. The discrepancy is
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probably again insignificant relative to the statistical error. The Lorentz approximation for ion-

ion collisions thus appears to make sense in the frame of collisional ITG turbulence simulations,

at least for a moderate collisionality. Note that this conclusion is strongly related to the similar

damping of zonal flows provided by both the unphysical Lorentz operator for ion-ion collisions

and the proper ion self-collision operator, the pitch angle scattering process contained in both

operators being essentially responsible for zonal flow damping. The importance of collisional

zonal flow damping for ITG turbulence is thus once again emphasized. However, the Lorentz

approximation is obviously inappropriate for handling neoclassical transport of ions.
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Figure 7.18: For ν∗0 ' 0.14 (τii ' 350[a/cs]) and R0/LT0 = 6.9, time evolution of the turbulent heat diffusivity
χturb averaged between r/a = 0.4 and r/a = 0.6, predicted by both the Lorentz operator
(grey dashed line) and the Landau self-collision operator (black plain line). The time-averaged
turbulent transport levels using the different collision operators essentially agree.

7.6 Effects of the coarse-graining procedure

on ITG turbulence

The simulations presented in this Chapter use the coarse-graining procedure, described in

Sec. 4.8, in order to control the numerical noise. As already mentioned, the size of the bins

needs to be chosen so as to be smaller than any length scale relevant to a correct estimation of

the turbulent transport levels. Considering the CYCLONE base case with R0/LT0 = 6.9 and

taking ns×nθ∗×nz×nE×nξ = 128×32×128×40×40 as the binning grid for half of the torus

(corresponding to a total of ∼ 840 ·106 bins), we first consider a non-heated collisionless plasma

discretized with 100 · 106 markers. On average, each marker is thus expected to undergo an

effective coarse-graining procedure every 10 time steps, 10 corresponding roughly to the ratio

between the here considered number of bins and number of markers. Figure 7.19 (a) shows that

the coarse-graining procedure has no significant effect on the growth and non-linear saturation

of different ITG modes, n = 10 and n = 44 corresponding respectively to kθρLi ' 0.15 and

kθρLi ' 0.68. This result is in agreement with the purpose of the coarse-graining procedure,

i.e. to reduce numerical noise while not affecting scales relevant to turbulent transport. The

size of the binning is, as expected, very important: If the bins are too large, significant length
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scales of the turbulence are affected through the numerical damping of corresponding modes,

as illustrated in Figure 7.19 (a) for a number of bins reduced by a factor two in each direction.

Let us emphasize again that this noise-control method is fully compatible with the physics of

collisions as explained in Sec. 4.8 and Ref. [16]. As the self-induced zonal flows play an essential

role in the saturation of ITG turbulence, it is important to verify that their dynamics remains

unaffected by the coarse-graining procedure as well. As these flows involve large scales, they

are not expected to be directly affected by the potential damping of the binning process. They

may however be indirectly affected by the flow drive, coming from the shorter scale fluctuation

modes. This point is addressed in Figure 7.19 (b) for the same conditions as in Figure 7.19 (a),

showing how the radially averaged E × B shearing rate 〈|ωE×B|〉r, defined by Eqs. (7.5) and

(7.6), is clearly unaffected in a time-average sense by the coarse-graining procedure.
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Figure 7.19: (a) Evolution in time of the energy E(n) of two toroidal Fourier modes (n = 10 and n = 44), for
different coarse-graining parameters, in the linear phase and the early non-linear phase of the
simulation. An appropriate choice of the binning parameters for coarse-graining allows to preserve
the linear growth rate of the modes, while too large bins lead to an important non-physical energy
dissipation. (b) Time evolution of the radially averaged E×B shearing rate 〈|ωE×B |〉r without
(plain line) and with (dashed line) coarse-graining: The coarse-graining procedure does not affect
the time-averaged E×B flow shearing rate, as desired.

Considering the appropriate binning mentioned above, the positive effect of the coarse-graining

is clearly illustrated in Figure 7.20, showing the signal/noise ratio for runs with either 90 ·106 or

180 ·106 markers, the heating operator being switched on. It has to be noticed from Figure 7.20

that the coarse-graining procedure is able to stabilize the signal/noise ratio. The simulations

for which the noise is not controlled by the coarse-graining method indeed present a decaying

signal/noise ratio in the time evolution, ultimately reaching a level below the threshold of

simulation relevance (∼ 10). The described coarse-graining procedure thus allows to carry

out relevant studies of turbulence in the frame of the collisional δf PIC method over multiple

collision times.

Finally, note that the field-aligned coordinates are compatible with the gyrokinetic ordering

(small k||ρLi) and are thus the natural choice for representing microturbulence. Considering

bins aligned along these coordinates enables to take the largest possible bins, essential for
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Figure 7.20: Time evolution of the signal-to-noise ratio considering the coarse-graining procedure either
switched off (plain lines) or on (dash-dotted lines), both for 90 · 106 and 180 · 106 markers.
The coarse-graining method is crucial in order to carry out simulations above the SNR threshold
of relevance (∼ 10, dashed line).

ensuring that every marker meets sufficiently often at least one other marker in a same bin

at the same time step, while avoiding the coarse-graining procedure to smooth out essential

physical length scales. This is illustrated by the number of bins considered in configuration

space (128 × 32 × 128 for half of the torus) versus the number of grid points considered in

straight-field-line coordinates for the field solver (128× 512× 128 for half of the torus).

7.7 Effects of trapped electron kinetic response

on ITG turbulence

The main results of this Chapter were obtained, as already emphasized, considering an adiabatic

electron response. While this latter assumption is in general well justified for passing electrons

which can move freely along the magnetic field lines, it is not appropriate for trapped electron

dynamics. Actually, the proper kinetic treatment of trapped electrons provides different linear

ITG growth rates, as already shown in Figure 7.1. It turns out that in the ITG regime, the

trapped electrons essentially do not respond to the related microinstabilities. An improved

reduced electron model for ITG turbulence would thus simply consist of only retaining the

adiabatic response of passing electrons and neglecting the response of trapped electrons. This

is achieved by weighting the adiabatic response of electrons by the passing fraction αp and is

equivalent to increasing the temperature ratio ZTe/Ti, which is known to have a destabilizing

effect on ITG modes as clearly reflected by Figure 7.1. Considering the CYCLONE case with

R0/LT0 = 6.9 and wide non-zero gradient profiles of type 3 (∆A = 0.3a), a non-linear simulation

within the frame of the hybrid electron model exhibits a level of ion heat transport which is

much higher (by a factor ∼ 4) than the one obtained with a fully adiabatic electron response,

as shown in Figure 7.21 (a). This latter result is consistent with Ref. [63]. A modification of the

radial electric field profile Er(r/a) presented in Figure 7.21 (b) is also observed. As expected

in the ITG regime and confirmed in Figure 7.21 (a), the heat diffusivity related to trapped
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electrons χHe is much smaller than the ion heat diffusivity χHi. The trapped electrons are thus

in effect not fully non-responsive in the ITG regime. Note that the coarse-graining procedure

is applied to all electron markers as well, considering the same numerical parameters as for the

ion coarse-graining.
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Figure 7.21: Effects of kinetic trapped electrons on ITG turbulence, for the CYCLONE case parameters, in
the quasi-stationary state of the simulation. (a) The ion heat diffusivity χHi is increased by the
kinetic response of trapped electrons. (b) Modifications of the radial electric field profile Er(r/a)
by kinetic trapped electron dynamics, leading to a weaker zonal flow shearing rate in a wide
radial region of the torus.

7.8 A simple predator-prey model for studying

zonal flow-turbulence interactions

In this Section, a simple non-linear local model is proposed, inspired by [117] and which analyzes

the interaction between turbulence (A) and zonal flows (Z), following a predator-prey approach:

dZ

dt
= −νZ + AZ −H(Z − Zc) · (Z − Zc)/2, (7.8)

dA

dt
= γA− AZ2 − [AZ −H(Z − Zc) · (Z − Zc)/2], (7.9)

where H is the Heaviside function and Zc = 0.5 is a critical zonal flow level, set for instance by

a Kelvin-Helmoltz-type instability as described in Sec. 7.4.2. All the coefficients are normalized

to 1. γ is the instability growth rate and ν is the collisionality damping the zonal flows.

In the RHS of (7.8), the first term is the collisional damping, the second non-linear term is

the zonal flow drive from turbulence and the third term is the KH instability effect. In the

RHS of (7.9), the first term is the turbulence drive (from temperature gradient and magnetic

curvature and gradient) and the second term describes the zonal flow shearing effect, whose Z2

quadratic dependence comes from semi-empirical observations of imposed sheared E×B flow

effects [118]. The third and fourth terms reflect the total energy conservation in the energy

exchange between turbulence and zonal flows. This model is relevant in the sense that it can
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reproduce the standard picture of zonal flow-turbulence interaction.

Choosing an important drive for turbulence (γ = 1), which would represent a temperature

gradient beyond the Dimits shift region, we note in Figure 7.22 (a) that going from a collisionless

to a collisional simulation (from ν = 0 to ν = 1) leads to a moderatly reduced zonal flow level

and a significantly increased turbulence within the frame of the proposed model. Increasing

the collisionality (from ν = 1 to ν = 2) increases again significantly the turbulence but does

not affect the stationary zonal flow level.

Considering a weak turbulence drive (γ = 0.2) in order to approach the Dimits shift region

conditions leads to vanishing turbulence in a collisionless case, as expected. In the collisional

case however, a bursting behaviour of turbulence and zonal flows through collision effects ap-

pears, as seen in Figure 7.22 (b). This bursting behaviour is well reproduced in ORB5 if the

temperature gradient profiles are sufficiently narrow, i.e. sufficiently close to a local system

situation, as shown in Sec. 7.4.3. Additionally, the bursting frequency is also increased by a

larger collisionality. The general conclusion obtained for γ = 1 are still valid: Going from a

collisionless to a collisional simulation (from ν = 0 to ν = 0.2) leads to a reduced averaged zonal

flow level and a significantly increased turbulence. Increasing the collisionality (from ν = 0.2 to

ν = 0.4) increases again significantly the turbulence but does not affect the averaged zonal flow

level. The general conclusions presented in this Chapter relative to the effect of ion collisions on

ITG microturbulence can thus qualitatively be represented with a simple predator-prey model.
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Figure 7.22: Non-linear evolution of turbulence and zonal flows according to a simple predator-prey approach
modelling their mutual interactions, for (a) a strong turbulence drive (γ = 1) and (b) a weak
turbulence drive (γ = 0.2). The conclusions of ORB5 gyrokinetic simulations are qualitatively
reproduced.

7.9 ITG simulations considering MHD equilibria

The previoulsy presented results in this Chapter were obtained considering the adhoc equilib-

rium described in Chapter 2. In this section, a true MHD equilibrium inspired by the DIII-D

tokamak and computed by the code CHEASE [32] is accounted for. The considered equilibrium
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is shaped, with a non-zero Shafranov shift, elongation and triangularity, and corresponds to

the equilibrium II described in Ref. [119]. Two different plasma sizes are studied, ρ∗ = 1/90

and ρ∗ = 1/180. The temperature and density profiles of type 1 are defined with respect to the

s coordinate, as described by Eq. (3.59) in Chapter 3, with s0 = 0.6 and ∆ = 0.3. Electrons

are treated adiabatically and the gradient values for both species are roughly based on the

CYCLONE case (Te = Ti, κn = 0.8, κT = 2.5). The simulations start from a local Maxwellian

fLM for the ion distribution function. The spectrum of linear growth rates of the ITG-type

microinstabilities is computed. The corresponding results presented in Figure 7.23 (a) show

values similar to growth rates provided by the adhoc equilibrium (see Figure 7.1). For the range

of wavelengths treated properly by the ORB5 solver, i.e. for kθρLi . 0.6, there is no significant

difference between ρ∗ = 1/90 and ρ∗ = 1/180 regarding the growth rate spectrum, except that

both spectra do not peak at the same poloidal wavenumber. Figure 7.23 (b) shows the poloidal

cross-section of the considered equilibrium for ρ∗ = 1/90, as well as the perturbed electrostatic

potential eφ/Te of the linear eigenmode n = 16.
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Figure 7.23: (a) Growth rate spectrum for the CYCLONE case gradients, considering adiabatic electrons
and a proper DIII-D MHD equilibrium solution of the Grad-Shafranov equation, with non-zero
elongation and triangularity. (b) Poloidal cross-section of the considered realistic DIII-D MHD
equilibrium and eigenmode structure of the electrostatic toroidal mode n = 16 (ρ∗ = 1/90).

Non-linear simulations are performed, considering the equilibrium II used for the linear analysis

as well as the equilibria III, IV and V detailed in Ref. [119], along with the previously described

profiles of type 1 for density and temperature. The considered equilibria are briefly character-

ized as follows: Equil. III is both Shafranov-shifted and elongated but with zero triangularity,

Equil. IV is circular and Shafranov-shifted, and Equil. V is circular with a zero Shafranov shift,

being thus close to the adhoc model used for most simulations presented in this thesis. Figure

7.24 shows the ion energy flux profile Qi(s), averaged between t = 950[a/cs] and t = 1050[a/cs],

for the two plasma sizes ρ∗ = 1/90 and ρ∗ = 1/180, considering the four mentioned equilibria.

The elongation parameter, which is non-zero for Equil. II and III, appears to have a clear stabi-

lizing effect on ITG turbulence as predicted by Ref. [56], while the Shafranov shift, non-zero for

the circular equil. IV but zero for the circular equil. V, does not lead to significant modifications

of the ion energy flux. Note that both ρ∗ values provide similar ion energy fluxes for elongated
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equilibria, while ion energy fluxes in case of circular equilibria show a strong ρ∗ dependence (the

circular plasmas with ρ∗ = 1/90 exhibiting a larger ion energy flux in the considered units).
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Figure 7.24: Ion energy flux profile Qi(s), averaged between t = 950[a/cs] and t = 1050[a/cs], for the plasma
size (a) ρ∗ = 1/90 and (b) ρ∗ = 1/180. The different equilibria lead to significant differences in
the turbulent transport level.

7.10 Conclusions

The issue of ion-ion collision effects on electrostatic ITG turbulent transport has been stud-

ied thanks to robust collision algorithms implemented in the global gyrokinetic code ORB5.

Our turbulence simulations with collisions have been systematically started from a neoclassical

equilibrium. The so-obtained neoclassical transport level thus provides a reference for evalu-

ating the relative effects of collisions on turbulent transport. Through ORB5 simulations, the

issue of the possible interaction between neoclassical and turbulent transport physics has been

addressed: Strong collisional damping of turbulence-driven zonal E×B flows is observed, while

the shearing effect from neoclassical background E×B flows remains weak for the smooth den-

sity and temperature background profiles considered. As a result, a general increase in ion heat

transport due to collisions is observed in agreement with previous studies within the frame of the

adiabatic electron model [23]. The mechanisms leading to the mentioned increased transport

(neoclassical contributions and amplified turbulent contributions via interactions with colli-

sionaly damped zonal flows) have been emphasized and studied for different ion temperature

gradients R0/LTi .

Conditions similar to Ref. [23] have been revisited in this Chapter. A more extensive scan in

ion collisionality ν∗ and ion temperature gradient R0/LTi in particular enabled to provide a

more detailed characterization of the Dimits shift softening by collisions. The width of the

temperature gradient profile was varied as well in this Chapter. In most respects, results of

Ref. [23] are confirmed: (i) Above the Dimits shift region, the synergetic effect of collisions on

turbulence leads to an increased collisional turbulent transport with respect to the collisionless

situation [χtot
H (ν∗) > χturb

H (ν∗ = 0) + χneo
H (ν∗)]. (ii) Within the Dimits shift region, finite
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turbulent transport is established through collisions (Dimits shift softening). (iii) The bursting

behaviour described in [23] for ion temperature gradients in the Dimits shift region is reproduced

in the case of narrow temperature gradient profiles, enabling a coherent regime. However, for

wider gradient profiles a steadier regime is observed, which we have interpreted as resulting

from interactions between different radial regions of the basic bursting mechanism, happening

at different phases at different radii.

Both within and above the Dimits shift region for wide gradient profiles, a relatively steady

state of zonal flows and associated shearing rate ωE×B is thus observed. Noteworthy is the fact

that the shearing rate level at finite collisionality (ν∗ > 0) is only slightly reduced compared to

the collisionless situation (ν∗ = 0). Moreover, this collisional shearing rate level appears to be

only weakly dependent on the finite collisionality considered. Above the Dimits shift region, a

detailed study has shown that the shearing rate level is limited by Kelvin-Helmoltz-type tertiary

instabilities affecting the zonal flows. It has also been shown that the instability threshold level

is only weakly dependent on the collisionality. At finite ν∗, the collisional damping of zonal

flows however requires increased drive from turbulence to reach this threshold, resulting in

increased turbulent transport levels. Within the Dimits shift region, zonal flow shearing rates

below the tertiary instability threshold are sufficiently strong to fully quench the turbulence

(less strongly driven than for gradients above the Dimits shift region) in the collisionless regime.

With finite collisionality, the averaged shearing rates are maintained close to the collisionless

levels thanks to a finite turbulence drive counter-acting the collisional damping, thus leading

to finite transport. When increasing collisionality, a balance is thus apparently maintained

between strengthened zonal flow damping and additional zonal flow drive from amplified tur-

bulence levels. This general conclusion has been confirmed by a simple predator-prey model

for representing the interactions between zonal flows and turbulence.

Both for neoclassical and turbulence simulations, the Lorentz approximation for self-collisions

was tested against the linearized Landau self-collision operator in ORB5, which accounts for

thermalization and ensures the local conservation of density, parallel momentum and kinetic

energy. While a physically accurate self-collision operator is required in order to correctly

estimate the neoclassical transport, the Lorentz approximation is sufficient for capturing the

essential features of the collisional turbulent transport in the ITG regime. However, the Lorentz

approximation is inappropriate for handling properly the ion neoclassical transport and thus

leads to inaccurate estimates of the total transport.

Numerical aspects have been addressed as well, such as the successful use of the background

switching scheme or the relevance of the coarse-graining approach for controlling the noise in

collisional ITG turbulence simulations. The kinetic treatment of trapped electrons has been

shown to enhance the ITG turbulence level through an increase of the effective ratio Te/Ti.

Finally, the ORB5 interface with the code CHEASE has been tested through linear and non-

linear simulations accounting for realistic MHD equilibria. A few insights into the effects of

plasma shaping on turbulence level have thus been given, in particular the stabilizing effect of

elongation.
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Chapter 8

Global gyrokinetic studies of

collisionless and collisional

Trapped-Electron-Modes (TEMs)

8.1 Introduction

The adiabatic electron model considered in Chapter 7, although very efficient from the practical

point of view of computer resources, is not always applicable since the adiabatic assumption

does not hold for trapped electrons nor for passing electrons located at low order mode rational

flux surfaces (i.e. where the safety factor is rational: qs = m/n, m and n being integers)

[120] [121] [122]. In particular, the adiabatic electron model does not allow to address the

electrostatic Trapped Electron Modes (TEMs) nor the electromagnetic instabilities. The hybrid

electron model, briefly explained in Chapter 3 and designed for studying electrostatic TEM

instabilities by providing a kinetic trapped electron response, was implemented quite early in

the development of the ORB5 code, but only a few collisionless results have been published

before this thesis work [60] [61] [51]. Note that the hybrid model has the main advantage of

allowing larger time steps for TEM simulations compared to fully kinetic electron simulations,

by a factor corresponding roughly to the ratio between the electron transit frequency ωte and the

electron bounce frequency ωbe: ωte/ωbe = 1/
√
ε, where ε = r/R0 is the local inverse aspect ratio.

Moreover, the hybrid model prevents electrostatic shear Alfvén waves [81] from appearing and

thus relaxes the corresponding constraint on the time step (see Sec. 4.9.2). Note that thorough

and reliable TEM studies with a global gyrokinetic code, requiring the evolution of both kinetic

ions and electrons, are very challenging computationally due to the multiple time and length

scales involved in such multi-species simulations. As a consequence, very few global results

have been published so far, those related to ORB5 being found in Refs. [60] [37] [61] [51] [30].

One of the major questions regarding the physics of TEM microturbulence is the importance

of zonal flows in turbulence saturation mechanism. The answer to this question remains com-

plex and not fully understood. Non-linear global simulations of collisionless electrostatic TEM

turbulence at ηe = ∇ lnTe/∇ lnne ' 3.1 obtained by using ORB5 are described in Ref. [51], em-

phasizing a moderate role of zonal flows in the saturation mechanism of non-linear temperature-
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gradient-driven TEM instabilities, in agreement with flux-tube (local results) obtained using

the GENE code, see Ref. [27]. This latter result has recently been confirmed by other local

simulations, stating that zonal flows only have an important saturation effect at ηe . 1 [29].

Recent global simulations tend to show that zonal flows may constitute an important saturation

mechanism in the case Te = Ti [123]. The importance of the parameter range in determining the

efficiency of turbulence saturation by the zonal flow shearing has been pointed out in Ref. [124]

as well. For ηe & 1, an alternative TEM saturation mechanism through perpendicular particle

diffusion is proposed in Ref. [28]. Note that a nondiffusive component in the electron heat flux

due to TEM turbulence is obtained in Ref. [125].

In this Chapter, we at first address some important numerical issues related to the δf PIC

algorithm applied to global collisional gyrokinetic TEM simulations. In particular, the relevance

of the different noise-control procedures available for a PIC code, both in collisionless and

collisional configurations, is discussed. Different physical cases are considered, featuring either

a pure TEM spectrum or a TEM-dominated spectrum. From a physical point of view, the role

of zonal flows in TEM simulations is studied, as well as collisional effects and finite-ρ∗-effects

on TEM turbulence.

8.2 ORB5 simulations of TEM instabilities:

model and physical cases

The standard CYCLONE case features dominant ITG modes at low kθρLi . 1 and dominant

TEM modes at higher kθρLi & 1. This physical situation is a major impediment to CYCLONE

TEM studies with ORB5, since the quasi-neutrality solver assumes kθρLi � 1 (long wave-

length approximation, see Sec. 3.7.1). In order to study a typical temperature-driven Trapped-

Electron-Mode instability, we define a so-called TEM CYCLONE case, which is essentially

the CYCLONE case except for a weaker ion temperature gradient: R0/LT i = R0/Ln = 2.2,

R0/LTe = 6.9. Here, Ln and LT are the characteristic lengths of the density and temperature

gradients respectively. A smaller case, called the TEM TCV case, is inspired by the parame-

ters of the tokamak à configuration variable (TCV) [126]. The TEM TCV case considers the

same temperature, density and safety factor profiles as the TEM CYCLONE case and keeps

the same normalized gradients a/Ln = a/LTi ' 0.789 and a/LTe ' 2.484 from the TEM CY-

CLONE case, while R0 = 0.88[m], a = 0.25[m], B0 = 1.43[T ] and ρ∗ = 1/80. Deuterium is

chosen as the ion species for both cases. Choosing the parameters of either the TEM CY-

CLONE case or the TEM TCV case leads to dominant TEM instabilities even at low kθρLi.

Considering some TCV-relevant temperature and density values (n ∼ 1019 − 2 · 1019[m−3] and

Te ∼ 1− 2.5[keV ]) provides a range of physical collisionality νei,phys ∼ 5 · 10−3− 5 · 10−2[vthi/a].

The same range of physical collisionality is obtained for the TEM CYCLONE case, considering

relevant DIII-D parameters (n ∼ 2 · 1019 − 3 · 1019[m−3] and Te ∼ 2− 5[keV ]). For both cases,

the conditions Ti = Te (the standard temperature ratio considered unless otherwise specified)

as well as Ti < Te are studied. The linear simulations for TEM instability studies are performed

with peaked temperature and density gradient profiles of type 2 (with ∆A = 0.2 or 0.3), while

non-linear simulations usually consider wide temperature and density gradient profiles of type
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3 (see Sec. 3.9). An adhoc equilibrium is considered. For linear simulations with electron col-

lisions, 8 · 105 and 3 · 106 markers are typically used for ions and electrons respectively. In all

the non-linear simulations in the TEM regime, heat sources applied both to electron and ion

distribution functions maintain the turbulence drive and thus provide quasi-stationary states

of temperature-gradient-driven TEM turbulence.

Note that both TEM TCV and TEM CYCLONE cases do not exhibit a purely temperature-

gradient-driven TEM spectrum. Indeed, Electron-Temperature-Gradient (ETG) modes are

present at smaller poloidal wavelengths, kθρLi � 1, which are not resolved both due to the

assumption kθρLi < 1 of the ORB5 solver and the fact that passing electrons are forced to

respond adiabatically in the hybrid electron model used in ORB5, while ETG modes require

a kinetic representation for this group of particles. A physical case corresponding to a purely

temperature-gradient-driven TEM spectrum was found through a linear analysis carried out

with the GENE code, which shows that geometrical parameters of the CYCLONE case with

Ti = 0.3 Te, R0/Ln = 1.0, R0/LTe = 4.75, and R0/LT i = 3.0 lead to the so-called pure

temperature-gradient-driven TEM case, i.e. a case with no ETG modes and very weak ITG

modes.

Table TEM CASES. Different cases considered for TEM simulations.

Case a/R0 ρ∗ a/Ln a/LTi a/LTe Ti/Te

TEM CYCLONE 0.36 1/180 0.789 0.789 2.484 6 1

small TEM CYCLONE 0.36 1/60 0.789 0.789 2.484 6 1

TEM TCV 0.28 1/80 0.789 0.789 2.484 6 1

pure TEM 0.36 1/180 0.36 1.08 1.71 0.3

In ORB5, the electrons may be treated in the frame of a fully drift-kinetic model, the electron

FLR effects being neglected according to the scaling ρLe/ρLi ∼
√
me/mi. With the aim of

simulating electrostatic TEMs, a hybrid model detailed in Ref. [51] and briefly reminded in

Chapter 3 has been developed, considering the passing electrons as adiabatic and the trapped

electrons as drift-kinetic. As already mentioned, the hybrid model allows a larger time step

compared to the fully drift-kinetic electron model, since the bounce motion of trapped electrons

is slower, by a factor
√
ε, than the transit motion of passing electrons. Except for the results

of Sec. 8.6 where fully kinetic electrons are used, all other results discussed in this Chapter are

obtained within the frame of the hybrid electron model.

In order to further facilitate the numerical simulations of TEM instabilities, which are very

demanding regarding the required computer resources, artificially heavy electrons are consid-

ered, me = mp/100 instead of the physical mass ratio me = mp/1836, where mp is the proton

mass. Considering Deuterium as the ion species leads to mi/me = 200. Heavy electrons are

slower than real electrons and thus allow a larger time step. Note that using heavy electrons

should be relevant as long as |ω/ωbe| � 1, where ω is a characteristic TEM frequency of the

considered system and ωbe =
√
εTe/me/qsR0 is an averaged electron bounce frequency. The

relevance of heavy electrons for TEM studies is in fact related to the essentially ion time scale

of TEM instabilities (ω ∼ vthi/a). A bounce-averaged model for electrons is thus appropriate

in this context and turns out to be electron mass independent if the FOW effects are neglected

(see Sec. 2.5.2).

Thibaut VERNAY, CRPP/EPFL page 151



Chapter 8: Global gyrokinetic studies of collisionless and collisional
Trapped-Electron-Modes (TEMs)

The time step chosen for TEM simulations performed using the hybrid model is typically

∆t ∼ 2 · 10−2[a/cs]. In the frame of the hybrid model, a mass ratio mi/me = 200 is sufficiently

large in order to provide nearly converged values for the linear frequencies and growth rates.

Figure 8.1 shows the collisional linear growth rate γ of the mode kθρLi = 0.35 as a function

of mi/me, considering the TEM TCV case parameters, for both cases where the collision fre-

quency νei [Eq. (5.56)] is fixed or the ν∗e parameter [Eq. (3.58)] is fixed. The electron-ion and

electron-electron collisions are taken into account. The electron mass, if chosen reasonably small

compared to the ion mass (mi/me & 200), has little effect on the growth rate if the collisionality

νei is fixed (here at νeia/vthi = 6.5 · 10−3). Note that this result is consistent with collisionless

TEM results presented in Refs. [27] and [37]. Imposing a fixed ν∗e parameter leads however to

an actual collision frequency νei which varies with the electron mass, providing variations of the

linear growth rate with mi/me as shown in Figure 8.1. As a consequence, using heavy electrons

does not allow to study neoclassical and turbulent transport at the same time. Considering

indeed a fixed physical collision frequency, as required in order to estimate correctly the level

of turbulence, and varying the electron mass lead automatically to the variation of the ν∗e pa-

rameter, through the mass dependence of the electron bounce frequency ωbe ∼ 1/
√
me. The

level of neoclassical transport thus depends on the electron mass through the ν∗e parameter,

leading to unphysical neoclassical fluxes from heavy electrons if the physical electron collision

frequency is considered.
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Figure 8.1: TEM instability, TEM TCV parameters. Effect of the artificial electron mass me on the linear
growth rate of the mode kθρLi = 0.35, for both cases where νeia/vthi = 6.5 · 10−3 is fixed and
ν∗e = 2.3 · 10−2 is fixed.

Note that the hybrid model should provide similar growth rates as the fully kinetic electron

model for TEM instabilities if the physical electron mass is considered, as checked in Figure 8.2,

which shows the electron mass dependence of a typical TEM growth rate (kθρLi ' 0.6), for both

the fully kinetic electron model and the hybrid model. The physical parameters corresponding

to Figure 8.2 are ρ∗ = 1/60, a/LT i = 0 and a/LTe = 2.5 (the complete set of physical and

numerical parameters can be found in Ref. [37], Sec. 4.1.1). Note that using heavy electrons

appears to be physically valid for studying TEM microturbulence only within the frame of the

hybrid model. A fully kinetic electron simulation apparently needs a physical electron/ion mass

ratio in order to provide accurate results, at least for the considered case (small plasma).
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Figure 8.2: Electron mass dependence of a typical linear TEM growth rate (kθρLi ' 0.6, ρ∗ = 1/60, a/LTi =
0,a/LTe = 2.5). Using the hybrid model with heavy electrons allows to obtain physically relevant
results regarding the TEM regime.

As a consequence of the use of heavy electrons, contrary to the ITG simulations presented in

Chapter 7, the TEM turbulence simulations do not take into account neoclassical transport and

therefore do not start from a neoclassical equilibrium. The backgrounds f0 are chosen as local

Maxwellian distributions for both species, and the term which drives the neoclassical transport

in the kinetic equation, (v∇B + vc) ·∇fLM , is artificially suppressed for both species. For the

practical purpose of reducing the number of markers, the ions are considered collisionless in

the frame of the TEM turbulence simulations. Collisionless ions in TEM simulations appear to

make sense since νi/νe ∼
√
me/mi. Both species start the simulation from a local Maxwellian

distribution, slightly perturbed for ions (fe(t = 0) = fLM,e, fi(t = 0) = fLM,i + δfi).

8.3 Importance of background reaction term

Cee[δfLM,e, fLM,e] and associated binning

In addition to electron-ion collisions, accounting for electron-electron collisions requires a back-

ground reaction operator Cee[δfLM,e, fLM,e], as explained in Chapter 5. The practical implemen-

tation of the background reaction operator involves a binning in configuration space, described

in Sec. 5.10.3. In principle, the size of the field-aligned binning grid should resolve the charac-

teristic length scales of the fluctuating fields along the different spatial directions, in order to

avoid the numerical damping of any length scale of interest. In practice however, the size of the

binning grid for the background reaction term of the electron-electron collision operator appears

to have a marginal influence on the linear growth rate of TEM instabilities. Considering indeed

a TEM TCV case with kθρLi = 0.42 and νeia/vthi = 5 · 10−3 (electron-ion + electron-electron

collisions), the linear growth rate of the TEM γ does not vary significantly with the binning

grid size, as shown in Table BINS. This latter quasi-invariance reflects the fact that the linear

growth rate of a TEM instability depends mainly on the electron detrapping process driven by

the electron-ion collisions and the pitch angle scattering part of the electron-electron collisions,

not on the background reaction part which is the only term involving the binning procedure. It
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reflects the fact that the background reaction term of the collision operator Cee[δfLM,e, fLM,e]

is probably not strongly significant regarding collisional TEM turbulence simulations.

Table BINS. TEM TCV case, linear growth rate, kθρLi = 0.42, νeia/vthi = 5 · 10−3.

ns × nθ∗ × nϕ 8× 32× 4 16× 64× 8 32× 128× 8 64× 256× 32

γ[vthi/Ln] 0.156 0.154 0.154 0.155

8.4 Linear simulations: Convergence with the number

of markers

According to the conclusion reached in Sec. 8.3 and considering the same physical case, a coarse

binning grid ns×nθ∗×nϕ = 16×64×8 is chosen in order to vary the number of electron markers

down to 105 in linear simulations, a level which still fullfills the requirement of ∼ 10−20 markers

per bin in configuration space. Figure 8.3 shows how the linear growth rate is well converged

already for 106 electron markers. Note that non-linear simulations require many more markers

as explained in Sec. 4.9.1.
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Figure 8.3: TEM TCV case, linear growth rate of the mode kθρLi = 0.42. Convergence with the number of
electron markers, νeia/vthi = 5 · 10−3.

8.5 Different contributions to the TEM instabilities

The contributions from the different dynamics of the different species to the growth of a mi-

croinstability are identified through the dot product between the current carried by a given

species jspecies and the electric field E, related as follows to the growth rate associated to a

given species γspecies:

γspecies =
− ∫ jspecies · E d3x

2Efield

, (8.1)

where Efield is the field energy. Considering a collisionless TEM CYCLONE case with

kθρLi = 0.4, Figure 8.4 shows both the ion and electron contributions to the associated linear
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TEM instability growth rate. The ions do not provide any significant contribution, since the

stabilizing ion parallel dynamics balances the destabilizing ion drift motion, consistent with

the TEM nature of the instability. In the frame of the electron hybrid model used for this

study, the trapped electron parallel dynamics does not bring any contribution either, trapped

electrons changing periodically the sign of their parallel velocity, while the adiabatic passing

electrons do not provide any contribution to the current. The main contribution to the growth

of the mode thus comes from the electron ∇B drift and curvature drift. Note that the ∇B drift

∼ v2
⊥ is dominant compared to the curvature drift ∼ v2

||, consistent with the typical velocity

ratio v⊥/v|| � 1 of trapped particles.
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Figure 8.4: Contributions from different ion and electron dynamics to the linear growth rate of a TEM in-
stability. TEM CYCLONE parameters, kθρLi = 0.4. (a) The ions do not provide any significant
contribution to the growth of a Trapped-Electron-Mode. (b) The electron ∇B and curvature drifts
combined to trapped electron dynamics in the presence of pressure gradients are the main driving
mechanisms for a Trapped-Electron-Mode instability.

8.6 ORB5-GENE linear TEM benchmark

Considering the TEM CYCLONE case with Ti = Te and the peaked gradient profiles of type 2

for density and temperature, as described by Eq. (3.60) with ∆A = 0.3a, a global collisionless

linear benchmark in the TEM regime is performed against the global version of the Eulerian-

based gyrokinetic code GENE [10]. Contrary to the other results and simulations presented

in this Chapter, fully kinetic electrons of mass mi/me = 400 are considered in this Section.

In the electrostatic approximation, fully kinetic electrons may destabilize electrostatic shear

Alfvén modes and thus require small time steps for proper TEM simulations with particles, as

explained in Ref. [81]. The required time step scales with ∆t ∼ kθ according to Eq. (4.64) and

thus needs to be even smaller for simulations considering long poloidal wavelengths. ORB5 uses

time steps in the range ∆t ∼ 5 · 10−4 − 5 · 10−3[a/cs] for the considered TEM CYCLONE case

with fully kinetic electrons. Due to the above-mentioned numerical challenges, the simulation

for the lowest considered value kθρs = 0.125 has in fact been performed in the case of ORB5

within the frame of the hybrid model. Figure 8.5 shows the benchmark results for both the
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growth rate spectrum and the real frequency spectrum. Note the very good agreement at long

wavelengths (kθρs . 0.5) between both codes. Discrepancies at larger kθρs & 0.5 can probably

be attributed to the long wavelength approximation assumed by the ORB5 field solver. In

addition, local (flux-tube) results obtained with GENE are shown in Figure 8.5. Only a very

small difference is observed in the linear growth rates and real frequencies between local and

global simulations. The weakness of finite-ρ∗-effects in linear temperature-gradient-driven TEM

simulations is confirmed by ORB5 simulations presented in Sec. 8.8.
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Figure 8.5: TEM CYCLONE case, Te = Ti. Global simulations for ρ∗ = 1/180 and fully kinetic electrons
(except kθρs = 0.125 for ORB5 where hybrid electrons are considered). Linear benchmark in
TEM regime between ORB5 and GENE, providing a good agreement regarding (a) the linear
growth rate spectrum and (b) the real frequency spectrum for kθρs . 0.5. Discrepancies at larger
kθρs & 0.5 come from the long wavelength approximation assumed by the ORB5 field solver. For
comparison, local (flux-tube) simulations obtained with GENE are also shown.

8.7 Comparison of noise-control methods

In view of carrying out collisional, non-linear simulations it is essential to address the issue

of numerical noise. In this Section, a comparison of collisionless TEM simulations using dif-

ferent noise-control methods for electrons, either the Krook operator or the coarse-graining

as explained in Chapter 4, is performed within the frame of the hybrid model. The choice

of the coefficient γK for the Krook operator, which needs to be smaller than the maximum

linear growth rate of the spectrum corresponding to the considered physical system, is natu-

rally important, as well as the coarse-graining parameters. Note that, for a so far unknown

reason, TEM simulations require a coarse-graining procedure applied to electrons at each time

step in order to maintain a stationary transport level (while applying the coarse-graining every

10th time step is sufficient for ITG turbulence with adiabatic electrons [26]). At each time

step, the electron w-weight is thus set to the average bin value, while the p-weight is unaf-

fected. Moreover, a higher grid resolution in configuration space appears to be required for

the coarse-graining binning in TEM simulations. As a consequence, a small plasma is easier

to handle for the comparison between the Krook operator and the coarse-graining, due to the
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fact that a higher grid resolution in configuration space can be afforded. A reduced TEM

CYCLONE case is thus chosen, considering Ti = Te/3 and ρ∗ = 1/60. Non-linear simulations

are performed, using either the Krook operator or the coarse-graining procedure, for different

numerical parameters as presented in Figure 8.6 (a) showing the electron energy diffusivity

χEel averaged between r/a = 0.2 and r/a = 0.8. Within the statistical uncertainty range in-

herent to non-linear simulations, a good agreement related to turbulent transport is obtained

between the two noise-control methods. However, as shown in Figure 8.6 (b) presenting the

energy spectrum, the turbulent modes are more damped by the coarse-graining procedure in

the range of shorter wavelengths (n ∼ 20 corresponding to kθρs ∼ 1). Due to the limited role of

short wavelength modes in the turbulent transport, the electron diffusivity is only marginally

affected by the choice of the noise-control method, as already emphasized. Note however that,

as already mentioned, the Krook operator is inappropriate for collisional simulations.
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Figure 8.6: Small TEM CYCLONE case, Ti = Te/3, ρ∗ = 1/60. (a) Electron energy diffusivity χEel aver-
aged between r/a = 0.2 and r/a = 0.8 compared for different noise-control methods, both Krook
operator and coarse-graining (cg), and different numerical parameters. (b) Toroidal mode en-
ergy spectrum E(n) averaged between t = 800[a/cs] and t = 1050[a/cs]. Differences at short
wavelengths are observed between the coarse-graining procedure and the Krook operator.

8.8 Linear and non-linear ρ∗ effects in TEM regime

The plasma finite-size-effects on the turbulence level, appearing through the ρ∗ = ρs/a parame-

ter in global simulations, turn out to be important both in linear and non-linear ITG regimes, as

discussed e.g. in Refs. [127], [128], [10] and [58]. Global simulations are found to provide lower

linear growth rates and turbulent diffusivities than simulations performed in the local flux-tube

limit (ρ∗ → 0). As an illustration, let us quote results from the standard ITG-dominated

CYCLONE case (ρ∗ = 1/180, Ti = Te, R/LTi = R/LTe = 6.9, R/Ln = 2.2). ORB5 CY-

CLONE simulations with adiabatic electrons provide a maximum linear growth rate γmax(ρ
∗ =

1/180) ' 0.12[vthi/Ln], while the same simulations considering ρ∗ = 1/60 give a significantly

reduced maximum linear growth rate γmax(ρ
∗ = 1/60) ' 0.07[vthi/Ln] ' 0.58γmax(ρ

∗ = 1/180).

The situation in the TEM regime is however different. Figure 8.7 (a) shows the kθ-spectrum
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of the collisionless TEM growth rate γ, for the TEM CYCLONE case (ρ∗ = 1/180), the TEM

TCV case (ρ∗ = 1/80) and a small TEM CYCLONE case (ρ∗ = 1/60), considering Te = Ti
and the hybrid model for electrons. Peaked gradient profiles of type 2 described by Eq. (3.60)

with ∆A = 0.2a are used here. Although the plasma size is different for each case, the linear

growth rates appear to be only slightly reduced in a smaller plasma. This observation can

be explained by the radial extension scaling of linear TEM modes. While the radial exten-

sion of ITG modes ∆rITG scales as ∆rITG/ρs ∼ 1/
√
ρ∗ or ∆rITG/a ∼ √ρ∗ [129] [130] [7],

we observe that the radial extension of TEM modes ∆rTEM scales as ∆rTEM/ρs ∼ 1/ρ∗ or

∆rTEM/a ∼ constant. For the mode kθρs = 0.3 corresponding to the TEM CYCLONE case,

the radial extension ∆rTEM/a ' 0.2 is found for all the ρ∗ values considered. The TEM modes

are thus more radially localized in a small plasma, as illustrated in Figure 8.8, leading to weaker

profile shearing effects [131] due to finite plasma size and hence to a weaker reduction of growth

rates compared to the ITG case. In addition, results of collisional linear simulations, account-

ing for both electron-ion and electron-electron collisions with collisionality νeia/vthi = 5 · 10−3,

are shown in Figure 8.7 (b) and provide the same trend as the collisionless case regarding the

plasma finite-size-effects, i.e. weak ρ∗ effects. Consistently with results obtained in Sec. 8.11,

the linear growth rates are reduced by collisions through the electron detrapping process, re-

gardless of the considered wavelength or plasma size. Note that, as mentioned in Sec. 8.2,

different temperature and density profile shapes are used for linear and non-linear simulations,

which could provide different sensitivities to finite-ρ∗-effects. In order to address this issue and

further pursue the study of finite-ρ∗-effects in linear TEM simulations, the TEM CYCLONE

case is again considered, this time with Ti = Te/3 and using the wide gradient temperature and

density profiles of type 3 as given by Eq. (3.61), the same profiles as for non-linear simulations.

The growth rate of the mode kθρs = 0.5 is found to be γ(ρ∗ = 1/180) ' 0.27[cs/Ln]. The

same simulation is repeated for ρ∗ = 1/60, i.e. corresponding to a small TEM CYCLONE case.

The obtained growth rate, γ(ρ∗ = 1/60) ' 0.24[cs/Ln], is only marginally reduced (∼ 10%)

with respect to the TEM CYCLONE growth rate, which confirms the weak ρ∗ effects in linear

temperature-gradient-driven TEM simulations.

Considering again the TEM CYCLONE case, the TEM TCV case and a small TEM CYCLONE

case (ρ∗ = 1/60), non-linear collisionless simulations of turbulence using the hybrid electron

model are performed for Ti = Te/2 (the chosen temperature ratio aiming at stabilizing the

ETG modes), and using the Krook operator in order to control the numerical noise (γk ∼
0.03[cs/a]). The turbulence energy spectra, averaged between t = 1000[a/cs] and t = 1100[a/cs],

are similarly shaped but exhibit a turbulence level depending on the plasma size, as shown in

Figure 8.9 (a). The electron energy diffusivity χEel in gyro-Bohm units, averaged between

t = 800[a/cs] and t = 950[a/cs], is much larger for the largest plasma case, i.e. the TEM

CYCLONE case, as presented in Figure 8.9 (b). The TEM-related turbulent electron transport

reduction through finite-ρ∗-effects is thus of the same order as observed for ion transport in

the ITG regime, i.e. a reduction of corresponding diffusivities by a factor ∼ 4 when going from

ρ∗ = 1/180 to ρ∗ = 1/80 (see also Figure 1 of Ref. [58]). As shown in Figure 8.9 (b), going

from ρ∗ = 1/180 to ρ∗ = 1/60 reduces the electron energy diffusivity of the TEM CYCLONE

case by a factor ∼ 10 in Gyro-Bohm units. Contrary to the linear ρ∗ effects, the non-linear ρ∗
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Figure 8.7: kθ-spectrum of the linear growth rate γ, for the TEM CYCLONE case (ρ∗ = 1/180) and the TEM
TCV case (ρ∗ = 1/80) with Te = Ti, considering (a) a collisionless case and (b) a collisional case.
Additional collisionless results related to a small TEM CYCLONE case (ρ∗ = 1/60, Te = Ti) are
shown as well. The influence of plasma size (through ρ∗ effects) on TEM linear growth rates turns
out to be small, both for the collisionless and the collisional situations. As expected, electron
collisions tend to reduce the linear growth rate at each value of kθρLi.

(a) (b)

Figure 8.8: Linear structure of the mode kθρs = 0.3, in the poloidal plane, for (a) an ITG-dominated regime
and (b) a TEM-dominated regime in a small plasma (ρ∗ = 1/60) considering Te = Ti. TEM
instabilities are more radially localized than ITG instabilities.

effects thus appear to be important in the TEM regime, in agreement with Ref. [125].

8.9 Effects of axisymmetric modes on temperature-

gradient-driven TEM turbulence

The axisymmetric electric fields, corresponding to the toroidal Fourier mode n = 0, and as-

sociated zonal flows are a well-established mechanism for ITG turbulence saturation [17] [26].

In the TEM regime, the effects of zonal flows on the saturation mechanism turn out to be
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Figure 8.9: (a) Turbulence energy spectra averaged between t = 1000[a/cs] and t = 1100[a/cs] and (b) electron
energy diffusivity profile χEel(r) averaged between t = 800[a/cs] and t = 950[a/cs], for the TEM
CYCLONE case (ρ∗ = 1/180), the TEM TCV case (ρ∗ = 1/80) and a small TEM CYCLONE case
(ρ∗ = 1/60), considering Ti = Te/2. Important non-linear finite-ρ∗-effects regarding the electron
energy transport are observed, the diffusivity in Gyro-Bohm units being significantly reduced in
smaller plasmas (similarly to the ITG regime behaviour).

less obvious. Refs. [27] and [29] claim that zonal flows do not contribute significantly to the

TEM saturation mechanism for ηe = ∇ lnTe/∇ lnne > 1, i.e. for mainly temperature-gradient-

driven TEM turbulence. This assertion is confirmed in Ref. [51], where only a limited role

of zonal flows in TEM turbulence simulations is observed for the TEM CYCLONE case with

both Ti = Te and Ti = Te/3. Here, additional confirmation regarding the latter conclusions

is provided through new collisionless simulations (within the frame of the hybrid model) of

the pure temperature-gradient-driven TEM turbulence case described in Sec. 8.2, for which

ηe = 4.75. Figure 8.10 shows the electron energy diffusivity profile χEel(r) averaged between

t = 1000[a/cs] and t = 1800[a/cs], for both cases where the toroidal Fourier mode n = 0 is

retained or not in the simulation. The transport level is clearly only marginally affected by the

presence of zonal flows, contrary to the transport level in ITG regime which is largely reduced

in the presence of zonal flows. The Krook operator is used both for ions and electrons, with

γk ∼ 0.02[cs/a] significantly smaller than the maximum linear growth rate γmax ∼ 0.07[cs/a] of

the most unstable TEM.

8.10 Varying the electron temperature gradient in TEM

regime

In this Section, a comparison between linear and non-linear electron temperature gradient scans

is performed, considering the collisionless TEM CYCLONE case with Ti = Te/2 along with the

wide gradient density and temperature profiles of type 3 [Eq. (3.61)]. The Krook operator is

used for controlling the numerical noise, both for electrons and ions. Note that the relaxation

rate γk does vary according to the maximum linear growth rate γmax of the considered system,
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Figure 8.10: Effects of axisymmetric Fourier modes (n = 0,m) on electron transport level in temperature-
gradient-driven TEM regime (pure TEM case described in Sec. 8.2). Electron energy diffusivity
profile χEel(r) averaged between t = 1000[a/cs] and t = 1800[a/cs]. Regarding the averaged
turbulent transport level, no clear effect of zonal flows is visible in the temperature-gradient-
driven TEM regime.

i.e. according to the electron temperature gradient.

In the ITG regime, there is a well-established difference between the collisionless linear and non-

linear critical ion temperature gradients, the so-called Dimits shift [70]: Due to the shearing

effects of zonal flows, a temperature gradient which provides a linear unstable ITG mode might

be unable to sustain a non-vanishing turbulent transport if the corresponding maximum linear

growth rate γmax is of the order of the averaged E × B shearing rate 〈|ωE×B|〉r. For a finite

turbulence level to persist, the ion temperature gradient should provide a maximum growth

rate γmax which is clearly larger than the maximum possible zonal flow shearing rate, limited

by Kelvin-Helmoltz-like instabilities: γmax > 〈|ωE×B|〉r [110] [26].

The situation in the temperature-gradient-driven TEM regime turns out to be different, as

shown in Figure 8.11 obtained with the TEM CYCLONE case parameters. Considering low

electron temperature gradients (a/LTe . 1.5), which provide marginally unstable linear TEM

instabilities, a non-vanishing turbulent transport level is obtained in non-linear simulations.

Both the linear growth rates γmax and the non-linear turbulent diffusivities χEel appear to

scale linearly with the electron temperature gradient (the drive of turbulence) and to have

approximately the same critical gradient (a/LTe ' 1), contrary to the ITG regime where ion

temperature gradients in the so-called Dimits shift region give rise to linear instabilities but

cannot maintain a finite turbulent transport as a result of the shearing of turbulence by zonal

flows [17]. Note that a finite level of electron energy transport is found even for electron tem-

perature gradients at which γmax ' 〈|ωE×B|〉r, contrary to the ITG regime situation (see Figure

7.12). This illustrates the limited effects of zonal flows on temperature-gradient-driven TEM

turbulence, as already discussed in Sec. 8.9.

A convergence check is performed for a particular case addressed in this section, i.e. considering

the electron temperature gradient a/LTe = 2.484. Increasing the electron marker number by a
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factor 2, i.e. considering 200 ·106 electron markers, and reducing the relaxation rate by a factor

2, i.e. considering γk ' 0.015[cs/a], provide an electron energy diffusivity of χEel/χGB ' 2.1,

averaged between r/a = 0.4 and r/a = 0.6. The latter value is within the typical uncertainty

range of 15% [49] regarding the diffusivity χEel/χGB ' 2.35, obtained with 100 · 106 electron

markers and γk ' 0.03[cs/a] and shown in Figure 8.11 (b). Note that the signal/noise ratio,

i.e. the energy of the nearly field-aligned Fourier modes divided by the energy of the unphysical,

non-field-aligned Fourier modes, is satisfactory for both simulations (above 50). The latter

result thus provides confidence as to the convergence of the presented TEM non-linear results.
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Figure 8.11: Electron temperature gradient a/LTe dependence of (a) the maximum TEM linear growth rate
γmax and the radial average of the absolute value of the E×B shearing rate 〈|ωE×B |〉r (averaged
between r/a = 0.4 and r/a = 0.6), and (b) the electron energy diffusivity χEel, averaged between
r/a = 0.4 and r/a = 0.6 and over a time window of ∆t ∼ 300[a/cs], in the quasi-stationary
state of the simulation (t ∼ 1000[a/cs]). Linear and non-linear critical temperature gradients are
obviously essentially identical (a/LTe ' 1).

8.11 Linear and non-linear collisional effects in TEM

regime

While ion collisions tend to non-linearly increase the ITG turbulence through zonal flow damp-

ing as developed in Chapter 7, electron collisions have a strong and mostly linear effect on

temperature-gradient-driven TEM instabilities, actually reducing the TEM drive through the

electron detrapping process they generate. The most obvious collisional effect is thus the re-

duction of TEM linear growth rates with increasing collisionality. The TEM TCV case is

chosen for illustrating this latter fact, considering the following modified gradients: a/LTi = 0,

a/LTe = 1.70, a/Ln = 0.85 which provide an essentially pure TEM regime. Figure 8.12 (a)

shows the dependence on electron collisionality νei of the linear growth rate γ corresponding

to the mode kθρLi = 0.4, for different temperature ratios Te/Ti and collision operators. As

expected, neglecting electron-electron collisions (Lorentz model) leads to a weaker collisional

growth rate reduction. Note that the collisional reduction of the growth rates is in accordance
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with numerical results obtained in Ref. [132] using the flux-tube version of the gyrokinetic code

GEM. The collisionality νei is normalized with respect to the real frequency of the mode at zero

collisionality ω(νei = 0), i.e. ω(νei = 0) ' 0.54[vthi/a] for Ti = Te/3 and ω(νei = 0) ' 0.38[vthi/a]

for Ti = Te/2. Note that ω remains essentially unaffected by electron collisions.

A small TEM CYCLONE case, i.e. the TEM CYCLONE case described in Sec. 8.2 with ρ∗ =

1/60, is chosen in order to address the difference between linear and non-linear collisional

effects on temperature-gradient-driven TEM instabilities. The temperature ratio Ti = Te/3 is

considered. The collisional reduction of the maximum linear growth rate γmax (corresponding to

the mode kθρLi = 0.3) with increasing electron-ion collision frequency νei is shown in Figure 8.12

(b) and compared to the collisional damping of the quasi-stationary electron turbulent energy

flux Qel, averaged between r/a = 0.4 and r/a = 0.6. The reduction of non-linear turbulent

transport (compared to a collisionless case) turns out to be stronger than the reduction of

the linear growth rate and can thus not be explained by a simple mixing length argument

χ ∼ γmax/〈k2
⊥〉. Note that the real frequency of the mode kθρLi = 0.3, ω ' 0.48[cs/Ln], remains

essentially unaffected by collisions, and that both electron-ion and electron-electron collisions

are accounted for. The non-linear runs for simulating collisional TEM turbulence presented

in Figure 8.12 (b) are actually very challenging due to the large number of markers which is

required (∼ 600 · 106 electrons and ∼ 200 · 106 ions) combined with the small time step related

to electron dynamics, leading to ∼ 500′000 CPU hours consumed for each simulation.
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Figure 8.12: (a) Collisional damping of linear growth rates in TEM regime. TEM TCV case with a/LTi
= 0,

a/LTe
= 1.70, a/Ln = 0.85, mode kθρLi = 0.4. The electron-ion collision frequency νei is

normalized with respect to ω, the collisionless real frequency of the considered mode kθρLi =
0.4. (b) Small TEM CYCLONE case, Ti = Te/3. Electron collisionality scan, both for the
quasi-stationary electron turbulent energy flux Qel, averaged between r/a = 0.4 and r/a = 0.6,
and for the maximum linear growth rate γmax. Electron collisions have a damping effect on
TEM instabilities both in linear and non-linear simulations, the damping of non-linear turbulent
transport (compared to a collisionless case) being however stronger than the damping of linear
growth rates.

Considering again the small TEM CYCLONE case with Ti = Te/3, Figure 8.13 shows the

turbulent component (in the poloidal plane) of the electrostatic potential, e(φ− 〈φ〉S)/Te0, at

t = 1000[a/cs] for the two collisionalities νeia/cs(r/a = 0.5) = 7.5·10−4 and νeia/cs(r/a = 0.5) =

4.5 · 10−3. As expected, the averaged turbulence level is weaker for a stronger collisionality.
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Note that the collisionality dependence on density and temperature profiles is accounted for

in ORB5 simulations, leading in fact to stronger collisionality close to the plasma edge and

weaker collisionality close to the magnetic axis. The collisionality increase towards the edge is

explained by a weaker reduction of collisionality due to lower density (∼ n) than the increase

of collisionality due to lower temperature (∼ T
−3/2
e ), as shown in Figure 8.14 which presents

the electron collision frequency profile νei(r/a) corresponding to the TEM CYCLONE case.

Compared to the weakly collisional situation, the TEM turbulence in the case of stronger

collisionality is thus more reduced and even quenched when going towards the plasma edge as

illustrated in Figure 8.13.

(a) (b)

Figure 8.13: Small TEM CYCLONE case, Ti = Te/3. Poloidal cross-section of the non-zonal component
of the electrostatic potential e(φ − 〈φ〉S)/Te0 at t = 1000[a/cs] for the two collisionalities (a)
νeia/cs(r/a = 0.5) = 7.5 ·10−4 and (b) νeia/cs(r/a = 0.5) = 4.5 ·10−3. The turbulence reduction
through electron collisions is clearly visible.
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Figure 8.14: TEM CYCLONE case, electron-ion collision frequency νei ∼ n/T
3/2
e as a function of radius

r/a, normalized with respect to collision frequency at mid-radius r/a = 0.5. Collisionality is
significantly stronger close to the plasma edge than close to the magnetic axis.

In order to further study the effects of electron collisions on linear TEM instabilities and possibly

compare them with analytical estimates, additional results are shown in Figure 8.15 (a) which
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presents the growth rates of the TEM CYCLONE case for kθρLi = 0.3 and clearly demonstrates

the stabilizing effect of collisions, both for the Lorentz model (electron-ion collisions only)

and for the full linearized collision operator for electrons (electron-ion and electron-electron

collisions). Note that the growth rate reduction through electron collisions is qualitatively

consistent with Figure 8.12 (a), obtained for the TEM TCV case and different temperature

and density gradients. The analytical estimates in Figure 8.15 (a) are provided by a numerical

solution to the analytical collisionless dispersion relation derived in [34] (also based on a hybrid

model), along with the re-scaling described in Eq. (2.55) for low collisionality. The fully kinetic

electron model provides growth rates which are higher than those predicted by the hybrid model.

Consistently, a higher collisionality is required in order to stabilize the mode if trapped and

passing kinetic electrons are considered. The difference between the hybrid model and the fully

kinetic model arises partly because of the choice of heavy electrons (mi/me = 200) for carrying

out the simulations both in the fully kinetic model and the hybrid model, the results of the fully

kinetic model being not fully converged with respect to the electron mass. According to Figures

8.12 (a) and 8.15 (a), one may conclude that a TEM instability can be significantly stabilized

by electron collisions for TCV and DIII-D plasmas of order νei ∼ 10−2vthi/a. Note that electron

collisionality affects only marginally the real frequency of a Trapped-Electron-Mode, as shown in

Figure 8.15 (b) which presents for both collisionless and collisional situations the time evolution

of the TEM electrostatic potential φ at position (r/a = 0.5, θ = 0, ϕ = 0), the growing part eγt

being subtracted. The considered mode is here kθρLi = 0.4 and the associated real frequency

read from Figure 8.15 (b), ω ' 0.8 ωne, is as expected close to the diamagnetic density drift

frequency ωne.
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Figure 8.15: TEM CYCLONE case, Ti = Te. (a) Electron collisions have an important effect on the growth
rate of TEM instabilities. Analytical estimates are compared to ORB5 results, both for the
Lorentz model and the full linearized collision operator, kθρLi = 0.3. (b) Marginal influence of
collisionality (Lorentz model) on the real frequency ω ' 0.8 ωne of a Trapped-Electron-Mode,
kθρLi = 0.4.

Finally, the linear dependence of the TEM growth rates on the electron temperature gradient,

as established in Sec. 8.10 for a collisionless case, is shown to persist in the presence of elec-

tron collisions. For a collisionless TEM CYCLONE case, the critical gradient for kθρLi = 0.3
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is R0/LTe|crit ' 3, as shown in Figure 8.16. In other words, the considered TEM instabil-

ity is suppressed if ηe = Ln/LTe falls below ' 1.4, the density gradient being kept constant

(R0/Ln = 2.2). For the collisionality νeia/vthi = 1.4 · 10−2, the critical instability threshold

of the temperature gradient is raised up to R0/LTe|crit ' 5, clearly reflecting the stabilizing

effect of electron collisions on the TEMs, while the growth rate still increases linearly with the

electron temperature gradient (Figure 8.16).
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Figure 8.16: Electron collisions (electron-ion + electron-electron) raised the critical linear instability threshold
of the electron temperature gradient R0/LTe

. In a collisionless model, stabilization occurs at
R0/LTe|crit ' 3 for the TEM CYCLONE case parameters and kθρLi = 0.3, while at νeia/vthi =
1.4 · 10−2 and for the same mode kθρLi = 0.3, R0/LTe|crit ' 5.

8.12 Effects of electron collisions on zonal flows

As studied in Chapter 6 and demonstrated in [99], ion-ion collisions have a damping effect on

zonal flows. Here we numerically address the issue of electron collisional effects on zonal flows

(ion-ion collisions being neglected), considering the CYCLONE case geometrical parameters

with zero density and temperature gradients. The so-called Rosenbluth-Hinton test defined in

Sec. 6.6.1 is performed by initializing the simulation with a perturbed ion distribution function

of the form δfLM,i = 10−3 cos(πr/a)fLM,i. Figure 8.17 (a) shows that the residual of the radial

electric field Er(t), averaged between r/a = 0.4 and r/a = 0.6, is essentially unmodified by

the fully kinetic and collisional electron response (compared to the adiabatic electron model

results). Figure 8.17 (b) reaches the same conclusion in the frame of the hybrid model with

electron collisions, i.e. the zonal flow levels appear to be unaffected by electron collisions.

8.13 Realistic simulation of microturbulence related to

the TCV shot # 45353

This Section presents collisionless simulation results obtained by considering the realistic mag-

netic equilibrium corresponding to the TCV shot # 45353 at 0.3 [s], just before the electron
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Figure 8.17: RH test considering collisional electrons, CYCLONE case geometrical parameters, no gradients.
Time evolution of the radial electric field Er(t) in the presence of electron collisions, averaged
between r/a = 0.4 and r/a = 0.6, for (a) the fully kinetic electron model and (b) the hybrid
electron model. Both cases are compared with the adiabatic (collisionless) electron model results.
Electron collisions are found to have no influence on zonal flow levels, both for the fully kinetic
electron model and the hybrid electron model.

cyclotron resonance heating by the gyrotrons. The related experimental density and temper-

ature profiles, measured and/or reconstructed from different TCV diagnostics, are accounted

for as shown in Figure 8.18. The associated microturbulence being clearly TEM-dominated,

the hybrid model is chosen for describing the electron dynamics, in order to capture the TEM

instabilities. Note the corresponding ρ∗ = 1/81 at the reference surface s0 = 0.6. Heat sources

and particle sources aim at maintaining the temperature and density gradients approximately

constant in a time-average sense, in order to obtain a quasi-stationary state of turbulence pro-

viding reliable levels of heat and particle transport. The particle diffusivity profiles D(s), both

for ions and electrons, are shown in Figure 8.19 (a), while the energy diffusivity profiles χE(s),

again both for ions and electrons, are shown in Figure 8.19 (b). All the diffusivity profiles are

averaged between t = 800[a/cs] and t = 1100[a/cs]. Figure 8.19 (a) shows the same particle

diffusivity profiles both for ions and electrons, reflecting the ambipolarity of the particle flux.

Figure 8.19 (b) shows a dominant electron energy diffusivity compared to the ion energy diffu-

sivity (by a factor ∼ 2), consistent with the TEM-dominated nature of the turbulence regime

related to the mentioned TCV shot.

The poloidal cross-section of the perturbed, non-zonal electrostatic potential e(φ − 〈φ〉S)/Te0
(corresponding to the TCV shot # 45353) is presented in Figure 8.20, both in the linear phase of

the simulation (t ' 40[a/cs]) and in the early non-linear phase of the simulation (t ' 100[a/cs]).

The typical ballooning structure of microinstabilities is clearly visible on the low-field-side of

the torus in Figure 8.20 (a), while the typical microturbulence chaotic structure is presented in

Figure 8.20 (b).

Figure 8.21 (a) shows the time evolution of the E × B shearing rate profile ωE×B(s)a/cs [as

defined by Eq. (7.5)], which exhibits GAM oscillations close to plasma edge with clear outward

propagation. Figure 8.21 (b) presents the E × B drift velocity profile vE×B(s) in the sound

speed unit, averaged between t = 800[a/cs] and t = 1100[a/cs]. As expected, the drift velocity
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Figure 8.18: TCV shot # 45353 at 0.3[s]. (a) Electron temperature profile Te(s) measured by the Thomson
scattering diagnostics and estimated ion temperature profile Ti(s). (b) Density profile n(s)
measured by the Thomson scattering diagnostics and safety factor profile qs(s) reconstructed
from magnetic measurements.
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Figure 8.19: Simulation of the TCV shot # 45353 (equilibrium at 0.3[s]). Both for ions and electrons and
averaged between t = 800[a/cs] and t = 1100[a/cs], (a) particle diffusivity profiles D(s) and (b)
energy diffusivity profiles χE(s). Ambipolarity is satisfied, while electron energy transport is
larger than ion energy transport, as expected in a TEM-dominated regime.

vE×B is larger in the radial region where the temperature and density gradients are maximum,

i.e. close to s ' 0.8 (see Figure 8.18). Note that a good agreement with GAM experimental

measurements is obtained [133].

8.14 Conclusions

In this Chapter, results from global gyrokinetic simulations of temperature-gradient-driven

TEM turbulence performed with the code ORB5 are discussed. In order to validate the pre-
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(a) (b)

Figure 8.20: Simulation of the TCV shot # 45353 (equilibrium at 0.3[s]). Poloidal cross-section of the per-
turbed, non-zonal electrostatic potential e(φ − 〈φ〉S)/Te0, both (a) in the linear phase of the
simulation (t ' 40[a/cs]) and (b) in the early non-linear phase of the simulation (t ' 100[a/cs]).
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Figure 8.21: Simulation of the TCV shot # 45353 (equilibrium at 0.3[s]). (a) Time evolution of the E ×
B shearing rate profile ωE×B(s)a/cs with GAM oscillations. (b) E × B drift velocity profile
vE×B(s)/cs, averaged between t = 800[a/cs] and t = 1100[a/cs].

sented results, convergence tests were first carried out. Two different methods for controlling

the numerical noise (inherent to the PIC approach) were successfully evaluated and compared

in TEM simulations. A linear benchmark in the TEM regime against the Eulerian gyroki-

netic code GENE is presented (accounting for a fully kinetic electron response), which shows a

good agreement between both codes at long wavelengths (kθρs . 0.5). At shorter wavelengths

(kθρs ∼ 1), a discrepancy between both codes arises, essentially due to the long wavelength

approximation in the quasi-neutrality equation solved by ORB5.
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While there is almost no effect of finite plasma size in the TEM linear regime, the effects of

finite plasma size on TEM instabilities turn out to be important in the TEM non-linear regime.

Note the difference compared to ITG-dominated cases, where the effects of finite plasma size

are important both in linear and non-linear regimes.

In the temperature-gradient-driven TEM regime, the zonal flows are shown to play no role in

turbulence saturation, at least in considered parameter range (Ti < Te, ηe > 1), confirming

previous studies [27] [29]. Accordingly, no Dimits shift region is observed in this regime, unlike

in the ITG regime which features a Dimits shift region as a consequence of the importance of

zonal flow shearing on associated turbulence saturation.

Electron collisions are found to reduce both the linear growth rates and the transport levels

related to TEM instabilities, through the collisional electron detrapping process. Note that,

oppositely, the ion collision effects on ITG turbulence are almost fully non-linear and lead to a

general increase in ITG turbulence level through zonal flow damping [23] [26].

Finally, a realistic global gyrokinetic simulation of a TCV tokamak shot, accounting for the ac-

tual experimental profiles and magnetic equilibrium and considering a trapped electron kinetic

response, has successfully been carried out and thus demonstrates the ability of the ORB5 code

to provide relevant predictions regarding the physics of real tokamaks.
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Chapter 9

Conclusions and outlook

Within the frame of research related to the tokamak device for controlling nuclear fusion on

Earth (magnetically confined plasma physics), the global gyrokinetic ORB5 code and the re-

lated physics of microturbulence the code can address have been presented in this thesis. In

a first stage, some basic tokamak concepts as well as a few insights into theoretical modelling

of microturbulence have been recalled for the sake of completeness. The history of the ORB5

development over many years has been briefly reviewed with a particular focus on the imple-

mentation of linearized collision operators, the main code development in the frame of this

work. The physical model upon which ORB5 is based, the gyrokinetic model, was then sum-

marized. The algorithms providing the code routines from both the collisionless and collisional

model equations have been detailed, including the noise-control procedures allowing to carry

out relevant turbulence simulations. The noise-control procedures are especially crucial in the

presence of collisions treated here with a Langevin approach which increase the numerical noise.

The collision operators have been thoroughly tested and first applied to neoclassical physics

studies. Careful benchmarks have been performed, comparing ORB5 results with both nu-

merical results from other codes and analytical models and thus allowing to validate the im-

plementation of the collision operators in the code. The rich topic of interactions between

collisions and electrostatic turbulence in tokamak plasmas has then been addressed, both in

Ion-Temperature-Gradient (ITG) and Trapped-Electron-Mode (TEM) regimes. The effects of

electron collisions have been found to act mostly linearly on TEM regime and decrease the

turbulence level through the electron detrapping process, while the effects of ion collisions in

ITG regime turned out to be essentially non-linear and increase the turbulence level through

interactions with zonal flows. The zonal flow dynamics in collisionless and collisional ITG tur-

bulence simulations has been studied, emphasizing the limitation of the zonal flow shearing

rate level due to Kelvin-Helmoltz-type instabilities.

Additionally, some collisionless results related to TEM turbulence have been presented. The

linear simulations in TEM regime have been validated through a successful benchmark against

the global GENE code. The zonal flows have been found to play a weak role in TEM turbulence

saturation, at least in the temperature-gradient-driven TEM regime, in agreement with previous

studies. In the TEM regime, the effects of the finite plasma size appeared to be weak in linear

simulations but strong in non-linear simulations, unlike the effects of the finite plasma size in

ITG regime which are important both in linear and non-linear simulations.
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For the first time, a realistic non-linear global gyrokinetic ORB5 simulation, accounting for

a proper magnetic equilibrium related to the TCV tokamak along with the corresponding

density and temperature profiles, has been successfully carried out including a kinetic response

of trapped electrons and has obtained a good agreement with GAM experimental measurements

[133]. The potential of ORB5 related to further studies of realistic tokamak shots has thus been

demonstrated.

The ORB5 code has proven belong to the state-of-the-art codes for studying microturbulence

in tokamak plasmas. As such, it is ready to address crucial topics of current research in theo-

retical core plasma physics, such as a better understanding of momentum transport or global

electromagnetic simulations requiring fully kinetic electron dynamics. Studies of turbulence in

a realistic ITER geometry have already started to provide results of interest regarding heat

transport levels in the future ITER tokamak [134]. This thesis work allows the future ORB5

users to include reliable collisional effects in different specific studies. Note that the electro-

magnetic solver of NEMORB, the new version of ORB5, remains to be modified in order to

be compatible with the 2-weight scheme before collisional electromagnetic studies can become

accessible. Moreover, non-linear benchmarks remain to be performed against other gyrokinetic

codes, both in electrostatic TEM and electromagnetic regimes with and without collisions. Ad-

ditionally, simulations accounting simultaneously for both electron and ion collisions remain to

be carried out in the different turbulence regimes.

The main current weakness of the ORB5 code is probably the long wavelength approximation

assumed by the quasi-neutrality field solver which prevents the code from studying properly

microturbulence at smaller wavelengths. A new integral solver [69] is definitely required in

order to further study the mixed ITG-TEM regime, of clear relevance to realistic tokamak

experimental conditions [135].

Some work actually remains to be done regarding the collision operators which are (so far)

not multi-ion species. Although appropriate for the single-ion plasma simulations presented

in this work, the current collision operators will have to be upgraded for future simulations of

multi-ion plasmas [136], taking for instance plasma impurities such as Carbon into account.

Moreover, ion-electron collisions and associated drag need to be implemented for accurate

parallel dynamics. Full non-linear collision operators could in principle be considered as an

improvement to the current linearized operators, but the practical complexity of such non-linear

operators, for a questionable benefit regarding core tokamak physics, makes them unlikely to

be implemented soon in the code.

Ultimately, in order to increase the physical relevance of its transport predictions for a real

tokamak device, ORB5 should be coupled to a code describing accurately the edge of tokamak

plasmas. Standard gyrokinetic codes indeed rely on the core ordering δn/n ∼ eφ/T � 1

which essentially breaks down close to the plasma edge. Strong gradients in edge transport

barriers also lead potentially to the breakdown of gyrokinetic theory. Edge plasma physics is

however crucial for modelling properly the behaviour of a future fusion reactor, especially in

high confinement regime (H-mode plasmas) where the associated pedestal cannot be accurately

modeled by ORB5 and the current gyrokinetic codes in general.
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Appendix A

Potential energy flux in turbulence

simulations

The generic term heat flux is often used in order to qualify the quantity which is strictly

the kinetic energy flux. Actually, the proper heat flux, as defined in Eq. (3.66), should also

account for the potential energy flux [71] and the particle flux contributions. In the frame of

simulations with adiabatic electrons, the total ion particle flux does vanish in order to ensure

the ambipolarity condition, but the potential energy flux does not vanish in collisional runs.

Here one gives an estimate of the potential energy flux magnitude compared to the kinetic

energy flux magnitude, the only term usually retained in the heat flux computation. ORB5

simulations show that the net potential energy flux is due mainly to the neoclassical Maxwellian

contribution:

Qpot ≈
〈

1

|∇Ψ|
∫

d3vqφf0
dΨ

dt

∣∣∣∣
0

〉
S

, (A.1)

the two remaining contributions ∼ qφ δfdΨ/dt|0 and ∼ qφ f0dΨ/dt|E×B balancing each other.

It is recalled that dΨ/dt0 = ∇Ψ · (v∇B + vc) and dΨ/dt|E×B = ∇Ψ · vE×B. The potential

energy flux (A.1) is inward for the considered CYCLONE case parameters, and has thus a

balancing effect on the resulting outward kinetic energy flux. Considering a local Maxwellian

background f0 = fLM , it is possible to show, by analytically expliciting the integral on the

Right-Hand-Side of Eq. (A.1), that the potential energy flux arises from the poloidal variation

of the electrostatic potential:

Qpot ∼ 2πn0T0
F (Ψ)

S(Ψ)

∫ 2π

0

1

B2

∂φ

∂θ∗
dθ∗, (A.2)

where S(Ψ) is the flux surface defined by:

S(Ψ) = 2π

∫ 2π

0

JΨθ∗ϕ|∇Ψ|dθ∗, (A.3)

JΨθ∗ϕ = 1/[(∇Ψ ×∇θ∗) ·∇ϕ] being the Jacobian function. Note that Qpot = 0 in simula-

tions retaining only the flux-surface-averaged electrostatic potential (φ = 〈φ〉S), according to
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Eq. (A.2).

It turns out that the magnitude of the total potential energy flux is small. For CYCLONE base

case simulations considering the temperature gradient R0/LT0 = 6.9 and adiabatic electrons,

at r/a = 0.5 the scaling is empirically found to be a quarter of the neoclassical kinetic energy

flux, with opposite direction (pointing inwards):

Qpot

Qkin,neo

≈ −1

4
. (A.4)

As an illustration of the ratio given by Eq. (A.4), Figure A.1 shows the time evolution of

the neoclassical kinetic energy flux Qkin,neo and the potential energy flux Qpot respectively, at

mid-radius r/a = 0.5, for the collisionality ν∗0 = 0.45 and considering the CYCLONE case

parameters. It appears thus that the potential energy flux may be dropped in the heat flux

computation for turbulence simulations if turbulent transport is clearly dominant compared to

neoclassical transport. However, as stated in Chapter 6, the potential energy flux is a priori

important for computing the neoclassical heat diffusivity.
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Figure A.1: Time evolution of the neoclassical kinetic energy flux Qkin,neo (blue) and the potential energy
flux Qpot (red) at mid-radius r/a=0.5, for CYCLONE case parameters (adiabatic electrons) and
ν∗0 = 0.45. The potential energy flux, pointing inwards, remains small compared to the total heat
flux (neoclassical + turbulent).
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Appendix B

A collisional δf PIC code for

unmagnetized plasmas

B.1 Description

Although the subject of the present work is essentially the use of collisional δf Particle-In-

Cell (PIC) methods in the frame of gyrokinetic simulations in toroidal geometry, the same

numerical approach may be applied to much simpler physical systems for testing purposes.

BIRDIE, a collisional δf PIC code for unmagnetized homogeneous plasmas, has been written

from scratch, mainly for testing the collision algorithms. It features a kinetic description of

electrons in a one-dimensional, unmagnetized, homogeneous plasma of length L, assuming a

cold ion background. These characteristics allow it to study numerically the high frequency

electron plasma waves, also called Langmuir waves, accounting for realistic collision operators.

Langmuir waves typically have a real frequency ω ∼ ωpe, where ωpe is the electron plasma

frequency defined as follows:

ωpe =

√
nee2

meε0
. (B.1)

The wavelength of a Langmuir wave is typically λ & λDe, where λDe is the electron Debye length

defined by λDe = vthe/ωpe, vthe =
√
Te/me being the electron thermal velocity. Let f stand

for the total electron distribution function. Dropping the electron index, the Fokker-Planck

equation solved by BIRDIE is:

∂f

∂t
+ vx

∂f

∂x
− e

m
E · ∂f

∂v
= −C[f ], (B.2)

where C is a general collision operator and E the perturbed electric field. One introduces the

δf decomposition f = fM + δf , where fM is a Maxwellian:

fM(v) =
n

(2π)3/2v3
th

exp

(
− v2

2v2
th

)
, (B.3)
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where temperature T = mv2
th and density n are constant. Considering a Lorentz operator

for electron-ion collisions and a linearized Landau operator for electron-electron collisions, as

described in detail in Chapter 5, Eq. (B.2) reads in the δf formalism:

∂δf

∂t
+ vx

∂δf

∂x
− e

m
E · ∂δf

∂v
+ νei(v)L̂2δf + C[fM , δf ] =

e

m
E · ∂fM

∂v
− C[δf, fM ]. (B.4)

The velocity space is described by the two variables (v, ξ), where v is the norm of the velocity

and ξ = vx/v is the pitch angle variable. A velocity space border vmax = 7vth is introduced.

Eq. (B.4) is solved by the δf PIC method described in detail in Chapters 3 and 4. N numerical

particles, called markers, are introduced. To each marker r are associated two weights wr and

pr defined as in Chapter 4. They allow the discretization of the distribution functions δf and

fM by linking the numerical particle distribution to the physical particle distribution:

δf(x,v, t) =
N∑
r=1

wr(t)δ(x− xr(t))δ(v − vr(t)), (B.5)

fM(x,v, t) =
N∑
r=1

pr(t)δ(x− xr(t))δ(v − vr(t)), (B.6)

where δ stands for the Dirac function. The marker distribution g is initially chosen uniform in

configuration space and pitch angle space:

g(x,v, t = 0) =
3N

4πv3
maxL

. (B.7)

Marker trajectories in phase space and weight evolutions, integrated in time according to a

second order scheme in ∆t, are given here in normalized code units (λDe, ωpe,m,−e, n):

dx

dt
= vx = vξ, (B.8)

dv

dt
= Eêx +

∆vcoll

∆t
, (B.9)

dw

dt
= pEvξ +

∆wcoll

∆t
, (B.10)

dp

dt
= −pEvξ, (B.11)

where ∆vcoll accounts for the random motion in velocity space due to collisions, as explained in

detail in Sec. 5.9 for electron-ion collisions and Sec. 5.10.1 for electron-electron collisions. ∆wcoll

corresponds to the background reaction algorithm described in Sec. 5.10.2. Eqs. (B.8)-(B.11)

are coupled to the Poisson equation:

d2

dx2
φ(x, t) = e

∫
δf(x, v, ξ, t)d3v = −ρ(x), (B.12)

along with a periodic boundary condition φ(0) = φ(L). Eq. (B.12) is solved by making use of a

finite element method. In the frame of the δf PIC approach, the Poisson equation for electrons
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reads in normalized units:

d2φ(x, t)

dx2
= −

N∑
r=1

wr(t)δ(x− xr(t)). (B.13)

A regular grid of size nmesh + 1 is introduced in configuration space and the potential is repre-

sented by a set of linear spline functions Λi, as shown in Figure B.1:

φ(x, t) =

nmesh∑
i=0

φi(t)Λi(x). (B.14)

The Poisson equation becomes, making use of Eq. (B.14) in Eq. (B.13):

nmesh∑
i=0

φi(t)
d2Λi

dx2
= −

N∑
r=1

wr(t)δ(x− xr(t)). (B.15)

In order to use the finite element method of Galerkin, the system is multiplied by a test function

−Λj and is integrated over the whole space. It gives:

−
nmesh∑
i=0

φi(t)

∫ L

0

d2Λi

dx2
Λjdx =

nmesh∑
i=0

φi(t)

∫ L

0

dΛi

dx

dΛj

dx
dx

=
N∑
r=1

wr(t)

∫ L

0

δ(x− xr(t))Λj(x)dx, (B.16)

since the boundary term vanishes due to the periodic boundary condition. Eq. (B.16) is a linear

system
∑nmesh

i=0 Dijφi = Rj, with:

Dij =

∫
Λ′i(x)Λ′j(x)dx, (B.17)

Rj =
N∑
r=1

wr(t)Λj(xr(t)), (B.18)

the notation ′ standing for the x-derivative. The solvability condition
∫ L

0
ρ(x)dx = −dφ/dx|L0 =

0 =⇒ ∑nmesh
j=0 Rj = 0, along with the periodic boundary condition, allows to choose φ0 =

φnmesh = 0. The system is thus reduced to nmesh − 1 unknown values φi, i = 1, ..., nmesh − 1.

Building the charge density given by Eq. (B.18) is called the charge assignment. Let us write

∆x = L/nmesh the width of each bin. The left and right borders of the bin i are the mesh

points i − 1 and i respectively. The marker r in the bin i contributes to the elements Ri and

Ri−1, relatively to its position in the bin. Namely, the fraction |xr(t)− xi−1|/∆x of the marker

charge is assigned to the element Ri, while the fraction |xr(t) − xi|/∆x of the marker charge

is assigned to the element Ri−1. At the end of the charge assignment, the charge density has

been distributed over the splines.

Related to the LHS of the Poisson equation, the matrix D is symmetric and tri-diagonal, due

to the linear order of the splines: On each interval, two splines overlap each other. The matrix
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elements are explicitely computed as follows:

Dii =

∫ ∆x

0

1

∆x2
dx+

∫ 2∆x

∆x

1

∆x2
dx =

2

∆x
, (B.19)

Di,i+1 = Di+1,i = Di−1,i = Di,i−1 = −
∫ ∆x

0

1

∆x2
dx = − 1

∆x
. (B.20)

The other elements vanish. Note that the matrix D is time-independent and is thus built once

at the beginning of the simulation, unlike the charge assignment which is performed at each

time step. The described linear system is solved numerically in order to provide the potential

φ(x, t). The corresponding electric field E(x, t) = −dφ/dx = −∑nmesh
i=0 φi(t)dΛi/dx is used in

the Fokker-Planck equation (B.2).

Figure B.1: Illustration of the finite element method with linear splines. In BIRDIE, an equidistant mesh is
considered: hi = ∆x ∀i.

B.2 Linear studies

B.2.1 Analytical considerations

In a linear regime, the collisionless term of order δf 2 is dropped out, giving the following

equation to solve:

∂δf

∂t
+ vx

∂δf

∂x
+ νei(v)L̂2δf + C[fM , δf ] =

e

m
E · ∂fM

∂v
− C[δf, fM ]. (B.21)

In BIRDIE, it means practically to replace Eq. (B.9) and Eq. (B.11) by dv/dt = ∆vcoll/∆t

and dp/dt = 0 respectively. A study of the collisional linear damping rate of a Langmuir wave

is presented in this work. The mode kλDe = 0.3 is chosen, where k is the wavenumber of the

perturbation. The system size is chosen as L = 2π/k. The initial perturbation is loaded as

follows:

δf(x, v, ξ, t = 0) = α cos(kx)fM(v), (B.22)
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where α = δn/n � 1 is the perturbation parameter. A typical initial perturbation is shown

in Figure B.2 (a). The perturbation (B.22) is damped by Landau wave-particle interaction,

at a rate strongly affected by collisions. Although an analytical model for the damping rate

accounting for self-collisions does not exist, it is possible to derive analytical values of the

damping rate assuming a Lorentz model, i.e. neglecting self-collisions and retaining only the

pitch angle scattering of electrons off the ions. The perturbation δf is decomposed into a sum

of Legendre polynomials Pl:

δf(x, v, ξ, t) =
∑
l

Pl(ξ)cl(v, t)e
ikx = δfk(v, ξ, t)e

ikx, (B.23)

where the Legendre polynomials are solutions of the following differential equation:

d

dξ

[
(1− ξ2)

d

dξ
Pl(ξ)

]
+ l(l + 1)Pl(ξ) = 0, (B.24)

and are thus eigenfunctions of the Lorentz operator:

L̂2Pl(ξ) = l(l + 1)Pl(ξ). (B.25)

Moreover, the Legendre polynomials satisfy an important orthogonality property:∫ 1

−1

Pl(ξ)Pl′(ξ)dξ =
2

2l + 1
δll′ . (B.26)

Using Eq. (B.23) in order to write the Fokker-Planck equation (B.21) in x-Fourier space and

neglecting self-collisions leads to:

∂δfk
∂t

+ ikvξδfk − e

m
Ekξ

∂fM
∂v

= −ν(v)L2δfk. (B.27)

The recurrence relation for the Legendre polynomials reads:

(l + 1)Pl+1 = (2l + 1)ξPl − lPl−1, (B.28)

Combining Eqs. (B.23) and (B.28) gives:

ξδfk =
∑
l

cl

(
l + 1

2l + 1
Pl+1 +

l

2l + 1
Pl−1

)
. (B.29)

Eq. (B.27) thus becomes, according to (B.29):

∂δfk
∂t

+ ikv
∑
l′

cl′

(
l′ + 1

2l′ + 1
Pl′+1 +

l′

2l′ + 1
Pl′−1

)
− e

m
Ek P1(ξ)︸ ︷︷ ︸

ξ

∂fM
∂v

= −ν(v)L̂2δfk.

(B.30)
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∫ 1

−1
dξPl/2 is applied to both sides of Eq. (B.30). It follows from the decomposition (B.23),

the orthogonality property (B.26) and the Lorentz operator applied to Legendre polynomials

(B.25):

1

2l + 1

∂cl
∂t

+ ikv

(
cl−1

l

2l − 1

1

2l + 1
+ cl+1

l + 1

2l + 3

1

2l + 1

)
− e

3m
Ek
∂fM
∂v

δl,1 = − νl(v)

2l + 1
cl,

(B.31)

where νl(v) = ν(v)l(l + 1). The following system is obtained:

l = 0
∂c0

∂t
+
ikv

3
c1 = 0. (B.32)

l = 1
∂c1

∂t
+ ikv

(
c0 +

2

5
c2

)
− e

m
Ek
∂fM
∂v

= −ν1(v)c1. (B.33)

l = 2
∂c2

∂t
+ ikv

(
2

3
c1 +

3

7
c3

)
= −ν2(v)c2. (B.34)

l > 2
∂cl
∂t

+ ikv

(
l

2l − 1
cl−1 +

l + 1

2l + 3
cl+1

)
= −νl(v)cl. (B.35)

The system (B.32)-(B.35) for l = 0, 1, . . . , lmax = 10 is solved numerically by introducing a

velocity mesh, providing the time evolution of the Legendre coefficients cl. The time evolution

of the electric field is given by the Poisson equation in Fourier space:

Ek(t)

e
=

i

k

∫
δfk(v, ξ, t)d

3v =
i2π

k

∫ ∑
l

cl(v, t)Pl(ξ)v
2dvdξ

=
i2π

k

∫ ∞
0

c0(v, t)v2dv

∫ 1

−1

P0(ξ)dξ︸ ︷︷ ︸
2

' i4π∆v

k

Nv∑
j=0

(j∆v)2c0(j∆v, t), (B.36)

where an artificial cut-off is introduced at v = 7vth by the discretization of the velocity space,

∆v = 7vth/Nv being the mesh width. The evolution in time of the electric field Ek(t), linked

to the evolution in time of the coefficient c0 according to Eq. (B.36), provides the analytical

real frequency and growth rate of the Langmuir wave, which may be compared to BIRDIE

predictions.

B.2.2 Linear benchmark

The potential amplitude is defined as:

|φ|(t) =

√
2

L

∫
|φ(x, t)− 〈φ〉(t)|2dx =

√
2
∑nmesh

i=0 (φi(t)− 〈φ〉(t))2

(nmesh + 1)
, (B.37)

where nmesh is the number of intervals related to the Poisson grid and where:

〈φ〉(t) =
1

L

∫ L

0

φ(x, t)dx. (B.38)
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In the linear phase of the simulation, the potential amplitude reads:

|φ|(t) = |φ0|e−γt| cos(ωt)|, (B.39)

where ω is the real part of the frequency and γ > 0 the imaginary part. The results of

the analytical approach described in Sec. B.2.1 are found to match well BIRDIE’s damping

rates. Figure B.2 (b) shows how the collisionality increases the damping rate. Results from

BIRDIE are compared to analytical predictions for the Lorentz model (electron-ion collisions

only) using Eq. (B.36), as well as benchmarked against results from a fluid code for the full

linearized collision operator. Note that the real frequency of the mode kλDe = 0.3 is found to

be ω ' 1.16 ωpe and is not significantly affected by collisions.
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Figure B.2: (a) Typical initial perturbation δf(t = 0) in the (x, v) space. (b) kλDe = 0.3. BIRDIE predictions
for linear damping rates are successfully benchmarked against analytical estimates for the Lorentz
model and numerical results from a fluid code for the full linearized electron collision operator.
The linear Landau damping rate of a Langmuir wave is increased by electron collisions.

B.2.3 Convergence studies

The typical numerical parameters used to obtain linear results are ∆t = 0.005ω−1
pe , nmesh =

100, N = 600′000. These parameters are checked to be converged in Figure B.3 showing the

collisionless linear damping rate of the mode kλDe = 0.3 for different numerical parameters.

B.3 Non-linear studies

In the non-linear regime, the full Fokker-Planck equation (B.4) is solved. The non-linear term

gives rise to a new and complex physics related to the Langmuir wave which is not addressed

in detail here. Note that the simple case considered by the code BIRDIE, i.e. a homogeneous

and unmagnetized plasma, already features a high complexity through the non-linearity of the

Fokker-Planck (or Vlasov) equation. A thorough description of non-linear phenomena in the

frame of the Langmuir wave physics is given in Ref. [39]. Typical numerical parameters for
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Figure B.3: Collisionless linear damping rate of the mode kλDe = 0.3. BIRDIE convergence studies with
respect to (a) the number of markers (∆t = 0.005ω−1

pe , nmesh = 100) and (b) the mesh size in
configuration space (∆t = 0.005ω−1

pe , N = 600′000).

non-linear runs are ∆t = 0.005ω−1
pe , nmesh = 100 and N = 10 × 106. The considered mode is

kλDe = 0.3.

B.3.1 Energy conservation

The averaged energy density in BIRDIE is defined as follows:

〈E〉(t) =
m

2L

∫
δf(x, v, ξ, t)v2dxd3v︸ ︷︷ ︸

〈Ekin〉

+
1

2L

∫
ρ(x, t)φ(x, t)dx︸ ︷︷ ︸
〈Epot〉

, (B.40)

where ρ(x, t) is the charge density. Making use of the Fokker-Planck equation (B.2) and using

the energy conservation properties of both the Lorentz collision operator and the self-collision

operator (as detailed in Sec. 5.5), the conservation of the total energy may be derived:

d〈Ekin〉
dt

= −d〈Epot〉
dt

. (B.41)

The conservation property (B.41) is numerically checked in Figure B.4 (a) for kλDe = 0.3,

δn/n = 0.05 and no collisions. Note that the energy conservation is not ensured in linear

simulations which drop the non-linear term ∼ E · ∂δf/∂v in Eq. (B.4).

B.3.2 Collisionless entropy conservation

The entropy production is defined in BIRDIE as:

〈δS〉 =
1

L

∫
δf 2

fM
dxdv3. (B.42)
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Using the collisionless Vlasov equation [Eq. (B.4) with C = 0 and L̂ = 0], it is possible to show

that:

d

dt
〈δS〉 =

e

mL

∫ [
δf 2

f 2
M

+ 2
δf

fM

]
E · ∂fM

∂v
dxd3v︸ ︷︷ ︸

Dfield

. (B.43)

The time derivative of the quantity 〈δS〉 given by Eq. (B.42), computed by a finite difference

approach, is compared successfully in Figure B.4 (b) to Dfield, the RHS of Eq. (B.43).
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Figure B.4: (a) Exchange between kinetic and potential energy leads to the total energy conservation, as
ensured by BIRDIE simulations. (b) Check for the collisionless entropy balance in BIRDIE
simulations.

B.3.3 Non-linear evolution of the perturbation

The main non-linear effect affecting the evolution of a Langmuir wave is the trapping of electrons

in the electrostatic potential wells. The non-linear interaction between the electron distribution

function and the electrostatic Langmuir wave leads to an undamped, finite amplitude mode

called a BGK wave. Choosing δn/n = 0.05 and kλDe = 0.3, the long time, non-linear evolution

of the wave is shown in Figure B.5, for several collisionless and collisional runs accounting for

the full linearized electron collision operator. Note that collisions strongly damp the Langmuir

waves and prevent the BGK mode from persisting even at moderate collisionality. The initial

amplitude of the potential is computed according to the Poisson equation:

e|φ|(t = 0)

T
=
δn(t = 0)

nk2λ2
De

' 0.55. (B.44)

It is shown in Ref. [39] that the bounce frequency ωbe of electrons trapped in electrostatic wells

is related to the plasma frequency as follows:

ωbe
ωpe

=
√
kλDe

(〈Epot〉t
nT

)1/4

, (B.45)
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Figure B.5: Collisional effects on the non-linear evolution of the Langmuir wave amplitude. δn/n = 0.05,
kλDe = 0.3. The BGK modes do not persist even at moderate collisionalities.

where 〈Epot〉t is an estimate of the time-averaged potential energy which may be given by Figure

B.4 (a): 〈Epot〉t/nT ≈ 0.001. Eq. (B.45) gives thus the bounce time τbωpe = 2πωpe/ωbe ≈ 64.5,

corresponding to the time at which a maximum of the non-linear amplitude occurs as shown

in Figure B.5.
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écrits scientifiques manquant parfois de la rigueur nécessaire, à m’orienter dans mon travail, à
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le plus important du groupe de théorie du CRPP, merci Minh ! Dans le registre du support

informatique, je remercie également Pierre Etienne pour sa disponibilité et sa compétence.
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Merci à David Pffeferlé pour notre fructueuse association au sein du CRPP golf team, et pour

les sympathiques parties qui en découlent.

Je ne saurais oublier les autres membres de la grande équipe des doctorants en compagnie des-
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2012 : Doctorat ès Sciences, section de physique, EPFL

2008 : Master of Science, section de physique, EPFL

2006 : Bachelor of Science, section de physique, EPFL
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