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Abstract
We analyze resource allocation problems where N independent agents want to access C

resources. Each resource can be only accessed by one agent at a time. In order to use the

resources efficiently, the agents need to coordinate their access. We focus on decentralized co-

ordination, i.e. coordination without central authority. We analyze coordination mechanisms

for two different kind of agents: 1) cooperative, who follow the prescribed protocol entirely;

and 2) non-cooperative, who attempt to maximize their own utility.

We propose a novel approach to achieve a fair and efficient resource allocation when the

agents are cooperative. The agents access resources in slots. At the beginning of each slot,

they observe a global coordination signal – a random integer 1 ≤ k ≤ K . The agents then learn

a different allocation for each value of the coordination signal. When modeled as a game,

the canonical solution to the resource allocation problem is the correlated equilibrium. In

a correlated equilibrium, a “smart” coordination device chooses the actions for the “stupid”

agents, who then have no incentive to deviate from these recommendations. In contrast, in

our solution the coordination signal is “stupid”, since it is not specific to the game. The agents

are “smart”, because they learn their strategy independently for each signal value. We show

that our learning algorithm converges to an efficient resource allocation in polynomial time.

The resulting allocation becomes more fair as the number of signals K increases.

A non-cooperative, self-interested agent can exploit our cooperative allocation scheme by

accessing one resource all the time, until everyone else gives up. Therefore, for the non-

cooperative agents, we consider an infinitely repeated resource allocation game with discount-

ing. This game is symmetric and all the agents are identical, so we look for its symmetric

subgame-perfect equilibria. (Bhaskar (2000)) proposed a solution for 2-agent, 1-resource

allocation games: Agents start by symmetrically choosing their actions randomly, and as soon

as they each choose different actions, they start to follow a convention that prescribes their

actions from then on. We extend the concept of convention to the general resource alloca-

tion problems of N agents and C resources. We show that for any convention, there exists a

symmetric subgame-perfect equilibrium that implements it. We present two conventions:

bourgeois, where agents stick to the first allocation; and market, where agents pay for the use

of resources, and observe a global coordination signal that allows them to alternate between

different allocations. We define the price of anonymity of a convention as the ratio between

the maximum social payoff of any (asymmetric) strategy profile and the expected social payoff

of the convention. We show that the price of anonymity of the bourgeois convention is infinite.

The market convention decreases this price by reducing the conflict between the agents.
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Résumé
Nous analysons des problèmes d’allocation de ressources où N agents indépendants veulent

accéder à C ressources. Chaque ressource peut être accédé par seulement un agent au même

temps. Pour utiliser les ressources de manière efficace, les agents doivent coordonner leurs

accès. Nous nous concentrons sur la coordination décentralisé, sans aucune autorité centrale.

Nous analysons des mécanismes de coordination pour deux types d’agents : 1) coopératifs,

qui suivent notre protocole sans déviations ; et 2) non coopératifs, qui essaient de maximiser

leur propre utilité.

Nous proposons une nouvelle approche pour obtenir une allocation de ressources efficace et

équitable quand les agents sont coopératifs. Les agents accèdent les ressources dans les cré-

neaux uniformes. Au début de chaque créneau, ils observent un signal de coordination global

– un entier aléatoire 1 ≤ k ≤ K . Les agents apprennent une allocation différente pour chaque

valeur de signal. Quand on modélise le problème comme un jeu, la solution canonique est

l’équilibre corrélé. Dans l’équilibre corrélé, un appareil de coordination „intelligent” choisit les

actions pour les agents „stupides”, qui n’ont aucune motivation de dévier de ces recommanda-

tions. Au contraire, dans notre solution le signal de coordination est „stupide”, car il n’est pas

spécifique à notre jeu. Les agents sont quant à eux „intelligents”, parce qu’ils apprennent leur

stratégie pour chaque valeur de signal. Nous montrons que notre algorithme d’apprentissage

converge à une allocation de ressources efficace en temps polynomial. L’allocation résultante

devient plus équitable tant le nombre de signales K augmente.

Un agent non coopératif peut exploiter notre algorithme coopératif en accédant tout le temps,

jusqu’à ce que les autres agents abandonnent les ressources. Pour cette raison, quand les

agents sont non coopératifs, nous analysons un jeu répété à horizon infini. Ce jeu est sy-

métrique et les agents sont identiques, nous cherchons alors son équilibre parfait de jeu

partiel. Bhaskar (2000) a proposé une solution pour les jeux d’allocation avec 2 agents et

1 ressource. Les agents commencent en choisissant leurs actions de manière aléatoire, et

lorsqu’ils choisissent chacun une action distincte, ils suivent une convention qui leurs pres-

crit leurs actions par la suite. Nous généralisons le concept d’une convention au problèmes

génériques d’allocation de ressources avec N agents et C ressources. Nous montrons que

pour chaque convention, il existe une implémentation symétrique qui est un équilibre parfait

d’un jeu partiel. Nous présentons deux conventions : la bourgeoise, où les agents gardent la

première allocation efficace qu’ils ont obtenus ; et la convention de marché, où les agents

paient pour l’utilisation de ressources, et où ils observent un signal de coordination qui leur

permet d’alterner parmi plusieurs allocations. Nous définissons le prix d’anonymat d’une

ix



Résumé

convention comme la proportion entre le profit social maximal d’une stratégie asymétrique,

et le profit social de la convention. Nous prouvons que le prix d’anonymat de la convention

bourgeoise est infini. La convention de marché réduit ce prix en diminuant le conflit entre les

agents.
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1 Introduction

In many situations, there are several users who want to use a resource that can be successfully

used only by one user at a time. In a simple wireless network model, only one device may

transmit on a given channel. If multiple devices attempt to transmit at the same time, their

transmissions interfere with each other and fail. Similarly, one parking lot may only be used by

one vehicle at a time, lest there be a traffic accident. And last but not least, when bidding for

one item in several simultaneous auctions, a bidder prefers the auction with less participants,

because this will usually lead to a lower price.

In all of these situations, all the users of a resource (we will call them the agents) prefer the

same outcome: to be the only one who accesses the resource. However, if several agents

access a given resource at the same time, they collide, and they are worse off than had they

not accessed the resource in the first place. Therefore, it is useful to provide a coordination

mechanism in order to achieve an efficient use of the resources. Such coordination can have

two principal forms:

Centralized where there is a central authority that tells users when to access which resource,

and

Decentralized where there is no such authority and all the agents have to adopt a common

protocol that helps them access the right resource at the right time.

The resources that we consider are homogeneous, i.e. they are all identical. The agents have

also identical preferences – they are indifferent which resource they get.

Centralized approaches (such as Time-division multiple access, (TDMA)), offer high efficiency

and fair resource allocation. This is because the central authority can make sure that only one

user accesses a given resource at a time. The central authority can also alternate between users

so that they can all access a resource equally often. However, the problem of the centralized

solution is that the central authority might not always be available. Also, the central authority

is a single point of failure of the resource allocation mechanism – if it stops functioning, the
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resource allocation may break down. Therefore, in this work, we will focus on decentralized

resource allocation mechanisms.

There are two main settings for decentralized resource allocation:

Cooperative where all the agents adopt a given protocol and follow it completely.

Non-cooperative where every agent tries to maximize its own utility, without regard for the

others.

In the cooperative setting, all the agents want to achieve the most efficient resource allocation

overall – they don’t care about their own utility per se. They trust the protocol designer to

design the allocation algorithm to be as efficient as possible. An example of a simple protocol

for cooperative wireless channel allocation is ALOHA (Abramson (1970)). There, multiple

devices attempt to transmit data over one shared channel. Access to the channel is slotted,

that is, the transmissions can only start at the beginning of a given time interval. If multiple

devices transmit in the same slot, the transmissions collide and fail. According to the ALOHA

protocol, after a collision, the devices wait for a random period of time before they retransmit.

Because the devices decide randomly when to transmit, it may happen that there will be a

collision again. If there are N devices who try to transmit over a shared channel, the highest

use of the channel is achieved when each device transmits with probability 1
N . Asymptotically,

the resulting throughput (i.e. percentage of time the channel is used for communication)

converges to 1
e ≈ 37% (Alam and Hossain (1997)).

In the non-cooperative setting, each agent tries to maximize her own utility. Imagine a problem

of allocating channels for multiple wireless networks in the same apartment building. Each

apartment has its own wireless network that is managed independently. Standard wireless

protocols (such as 802.11b/g) only specify a handful of non-overlapping wireless channels

(usually 3) that can be used independently. Within a single network, all devices use the same

channel and the same access point. This access point can allocate the wireless channel

centrally, using a mechanism such as TDMA. However, when there are multiple independent

networks close to each other, they can interfere if too many networks use the same channel.

Since there is no such central authority to decide which network is going to use which channel,

the networks have to choose the channels themselves. Naturally, each network attempts to

choose the channel with the least interference. What happens if all networks attempt to do

the same?

Non-cooperative settings are usually analyzed using game theory. Game theory is a branch of

economics that considers strategic interactions between rational, self-interested agents. It

analyses the behaviour of such rational agents in these interactions, and it attempts to predict

the interaction outcome. It should be rational for the agents to adopt such outcome. Usually,

we say that an outcome is rational if it forms some kind of equilibrium. In an equilibrium,

no agent can improve her utility by acting differently. The most essential equilibrium is the
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so-called Nash equilibrium (Nash (1951)), where no agent can improve her utility by taking a

different action, provided that the other agents keep playing the same actions.

There are three desirable properties of a good resource allocation protocol:

Efficiency All the resources are used in a useful way, all the time;

Fairness All the agents can use some resource equally often;

Rationality No agent can increase her utility by deviating from the prescribed protocol; in the

terminology of game theory, the protocol is an equilibrium of the resource allocation

game.

Efficiency and fairness is a concern in both cooperative and non-cooperative settings. However,

as we stated above, the agents in the cooperative setting are not rational, since they are not

interested in maximizing their own utility. Therefore, rationality is only a concern in the

non-cooperative setting.

Contributions on Cooperative Resource Allocation

Existing mechanism for decentralized resource allocation in the cooperative setting can be

classified into two categories. First, there are algorithms where the agents rely on simple

feedback on whether their own access was successful or not. The agents usually start by

accessing the resource randomly, and then try to learn from the collisions with other agents

(such as in the ALOHA protocol described above). While these algorithms are simple to

implement and achieve a fair resource allocation, they are not efficient. The second category

of algorithms are algorithms based on explicit coordination using some form of message

exchange. Such algorithms are based for example on Distributed Constraint Optimization

(DCOP) (Cheng et al. (2009); Modi et al. (2002)) or Generalized Partial Global Planning (Decker

and Li (1998)). After an initial message exchange, such algorithms can achieve an efficient and

fair allocation of the resources. However, the messages create an overhead that can eliminate

their benefits.

Ideally, we would like to achieve the (nearly) efficient use of resources, with no explicit com-

munication between the agents. In this thesis, we propose to use a simple coordination signal

that all the agents can observe and that fluctuates ergodically. This signal could be a common

clock, radio broadcasting on a specified frequency, the decimal part of a price of a certain

stock at a given time, etc. Depending on this “stupid” signal, “smart” agents can then learn to

take a different action for each of its value.

We present a learning algorithm that achieves an efficient allocation in time polynomial in the

number of agents and resources for each value of the coordination signal. The agents only

receive binary feedback – when they access a resource, they learn whether their access was
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successful or whether they collided. When they don’t access any resource, they can choose

a resource to observe. They then learn if this resource was accessed by some agents or not.

The agents cannot communicate with each other. As the number of coordination signals

increases, the overall allocation becomes more fair. We experimentally evaluate how sensitive

the algorithm is to a player population that is dynamic, i.e. when players enter and leave

the system. We also evaluate the algorithm’s resistance to noise, be it in the feedback players

receive or in the coordination signal they observe.

Contributions on Non-cooperative Resource Allocation

The second issue we analyze in this thesis is the problem of resource allocation in a non-

cooperative setting. The algorithms for the cooperative setting assumed that the agents follow

the prescribed protocol entirely. However, a self-interested agent may gain an advantage by

deviating from the protocol. For example, in the ALOHA protocol, a self-interested agent may

transmit over a wireless channel all the time, until everyone else learns not to transmit. The

deviating agent then claims the wireless channel for herself only. The other agents would have

been better off not transmitting at all.

We want to limit ourselves to protocols that are rational for self-interested agents to adopt.

In the language of game theory, such a protocol is an equilibrium of the resource allocation

problem. Ideally, such an equilibrium should be as efficient as possible. The efficiency is

measured by how often is the resource used by one agent only. The problem is that many

efficient equilibria are asymmetric – they assign the resources only to a fixed subset of agents.

There are two problems with asymmetric equilibria. First, they are not fair – the other agents

are never allowed to access a resource. Second, they pose a problem for coordination. At the

beginning, when none of the resources have been assigned yet, all the agents may believe they

have a right to use them. Consequently, the agents will collide.

Consider the following example: Millions of wireless sensors are produced all by the same

pipeline. We take two of them randomly, and put them in a room. There is only one frequency

on which the sensors can transmit their measurements. How can each sensor know when to

transmit and when to stay quiet? The factory could program half of the sensors to transmit

in odd slots, and the other half to transmit in the even slots. Nevertheless, it would be just

as likely to have an odd-even pair of sensors, as it would be to have a pair where the sensors

transmit at the same time.

Therefore, we limit ourselves only to symmetric equilibria of the resource allocation problem.

Previous work in game theory (Bhaskar (2000); Kuzmics et al. (2010)) considered problems

simpler than the general resource allocation with N agents and C resources. They assumed

that the agents allocate resource in time slots of fixed length, and they proposed a simple

symmetric protocol: The agents start by accessing some resource randomly with a certain

probability, and as soon as they “stumble upon” an efficient allocation, they follow a convention

that prescribes the allocation in the next slot based on the allocation in the past slots.
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Limiting ourselves to only symmetric equilibria of the resource allocation game comes at

a cost: the most efficient equilibria may be (and often are) asymmetric. To measure the

efficiency of a given symmetric equilibrium, we define the price of anonymity. It is the ratio

between the highest expected payoff of any asymmetric protocol, and the social payoff of the

given symmetric equilibrium protocol in question.

We formally define the convention for the N-agent, C-resource allocation problems, and we

show that any equilibrium convention can be implemented as an equilibrium of the resource

allocation game. We then present two conventions: the bourgeois and the market convention.

In the bourgeois convention, the agents who have successfully accessed some resource keep

accessing the same resource forever. We show that when the number of resources is small

relative to the number of agents, the expected payoff the agents get is zero. The market

convention improves the coordination between the agents by reducing the conflict between

them. This convention increases the resource supply by using a global coordination signal,

just like in our cooperative solution. At the same time, it decreases the demand for resources

by charging the agents a fixed price for each successful access. We show that the price of

anonymity of the market convention is finite.

Outline of this Thesis

In Chapter 2, we introduce some basic background concepts that we will use throughout

the thesis. We define the basic notions of the game theory and show how we can model

the resource allocation problem in the framework of the game theory. We then review the

theory of Markov chains, that we will use when proving the convergence of our algorithms.

We review the previous literature on symmetric equilibria of symmetric games, and we extend

the concept of convention to the general resource allocation game. We define the price of

anonymity as a measure of how efficient symmetric equilibria are compared to asymmetric

ones.

In Chapter 3, we describe the distributed protocol for resource allocation, based on the global

coordination signal. We formally prove its convergence, and we show that it reaches an

(almost) fair allocation. We present the results of our simulations using this protocol.

Since it is not rational for self-interested agents to adopt the protocol from Chapter 3, we

discuss some ways to construct rational protocols that are also efficient and fair in Chapter 4.

We extend the concept of convention to augmented convention, that allows the agents use a

global coordination signal. We show that in the resource allocation game, for any equilibrium

convention there exists an equilibrium implementation such that when the agents follow the

implementation and then the convention, they play a symmetric subgame-perfect equilibrium

of the resource allocation game. We present the bourgeois and the market convention, and

analyze their efficiency and convergence.

Finally, in Chapter 5 we conclude and we present possible future applications of this work.
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2 Preliminaries

This chapter presents the general background knowledge on which our work is based on. In

Section 2.1, we present the basic notions of the game theory. In Section 2.2 we present the

theory of Markov chains that we will use later to analyze the performance of our algorithms

theoretically.

Section 2.3 presents the concept of a convention that allows us to reach asymmetric outcomes

using a symmetric strategy. Finally, in Section 2.4, we present the price of anonymity. It is a

measure of how efficient a symmetric strategy is compared to the most efficient asymmetric

one.

2.1 Game theory

Game theory is the study of interactions among independent, self-interested agents. An agent

who participates in a game is called a player. Each player has a utility function associated with

each state of the world. Self-interested players take actions so as to achieve a state of the world

that maximizes their utility. Game theory studies and attempts to predict the behaviour, as

well as the final outcome of such interactions.

The basic way to represent a strategic interaction (game) is using the so-called normal form

(the following definitions are cited from Leyton-Brown and Shoham (2008)).

Definition 1. A finite, N -person normal-form game is a tuple (N,A ,u), where

• N is a set of N players ;

• A = A1 ×A2 × . . .×AN , where Ai is a set of actions available to player i . Each vector

a = (a1, a2, . . . , aN ) ∈A is called an action profile ;

• u = (u1,u2, . . . ,uN ), where ui : A →R is a utility function for player i that assigns each

action vector a certain utility (payoff).
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C D

C 3, 3 1, 4

D 4, 1 2, 2

Figure 2.1: Example of a game in the normal form: The Prisoners’ dilemma. Both players have
two actions: C , “cooperate”, and D , “deviate”.

In practice, we can represent the normal form of a game as an N -dimensional matrix, where

each cell contains the utility vector for all the players for a given action vector.

Figure 2.1 shows an example of the normal form representation of (arguably) the most famous

game – the Prisoners’ dilemma. In this game, there are two players, who have each two actions:

to cooperate (C ), or defect (D). Both players prefer for both to cooperate rather than both

defect. However, the most most beneficial for each player is to defect on her own and let

the other player cooperate. In that case, the defecting player receives a payoff of 4, while the

cooperating player receives a payoff of only 1.

When playing a game, players have to select their strategy. A pure strategy σi for player i

selects only one action ai ∈Ai . A vector of pure strategies for each player σ= (σ1,σ2, . . . ,σN )

is called a pure strategy profile. A mixed strategy selects a probability distribution over the

entire action space, i.e. σi ∈∆(Ai ) . A mixed strategy profile is a vector of mixed strategies for

each player. For a mixed strategy σi , we define its support supp(σi ) as

supp(σi ) = {ai ∈Ai :σi (ai ) > 0} .

That is, the support of a mixed strategy is a set of actions that the strategy plays with non-zero

probability.

The question is, for a given game specified using its normal form, how should the players

choose their strategy? What are the desirable outcomes? One way to choose is using the

concept of Pareto efficiency:

Definition 2. Strategy profile σ Pareto dominates strategy profile σ′ if for all players i ∈ N,

ui (σ) ≥ ui (σ′), and there exists some j ∈ N such that u j (σ) > u j (σ′).

Definition 3. Strategy profile σ is strictly Pareto optimal (or efficient), if there does not exist

any other strategy profile σ′ 6=σ such that σ′ Pareto dominates σ.

Another way to choose the outcome to play is to compare the social payoff of a given outcome:

Definition 4. For an action vector (a1, a2, . . . , aN ), we define its social payoff as the sum of

utilities of all the players,
∑N

i=1 ui (a1, a2, . . . , aN ).

8



2.1. Game theory

Y A

Y 0, 0 0, 1

A 1, 0 -2, -2

Figure 2.2: The game of Chicken. The players have two actions: Y , “yield”, and A, “access”.

When players know the strategies of the others, they can also choose their action quite easily:

just pick the strategy that maximizes the payoff given what everyone else is playing:

Definition 5. We say that a mixed strategy σ∗
i of player i is a best response to the strategy

profile of the opponents σ−i if for any strategy σ′
i ,

ui (σ∗
i ,σ−i ) ≥ ui (σ′

i ,σ−i )

As we mentioned earlier, one of the basic goals of game theory is to predict an outcome

of a strategic interaction. Such outcome should be stable – therefore, it is usually called

an equilibrium. One requirement for an outcome to be an equilibrium is that none of the

players has an incentive to change their strategy, i.e. all players play their best-response to the

strategies of the others. This defines perhaps the most important equilibrium concept, the

Nash equilibrium:

Definition 6. A strategy profile σ = (σ1,σ2, . . . ,σN ) is a Nash equilibrium (NE) if for every

player i , her strategy σ−i is a best response to the strategies of the others σ−i .

The importance of the Nash equilibrium stems from the fact that it is always guaranteed to

exist:

Theorem 1. (Nash (1951)) Every game with a finite number of players and action profiles has

at least one Nash equilibrium.

If we consider the Prisoners’ dilemma game from Figure 2.1, it has one Nash equilibrium:

Both players play action D (“deviate”). This is because when player 2 plays D , the player 1 gets

payoff of 1 when playing C , and payoff of 2 when playing D. Playing D is therefore the best

response. We say that this equilibrium is a pure strategy Nash equilibrium (PSNE).

A game may have more than one Nash equilibrium. Consider the game of Chicken from

Figure 2.2. It simulates the situation where two players try to access a resource (such as a

parking lot, wireless channel, etc.). Each player has two actions: to access (A) the resource, and

to yield (Y ).
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The game of Chicken has two pure-strategy Nash equilibria: (A,Y ) and (Y , A). It has also one

mixed strategy Nash equilibrium (MSNE), where each player chooses to play the action A with

probability 1
3 , and action Y also with probability 2

3 .

For 2-player games, we can calculate the mixed strategy Nash equilibrium as follows:

• Pick the supports of the mixed strategies B1 ⊂A1 and B2 ⊂A2.

• The equilibrium strategy σ1 for player 1 is a probability distribution over B1 such that

the expected payoff for player 2 when playing any action from the set B2 is the same.

This way, player 2 will be indifferent between playing actions in B2.

• Then, find the equilibrium σ2 for player 2 the same way.

• If both probability distributions exist, the mixed strategy profile (σ1,σ2) is a mixed

strategy Nash equilibrium.

In our example of the Chicken game, when player 2 adopts the mixed strategy of playing A

with probability 1
3 , the expected payoffs to player 1 are the following:

E1(A|σ2) := 1

3
· (−2)+ 2

3
·1 = 0, (2.1)

E2(Y |σ2) := 1

3
·0+ 2

3
·0 = 0. (2.2)

As essential as Nash equilibria are, they have several disadvantages. First, Finding a Nash

equilibrium of any N -player game (specified in its normal form) is PPAD-complete (Chen and

Deng (2006)); that means that unless P = N P , there is no algorithm to find a Nash equilibrium

with runtime polynomial in the size of the game in the worst case. Second, as we saw in the

example of the Chicken game, there might be several Nash equilibria. Which equilibrium

should the players adopt? Third, the most efficient Nash equilibrium may not be the most fair

one. In the Chicken game, the two PSNEs have a social payoff of 1. However, they are not fair,

because one of the players gets much worse payoff than the other. On the other hand, the

mixed strategy Nash equilibrium is fair, but has only a social payoff of 0.

Aumann (1974) proposed the correlated equilibrium (CE) that fixes these issues. Intuitively,

a correlated equilibrium is a probability distribution over the joint strategy profiles of the

game. Before the game, a correlation device samples this distribution and recommends to

each player an action to play. The probability distribution is a CE if the players don’t have an

incentive to deviate from the recommended action.

The formal definition of the CE is as follows:

Definition 7. Given an N -player game (N,A ,u), a correlated equilibrium is a tuple (v,π,µ),

where v is a tuple of random variables v = (v1, v2, . . . , vN ) with domains D = (D1,D2, . . . ,DN ),
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π is a joint probability distribution over v , µ= (µ1,µ2, . . . ,µN ) is a vector of mappings µi : Di 7→
Ai , and for each player i and every mapping µ′

i : Di 7→Ai it is the case that∑
d∈D

π(d)ui
(
µ1(d1),µ2(d2), . . . ,µN (dN )

)≥ ∑
d∈D

π(d)ui
(
µ′

1(d1),µ′
2(d2), . . . ,µ′

N (dN )
)

.

Correlated equilibria have several nice properties 1 For any game, the set of correlated equilib-

ria forms a superset of the set of Nash equilibria:

Theorem 2. (Leyton-Brown and Shoham (2008)) For every Nash equilibrium σ∗, there exists a

corresponding correlated equilibrium (v,π,µ).

The set of correlated equilibria is convex (as shown by Fudenberg and Tirole (1991)), so the set

of correlated equilibria is at least as large as the convex hull of the Nash equilibria. Correlated

equilibria are also easier to find than Nash equilibria: We can find a correlated equilibrium of

a given game in polynomial time using linear programming (Papadimitriou and Roughgarden

(2008)).

In the Chicken game, there is a correlated equilibrium that is efficient and fair: the global

correlation device selects one of the two pure strategy Nash equilibria with probability 0.5

and then tells each player whether to access or yield. The expected social payoff is 1, and the

expected payoff to any of the player is 0.5.

2.1.1 Repeated games

In a repeated game, the same players play a given game (for example specified by its normal

form) repeatedly. We call the game that is being played the stage game.

Definition 8. Given an infinite sequence of payoffs r (1)
i ,r (2)

i , . . . for player i and a discount

factor δ , 0 < δ< 1, the future discounted reward of player i is

∞∑
j=1

δ j r ( j )
i

Definition 9. Let G = (N , A,u) be a normal form game. And infinitely repeated version G of

the game G with discounting is a game where the players play the normal form game G for an

infinite number of rounds. The players discount future payoff with a discount factor δ.

The are two interpretations of the discount factor δ: Either it expresses the fact that each player

cares more about the current round of the game than about the future rounds. Or, it is the

probability that the game will continue after each round.

1Roger Myerson, a Nobel-prize winning economist, has been quoted saying that “If there is intelligent life on
other planets, in a majority of them, they would have discovered correlated equilibrium before Nash equilibrium.”
(Myerson (1997))
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Definition 10. Let G be an infinitely repeated game with discounting. We define the history

ht of the play in round t ≥ 0 as

ht := (
(a0

1, a0
2, . . . , a0

N ), . . . , (at−1
1 , at−1

2 , . . . , at−1
N )

)
where at

i is the action taken by player i in round t .

We define H the space of a all possible histories of the game G .

Definition 11. A strategy in the infinitely repeated game of an player i is a function from the

history to a probability distribution over the action space,

χi : ht 7→∆(Ai )

For a given strategy profile of the symmetric game χ = (χ1,χ2, . . . ,χN ), the expected utility

function to player i is

ui (χ) =
∞∑

t=0
δt ui ((χ1(ht ), . . . ,χN (ht ))). (2.3)

We can define the Nash equilibrium of the repeated game in the same way as for the stage

game (we can treat the repeated game as if it was just a normal form game where players

commit to their strategy for the entire game up front).

Definition 12. A strategy profile χ = (χ1,χ2, . . . ,χN ) is a Nash equilibrium of the infinitely

repeated game if for each player i ,

ui (χi ,χ−i ) ≥ ui (χ′i ,χ−i ) (2.4)

for any alternative strategy of the repeated game χ′i .

For the repeated games, there exists a stronger notion of equilibria, which is a refinement of

the standard Nash equilibrium definition.

Definition 13. Let G be an infinitely repeated game with a discount factor 0 < δ< 1. A strategy

vector χ= (χ1,χ2, . . . ,χN ) is a subgame-perfect equilibrium of the game G if for each player i ,

Ei ((χi ,χ−i ),ht ) ≥ Ei ((χ′i ,χ−i ),ht )

for any strategy χ′i and history ht . Here Ei ((χi ,χ−i ),ht ) is the future discounted payoff of

player i when she adopts strategy χi and the other players adopt a strategy vector χ−i .

In the subgame-perfect equilibrium, players play a best-response strategy given any history of

the play, including the histories which cannot occur if they follow the equilibrium strategy from

12
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the beginning. The notion of subgame-perfect equilibria eliminates this way “non-credible

threats”, or equilibria in which a player threatens someone else with a strategy which the

player might be prefer to avoid if it was supposed to be executed.

For an infinitely repeated game with discounting, the set of Nash equilibria can be charac-

terized using the so-called folk theorem. While their name indicates that they have been

known and used well before they were first published, we will follow the version described

by Fudenberg and Maskin (1986). Informally, the folk theorem states that in the infinitely

repeated game, for every feasible and individually rational payoff vector of the stage game,

there exists a Nash equilibrium of the repeated game where the average payoffs per round

correspond to the stage game payoff vector.

A payoff vector is individually rational if it Pareto-dominates the minimax payoff of the stage

game. For player i , the minimax payoff is

v∗
i := min

σ−i
max
σi

ui (σi ,σ−i ). (2.5)

To simplify the notation, Fudenberg and Maskin normalize the payoffs so that (v∗
1 , v∗

2 , . . . , v∗
N ) =

(0,0, . . . ,0). Let

U := {(v1, . . . , vN )|∃(a1, . . . , aN ) ∈A∞× . . .×AN s.t. u(a1, . . . , aN ) = (v1, . . . , vN )},

V := convex hull of U ,

V ∗ := {(v1, . . . , vN ) ∈V |vi > 0 for all i }.

The set V is the set of feasible payoffs in the stage games (that is, payoffs which can be achieved

by playing some mixed or correlated strategy). The set V ∗ is the subset of feasible payoffs

which are also individually rational.

Theorem 3. (Fudenberg and Maskin (1986)) For any (v1, . . . , vN ) ∈ V ∗, if the discount factor

δ is close enough to 1, there exists a Nash equilibrium of the infinitely repeated game with

discounting where, for all i , the average payoff to player i is vi .

The idea of the proof is as follows: The agents cycle through a prescribed sequence of game

outcomes so that they achieve the desired payoffs. If one player deviates, the others punish

him by playing the minimax strategy forever after.

2.2 Markov chains

Many of the decision strategies that we propose and analyze in this work can be described as

randomized algorithms. In a randomized algorithm, some of its steps depend on the value of

a random variable. One useful technique to analyze randomized algorithms is to describe its

13
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execution as a Markov chain.

A Markov chain is a random process with the Markov property. A random process is a collection

of random variables; usually it describes the evolution of some random value over time. A

process has a Markov property if its state (or value) in the next time step depends exclusively

on its value in the previous step, and not on the values further in the past. We can say that the

process is memoryless. If we imagine the execution of a randomized algorithm as a finite-state

automaton with non-deterministic steps, it is easy to see how its execution maps to a Markov

chain.

The formal definition of a Markov chain is as follows:

Definition 14. (Norris (1998)) Let I be a countable set. Each i ∈ I is called a state and I is

called the state space. We say that λ= (λi : i ∈ I ) is a measure on I if 0 ≤λi <∞ for all i ∈ I . If in

addition the total mass
∑

i∈I λi equals 1, then we callλ a distribution. We work throughout with

a probability space (Ω,F ,P) . Recall that a random variable X with values in I is a function

X :Ω→ I . Suppose we set

λi = Pr(X = i ) = Pr({ω ∈Ω : X (ω) = i }) .

Then λ defines a distribution, the distribution of X . We think of X as modelling a random

state that takes value i with probability λi .

We say that a matrix P = (pi j : i , j ∈ I ) is stochastic if every row (pi j : j ∈ I ) is a distribution.

We say that (X t )t≥0 is a Markov chain with initial distribution λ and a transition matrix P if

1. X0 has distribution λ;

2. for t ≥ 0, conditional on X t = i , X t+1 has distribution (pi j : j ∈ I ) and is independent of

X0, X1, . . . , X t−1.

More explicitly, the conditions state that, for t ≥ 0 and i0, . . . , it+1 ∈ I ,

1. Pr(X0 = i0) =λi0 ;

2. Pr(X t+1 = it+1|X0 = i0, . . . , X t = it ) = pi t i t+1 .

Theorem 4. Let A be a set of states. The vector of hitting probabilities h A = (h A
i : i ∈ {0,1, . . . , N })

is the minimal non-negative solution to the system of linear equations

h A
i =

{
1 for i ∈ A∑

j∈{0,1,...,N } pi j h A
j for i ∉ A

One property of randomized algorithms that we are particularly interested in is its convergence.

If we have a set of states A where the algorithm has converged, we can define the time it takes

14
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to reach any state in the set A from any other state of the corresponding Markov chain as the

hitting time:

Definition 15. (Norris (1998)) Let (X t )t≥0 be a Markov chain with state space I . The hitting

time of a subset A ⊂ I is a random variable H A :Ω→ {0,1, . . .}∪ {∞} given by

H A(ω) = inf{t ≥ 0 : X t (ω) ∈ A}

Specifically, we are interested in the expected hitting time of a set of states A, given that the

Markov chain starts in an initial state X0 = i . We will denote this quantity

k A
i = Ei (H A).

In general, the expected hitting time of a set of states A can be found by solving a system of

linear equations.

Theorem 5. The vector of expected hitting times k A = E(H A) = (k A
i : i ∈ I ) is the minimal

non-negative solution to the system of linear equations{
k A

i = 0 for i ∈ A

k A
i = 1+∑

j∉A pi j k A
j for i ∉ A

(2.6)

Convergence to an absorbing state may not be guaranteed. To calculate the probability of

reaching an absorbing state, we can use the following theorem (Norris (1998)):

Theorem 6. Let A be a set of states. The vector of hitting probabilities h A = (h A
i : i ∈ {0,1, . . . , N })

is the minimal non-negative solution to the system of linear equations

h A
i =

{
1 for i ∈ A∑

j∈{0,1,...,N } pi j h A
j for i ∉ A

Solving the systems of linear equations in Theorems 5 and 6 analytically might be difficult for

many Markov chains though. Fortunately, when the Markov chain has only one absorbing

state i = 0, and it can only move from state i to j if i ≥ j , we can use the following theorem to

derive an upper bound on the expected hitting time (proved by Rego (1992)):

Theorem 7. Let A = {0}. If

∀i ≥ 1 : E(X t+1|X t = i ) < i

β

15
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for some β> 1, then

k A
i <

⌈
logβ i

⌉
+ β

β−1

2.3 Conventions

As we have shown for the example of the game of Chicken from Figure 2.2, there exist symmet-

ric games that have nevertheless only asymmetric efficient equilibria. If we allow for a central

coordination device, the agents can play a symmetric and efficient correlated equilibrium that

selects randomly from the set of efficient Nash equilibria. Without such a device, in the stage

game, there is no way to reach a symmetric efficient outcome in an equilibrium.

However, if the agents play the game repeatedly, they can use the history of the play to

condition their strategy. If two agents have different histories, they can take different actions in

the future. In the first round of the game though, the history is empty for everyone. Therefore,

a symmetric strategy for the players has to randomize in order to ever reach a point when the

histories of the agents are distinct.

2.3.1 Previous work

Bhaskar (2000) considered the problem of playing asymmetric outcomes of the stage game

using a symmetric strategy of the repeated game. His work considers games with 2 players

and 2 actions, such as the game of Chicken. The idea is that the two players start by playing

randomly, using the same probability distribution over actions. They randomize until they

reach a round t where they happen to play some pure-strategy Nash equilibrium (that is,

they take a different action each). We call this round the asynchrony round. Then, the agents

start following a so-called convention. A convention maps the asymmetric pure-strategy Nash

equilibrium to a (potentially asymmetric) strategy vector that the agents then adopt.

Bhaskar gives two examples of a convention for the 2-player, 2-actions game:

Bourgeois After an asynchrony, the agents keep using the action they played in the last round;

Egalitarian Agents play the action of their opponent from the last round, after asynchrony.

In the game of Chicken, in the asynchrony round, one agent chooses action A and the other

one chooses Y . We will call the agent who chose A in the asynchrony round the winner. The

other agent is the loser. The bourgeois convention guarantees that the agents will keep playing

this NE forever after. This way, the winner will be forever guaranteed a higher payoff than the

loser. In the egalitarian convention, the players alternate between the two pure-strategy Nash

equilibria. That way the payoffs of the winner and a loser will be closer.

In the infinitely repeated game with discounting, the social payoff will depend on two things:
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the discount factor δ, and the probability of a collision, that is the probability that the players

play both action A. When there is a big difference between the winner and loser payoff, the

losers will “fight back” harder, so they will play their most preferred action A with higher

probability. This will increase the probability of a collision. In the egalitarian convention, the

payoffs to the loser are closer to the winner. Therefore, the agents will collide less often, and

they will also reach the asynchrony faster.

As another example of a convention, Kuzmics et al. (2010) analyze the Nash demand game.

The Nash demand game is a game of N players who choose between N actions labeled 1, . . . , N .

If all the players choose a distinct action, each player receives a payoff equal to the label of her

chosen action. If there are any two players who chose the same action, every player (including

those who chose an action alone) receives zero payoff. In a pure-strategy Nash equilibrium,

all the players choose a different action. Naturally, each player prefers the equilibrium where

she is the one who chose action N .

In the Nash demand game, we can also define bourgeois and egalitarian conventions. Kuzmics

et al. define three notions of payoff symmetry:

Ex-ante All agents have the same expected payoffs before the game starts.

Ex-post All agents have the same expected payoffs when asynchrony occurs (regardless of

who was the winner).

Strong ex-post All agents have the same payoff along any realization of the play.

The bourgeois convention is only ex-ante payoff symmetric, since once asynchrony occurs,

the winner gets a higher payoff than the loser. The egalitarian convention is strong ex-post

payoff symmetric. In fact, Kuzmics et al. show that in the Nash demand game, if a convention

is socially efficient, it must be strong ex-post payoff symmetric. The intuition is that in order

to maximize social efficiency, we want to reach asynchrony as fast as possible. This is only

possible if agents choose their actions uniformly at random. They will only do that if they are

indifferent between which action they choose at the moment asynchrony occurs.

2.3.2 Conventions for resource allocation games

We will formally define the resource allocation game that we analyze in this thesis as follows:

Definition 16. A resource allocation game GN ,C is a game of N agents. Each agent i can access

one of C resources. The agent chooses its action ai from Ai = {Y , A1, A2, . . . , AC }, where action

ai = Y means to yield, and action ai = Ac means to access resource c. Because all resources

are identical, we can define a special meta-action ai = A. To take action A means to choose

to access, and then to choose the resource uniformly at random from the set of available

resources.
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The payoff function for agent i is defined as follows:

ui (a1, . . . , ai , . . . , aN ) := 0 if ai = Y (2.7)

ui (a1, . . . , ai , . . . , aN ) :=


1 if ai 6= Y ,

∀ j 6= i , a j 6= ai

−γ< 0 otherwise

(2.8)

This game has a set of asymmetric pure strategy NEs where C agents each access a resource

ci and N −C agents do not. There is also a symmetric mixed strategy NE where each agent

decides to access some resource with probability

Pr(ai > 0) := min

{
C ·

(
1− N−1

√
|γ|

1+|γ|

)
,1

}
(2.9)

and then chooses the resource to access uniformly at random. Note that for high enough

values of C , all agents will choose to access some resource.

For a small number of resources C , the symmetric mixed strategy NE has an expected payoff

of 0. Therefore, we will look for the symmetric equilibria of the repeated game. We will follow

the same pattern as Bhaskar and Kuzmics et al. – the agents first randomize, and then adopt

an asymmetric convention.

Both examples of a convention that we described above have a one common feature. All the

agents choose their actions according to the same probability distribution in every round

until they stumble upon a pure-strategy NE (i.e., they reach the asynchrony). The problem

with this approach is that it may take a long time before the agents reach the asynchrony.

Take as an example the Nash demand game of N agents of Kuzmics et al.. Any pure-strategy

NE corresponds to a permutation of the set {1,2, . . . , N }. If each agent selects action Ai with

uniform probability 1
N , the probability of playing a pure-strategy NE in any given round is

N !
N N . This means that the expected number of rounds before a pure-strategy NE is reached is
N N

N ! ≈O(N N ).

Fortunately, in the resource allocation game we can do better. To speed up convergence, we

propose to learn to play the pure-strategy NE step-by-step. The agents who already happen

to play their NE action alone will keep playing it until the pure-strategy NE is reached. In the

resource allocation game described above, this means that the agents who successfully access

some resource (we call them winners) will keep accessing this resource until the asynchrony

round (we say that they claim a resource). The other agents (called the losers) have no incentive

to access these occupied resources, since that would only lead to a collision and a negative

payoff.

We will now formally define the convention for an arbitrary symmetric, N -player game.

Definition 17. Let G be a repeated game. For any history ht ∈H , we define the continuation
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game to be the repeated game that begins in round t following the history ht .

Definition 18. For a strategy vector χ= (χ1,χ2, . . . ,χN ) of the repeated game G , we define the

continuation strategy induced by the history ht , denoted as χ|ht , as

χ|ht (hτ) :=χ(ht hτ),∀hτ ∈H ,

where ht hτ is a concatenation of histories ht and hτ.

Definition 19. Let G = (N ,A ,u) be a symmetric normal form game and let G be the repeated

version of game G . We define a convention as a function ξ that maps each pure-strategy

Nash equilibrium a = (a1, a2, . . . , aN ) of the game G to a continuation strategy vector χ of the

repeated game G , such that for any permutation η : {1,2, . . . , N } ↔ {1,2, . . . , N } of the set of

players,(
ξ1(aη(1), . . . , aη(N )), . . . ,ξN (aη(1), . . . , aη(N ))

)= (
ξη(1)(a1, . . . , aN ), . . . ,ξη(N )(a1, . . . , aN )

)
(2.10)

that is, “the convention of a permutation is a permutation of a convention” (here ξi denotes the

continuation strategy for player i ).

We will use the notation η(a) := (
aη(1), . . . , aη(N )

)
, and η(ξ(a)) := (

ξη(1)(a), . . . ,ξη(N )(a)
)

to denote

the permutation of the history vector using η, and the permutation of the continuation strategy

vector respectively.

When two players play the same actions in the pure-strategy NE, the convention assigns both

of them the same continuation strategies, as evidenced by the following lemma:

Lemma 8. Let ξ be a convention, and a be a pure-strategy NE such that for some players

i , j ∈ {1, . . . , N }, ai = a j . Then

ξi (a) = ξ j (a),

that is the convention prescribes the same continuation strategies to players i and j .

Proof. Let a be a pure-strategy NE such that for some players i , j ∈ {1, . . . , N }, ai = a j .

Define a permutation η as follows:

η(k) =


j k = i

i k = j

k otherwise

(2.11)

Since ai = a j , a = η(a). Because ξ is a well-defined function, then

ξ(a) = ξ(η(a)). (2.12)
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From the Definition 19, we know that ξ(η(a)) = η(ξ(a)). Therefore

ξ(a) = η(ξ(a)), (2.13)

and ξi (a) = ξη(i )(a) = ξ j (a).

We will formally define the asynchrony round:

Definition 20. Let G be a repeated symmetric game. We call its round t0 ≥ 0 asynchrony if in

round t0, the players play some pure-strategy NE of the corresponding stage game, and for all

0 ≤ t ′ < t0, the players didn’t play a pure-strategy NE in round t ′.

To start following a convention, the players have to first learn to play some pure strategy NE.

We will call the learning algorithm they will use an implementation of a convention. We only

limit the definition of the implementation to the resource allocation games.

The implementation maps the outcome from the last round of the game to a strategy for the

next round. The mapping is symmetrical. Once an agent becomes a winner and claims some

resource, according to the implementation it will keep accessing that resource until the agents

reach a pure-strategy NE.

Definition 21. Let GN ,C be an infinitely repeated resource allocation game with N agents

and C resources, and let ξ be a convention defined for this game. An implementation of a

convention ξ is a function π,

π : A1 × . . .×AN ∪ {;} →∆(A1)× . . .×∆(AN ),

that is symmetrical (“the permutation of an implementation is an implementation of a permu-

tation”). Here, π(;) denotes the strategy vector that the players will adopt in the first round of

the game, and π(a1, a2, . . . , aN ) denotes the strategy adopted after the players played actions

a = (a1, a2, . . . , aN ) in the last round. Also, for every player i for whom ai = Ar , and for all

players j 6= i , a j 6= Ar , the strategy χi prescribes to play action Ar again, and no other agent

will play action Ar with positive probability.

In Chapter 4, we will be concerned with rational strategies for the resource allocation game.

That is, we will look its symmetric subgame-perfect equilibria. To construct such equilibria,

we define the concepts of an equilibrium convention, and its equilibrium implementation.

Definition 22. An equilibrium convention is a convention ξ∗ that assigns to any pure-strategy

NE of the resource allocation game a continuation strategy that is a subgame-perfect equilib-

rium of the continuation game.

Definition 23. An equilibrium implementation of an equilibrium convention ξ∗ is an imple-

mentation π∗ such that for any action vector a ∈A1 × . . .×AN ∪ {;}, the strategy prescribed by

the implementation is a best-response to the implementation strategies of the other agents;
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that is, the future expected discounted payoff when the agebt adopts implementation π∗

and then convention ξ∗ is greater or equal to a future expected discount payoff of any other

continuation strategy χ′.

Lemma 9. Let GN ,C be an infinitely repeated resource allocation game. Let ξ∗ be an equilibrium

convention, and let π∗ be its equilibrium implementation. Define a strategy χ∗i for the agent i

as follows:

1. Start by following the implementation π∗

2. When you play a pure-strategy NE of the stage game in round t, start following the

convention ξ∗ from then on.

Then the strategy vector χ∗ is a symmetric subgame-perfect equilibrium of the infinitely repeated

resource allocation game GN ,C .

Proof. To show that a given strategy vector χ∗ is a subgame-perfect equilibrium, we have to

show that for any history of the repeated game ht , the players are playing the best-response

strategy given the strategies of the others.

Let ht be a history of the game. If there exists t ′ < t such that in round t ′, the players played

a pure-strategy NE, it means that we will follow a convention ξ∗. Since the convention is

a subgame-perfect equilibrium of the continuation game from round t ′, it means that the

players will play indeed their best-response strategies.

Now if for all t ′ < t , the players don’t play a pure-strategy NE in round t ′, they are following the

implementation π∗. Therefore, from the definition of the equilibrium implementation, they

will play their best-response strategies as well.

By definition the convention and the implementation are symmetric mapping (see Lemma 8),

so the resulting strategy vector is also symmetric.

Figure 2.3 shows how the agents learn to follow a convention when N = 4 and C = 3. Assume

that the players adopt a convention ξ, and they use its implementation π. Initially, they are all

“losers”, and the implementation prescribes the same strategy to all of them. Once an agent

accesses some resource alone, she becomes a winner and will access the same resource until

the agents reach an asynchrony round (a state where each resource is accessed by exactly one

agent).

2.4 Price of anonymity

In Section 2.1, we have seen that in the stage game of Chicken, the symmetric equilibrium

leads to a significantly lower payoff than the asymmetric equilibria. Symmetry of the equilibria
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Initial state

n = 4
c = 3

n = 3
c = 2

n = 2
c = 1

n = 1
c = 0

“Asynchrony”

Agents follow
convention ξ

Agents follow implementation π

Figure 2.3: Learning to play a convention in a resource allocation game with N = 4 agents and
C = 3 resources. Under each state, we denote the number of losers in the current state n, and
the number of unclaimed resources c. Winners are denoted as black circles, losers as light
grey circles. In the asynchrony state, there are 3 winners and one loser. Arrows indicate the
possible transitions between the states. Once the players reach the asynchrony state, they
start following the convention from the next round on.

is a natural requirement when players are all the same, i.e. anonymous. How much social

payoff do we have to sacrifice for the requirement of symmetry? Inspired by the price of

anarchy of Koutsoupias and Papadimitriou (1999), we propose the price of anonymity as a

measure of how efficient a given symmetric strategy vector is. For a given symmetric strategy

vector of the stage gameσ, we calculate the ratio between the social payoff of the most efficient

(asymmetric) outcome of the game. The formal definition is as follows:

Definition 24. Let σ = (σ1,σ2, . . . ,σN ) be a symmetric strategy vector (not necessarily an

equilibrium) for the symmetric normal form game G = (N ,A ,u). We define the price of

anonymity of strategy vector σ as follows:

RG (σ) := maxE(τ)

E(σ)

where E(σ) is the social expected payoff when players adopt strategy σ, and maxE(τ) is the

maximum social payoff of any strategy vector, symmetric or asymmetric.

For a given symmetric game G , we can also define its price of anonymity as

RG := infRG (σ)

where we minimize over all symmetric strategy profiles for the given game. Similarly, we can

define the price of anonymity for a symmetric strategy profile χ of the repeated game G , as

well as the repeated game G itself.
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As an example, we can take a look at the price of anonymity of the stage game of Chicken from

Figure 2.2. The maximum social payoff of 1 is achieved when one player plays access and the

other player plays yield. The symmetric equilibrium with the maximum social payoff is the

mixed-strategy Nash equilibrium whose payoff is 0. The price of anonymity of the stage game

of Chicken is therefore ∞.

As an example of a strategy profile with finite price of anonymity, consider the infinitely

repeated version of the game of Chicken from Figure 2.2. Assume that the players discount

the future payoffs with a common discount factor 0 < δ< 1. Any strategy profile where the

players play one of the two pure strategy Nash equilibria of the Chicken game achieve the

social payoff of 1 in each round of the game, so the total discounted social payoff of the most

efficient asymmetric strategy is 1
1−δ .

Now let the players adopt some convention ξ. In order to implement it, they will start by

playing action A randomly with probability p. As soon as the two players take different actions

each (and therefore play a pure-strategy NE of the Chicken game), they will start following

convention ξ. When the players start following convention ξ, the expected payoff to the winner

(the player who accessed alone first) is wξ; the expected payoff to the loser (the other player)

is lξ.

In the randomization rounds, when the other player plays A with probability p, the expected

payoff of playing action A is

E A = (1−p) ·wξ+p · (−2+δ ·E A),

because with probability 1−p, the player becomes the winner, and with probability p, there

will be a collision and the players will face the same situation in the next round. The expected

payoff of playing action Y is

EY = p · lξ+ (1−p) ·δ ·EY ,

because the player becomes the loser with probability p, and with probability 1−p none of

the players will access, and they will face the same situation in the next round.

In an equilibrium, we want the players to be indifferent between actions A and Y . Therefore,

we want E A = EY .

When the players adopt the bourgeois convention, the winner payoff is wξ = 1
1−δ and the loser

payoff is lξ = 0. Therefore, for any p, EY = 0 and in the equilibrium, E A = EY = 0. The price of

anonymity of the bourgeois convention for the Chicken game is infinite. For the egalitarian

convention where the players alternate their actions, the winner payoff is wξ = 1
1−δ2 and the

loser payoff is lξ = δ
1−δ2 . Bhaskar (2000) shows that the convention with the highest possible

equilibrium payoff is one where the winner and loser payoff is equal, wξ = lξ = 0.5
1−δ . Such a

convention only exists if δ≥ 0.5. We will call such convention the zero-conflict convention.
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Figure 2.4: Price of anonymity for the equilibrium implementation of the egalitarian and the
zero-conflict conventions in the Chicken game.

Solving the system of equations for the arbitrary winner and loser payoffs is difficult. Therefore,

we solve the system numerically for the egalitarian convention and for the zero-conflict

convention. Figure 2.4 shows the price of anonymity for both conventions, depending on the

discount factor δ. For both conventions, the price of anonymity is finite, and it is decreasing as

δ increases. In the limit as δ→ 1, the price of anonymity goes to 1. This is because the higher

the discount factor, the lower the cost the players pay for the finite learning period, and the

higher the relative payoff of the infinite sequence where they follow the convention.
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3 Cooperative Resource Allocation

In this chapter, we present a multi-agent learning algorithm for resource allocation in the

cooperative setting. Assume that N agents can access C resources in slots (i.e. time intervals

of an equal length). In each slot, the agents face an instance of the resource allocation

game described in Definition 16 in Section 2.3.2. We assume that after each slot, the agents

receive only binary feedback: If they access some resource, they learn whether the access was

successful or whether there was a collision; if they yield, they can choose to observe some

resource, and they receive information whether the observed resource was free or not.

In Section 2.3.2, we have shown that the resource allocation game has a set of pure-strategy

Nash equilibria that correspond to efficient allocations of the C resources to a subset of C

agents. The game also has a mixed-strategy Nash equilibrium, where the agents choose to

access all the resources with an identical probability. The PSNE are efficient, but not fair, since

only C agents can ever access some resource. On the other hand, the MSNE is fair, but not

efficient, because the expected social payoff in the MSNE is zero.

We have mentioned the notion of correlated equilibria in Section 2.1. We have shown that

for the game of Chicken, there exists a correlated equilibrium that is efficient and fair – a

correlation device samples from the set of pure-strategy Nash equilibria of the game, and

recommends each agent which action she should play, so that in total the agents play a PSNE.

We can use the same principle to find the efficient and fair correlated equilibrium for the

general N -agent, C -resource allocation game.

However, the canonical definition of the correlated equilibrium requires a global coordination

device that is able to give different recommendations to different agents. Previous work on

multi-agent learning (Foster and Vohra (1997); Hart and Mas-Colell (2000); Blum and Mansour

(2007)) has presented generic algorithms where the agents learn to play their actions through

repeated play. They are then guaranteed to converge to an action profile distribution that

is close to a correlated equilibrium. However, these generic algorithms have two significant

drawbacks. First, they require additional information (i.e. the agents need to be able to observe

the actions played by all the opponents). Second, they do not guarantee a convergence to a
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specified efficient and fair correlated equilibrium.

To reach an efficient and fair resource allocation, in this chapter we propose to use a simple

signal that all agents can observe at the beginning of each slot and that ergodically fluctuates.

This signal could be a common clock, radio broadcasting on a specified frequency, the decimal

part of a price of a certain stock at a given time, etc. Depending on this “stupid” signal, “smart”

agents can then learn to take a different action for each of its value.

In Section 3.1, we present the algorithm agents use to learn an action for each possible

correlation signal value. In Section 3.2 we prove that such an algorithm converges to an

efficient correlated equilibrium in polynomial time in the number of agents and resources.

We define our measure of fairness, the Jain index in Section 3.3, and we show that the fairness

of the resulting equilibria (as measured by Jain index) increases as the number of signals K

increases. We show that the fairness of the resulting equilibria increases as the number of

signals K increases in Section 3.3. Section 3.4 highlights experiments that show the actual

convergence rate and fairness. We show how the algorithm performs in case the population is

changing dynamically. We also compare the performance of our learning algorithm to generic

multi-agent learning algorithms that have been described in the literature. In Section 3.5 we

present more related work from game theory and cognitive radio literature, and Section 3.6

concludes.

3.1 Learning Algorithm

In this section, we describe the algorithm that the agents use to learn a correlated equilibrium

of the resource allocation game.

Let us denote the space of available coordination signals K := {0,1, . . . ,K −1} , and the space

of available resources C := {1,2, . . . ,C } . Assume that C ≤ N , that is there are more agents than

resources (the opposite case is easier). An agent i has a strategy fi : K → {0}∪C that it uses to

decide which resource it will access at time t when it receives a correlation signal kt . When

fi (kt ) = 0, the agent does not access at all for signal kt . The agent stores its strategy simply as

a table.

Each agent adapts her strategy as follows:

1. In the beginning, for each k ∈K , fi (k) is initialized uniformly at random from C . That

is, every agent picks a random resource to access, and no agent will monitor other

resources.

2. At time t , the agent observes signal kt ∈K :

• If fi (kt ) > 0, the agent tries to access resource fi (kt ).

• If otherwise fi (kt ) = 0, the agent chooses a random resource mi (t ) ∈C that it will

monitor for activity.
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3. Subsequently, the agent observes the outcome of its choice: if the agent accessed some

resource, she observes whether the access was successful. If it was, the agent will keep

her strategy unchanged. If a collision occurred, the agent sets fi (kt ) := 0 with probability

p (with probability 1−p, the strategy fi (kt ) stays the same).

4. If the agent did not access, it observes whether the resource mi (t ) it monitored was free.

If that resource was free, the agent sets fi (kt ) := mi (t ) with probability 1.

We can describe this learning algorithm using the notion of convention and its implementation

introduced in Chapter 2. For each coordination signal, the agents decide independently,

so we only have to define the corresponding convention ξ and implementation π for one

coordination signal value only.

The agents who successfully accessed some resource will keep accessing the same resource

forever after. Therefore, the agents follow a bourgeois convention ξ (defined in Section 2.3),

that maps any pure-strategy Nash equilibrium to a continuation strategy vector where the

agents play that pure-strategy NE in every round. The implementation π will map an action

vector (a1, . . . , aN ) to a stage game strategy vector as follows:

• In the first round, each agent chooses action Ar uniformly at random.

• An agent who has played action Ar (access resource r ) and didn’t collide will play action

Ar again.

• An agent who has played action Ar but collided will play action Y with probability p,

and action Ar with probability 1−p.

• An agent who has played action Y will pick a resource r and if no other agent played

action Ar in the last round, it will play action Ar in the next round. Otherwise, it will

play Y .

Note that since we are not interested in rational strategies, we don’t make any claims as to

whether the prescribed convention ξ and implementation π is an equilibrium.

3.2 Convergence

An important property of the learning algorithm is if, and how fast it can converge to a pure-

strategy Nash equilibrium of the resource allocation game for every signal value. The algorithm

is randomized. Therefore, instead of analyzing its worst-case behavior (that may be arbitrarily

bad), we will analyze its expected number of steps before convergence.

3.2.1 Convergence for C = 1,K = 1

For single resource and single coordination signal, we prove the following theorem:
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Theorem 10. For N agents and C = 1,K = 1,0 < p < 1, the expected number of steps before the

allocation algorithm converges to a pure-strategy Nash equilibrium of the resource allocation

game is O
(

1
p(1−p) log N

)
.

To prove the convergence of the algorithm, it is useful to describe its execution as a Markov

chain (Definition 14).

When N agents compete for a single signal value, a state of the Markov chain is a vector from

{0,1}N that denotes which agents are attempting to access. For the purpose of the convergence

proof, it is only important how many agents are trying to access, not which agents. This is

because the probability with which the agents back-off is the same for everyone. Therefore,

we can describe the algorithm execution using the following chain:

Definition 25. A Markov chain describing the execution of the allocation algorithm for C =
1,K = 1,0 < p < 1 is a chain whose state at time t is X t ∈ {0,1, . . . , N }, where X t = j means that

j agents are trying to access at time t .

The transition probabilities of this chain look as follows:

Pr(X t+1 = N |X t = 0) = 1 (restart)

Pr(X t+1 = 1|X t = 1) = 1 (absorbing)

Pr
(
X t+1 = j |X t = i

)= (
i

j

)
p i− j (1−p) j i > 1, j ≤ i

All the other transition probabilities are 0. This is because when there are some agents

accessing a resource, no other agent will attempt to access it.

We are interested in the number of steps it will take this Markov chain to first arrive at state X t =
1 given that it started in state X0 = N (that is, all the agents are accessing the resource initially).

This would mean that the agents converged to a setting where only one of them is accessing,

and the others are not. This quantity is known as the hitting time (Definition 15).

In Chapter 2, we have shown the Theorem 7 that allows the calculation of the hitting time

for Markov chains that satisfy its assumptions. The Markov chain of our algorithm does not

satisfy these assumptions though. The problem is that the absorbing state is state 1, and from

state 0 the chain goes back to N .

Nevertheless, we can use Theorem 7 to prove the following lemma:

Lemma 11. Let A = {0,1}. The expected hitting time of the set of states A in the Markov chain

described in Definition 25 is O
(

1
p log N

)
.

Proof. We will first prove that the expected hitting time of a set A′ = {0} in a slightly modified

Markov chain is O
(

1
p log N

)
.
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Let us define a new Markov chain (Yt )t≥0 with the following access probabilities:

Pr(Yt+1 = 0|Yt = 0) = 1 (absorbing)

Pr
(
Yt+1 = j |Yt = i

)= (
i

j

)
p i− j (1−p) j j ≥ 0, i ≥ 1

Note that the access probabilities are the same as in the chain (X t )t≥0, except for states 0 and 1.

From state 1 there is a positive probability of going into state 0, and state 0 is now absorbing.

Clearly, the expected hitting time of the set A′ = {0} in the new chain is an upper bound on

the expected hitting time of set A = {0,1} in the old chain. This is because any path that leads

into state 0 in the new chain either does not go through state 1 (so it happened with the same

probability in the old chain), or goes through state 1, so in the old chain it would stop in state 1

(but it would be one step shorter).

If the chain is in state Yt = i , the next state Yt+1 is drawn from a binomial distribution with

parameters (i ,1−p). The expected next state is therefore

E(Yt+1|Yt = i ) = i (1−p)

We can therefore use the Theorem 7 with β := 1
1−p to derive that for A′ = {0}, the hitting time is:

k A′
i <

⌈
log 1

1−p
i
⌉
+ 1

p
≈O

(
1

p
log i

)
that is also an upper bound on k A

i for A = {0,1} in the old chain.

Lemma 12. The probability hi that the Markov chain defined in Definition 25 enters state 1

before entering state 0, when started in any state i > 1, is greater than 1−p.

Proof. Calculating the probability that the chain X enters state 1 before state 0 is equal to

calculating the hitting probability, i.e. the probability that the chain ever enters a given state,

for a modified Markov chain where the probability of staying in state 0 is Pr(X t+1 = 0|X t = 0) =
1. For a set of states A, let us denote h A

i the probability that the Markov chain starting in

state i ever enters some state in A. To calculate this probability, we can use Theorem 6. For the

modified Markov chain that cannot leave neither state 0 nor state 1, computing h A
i for A = 1 is

easy, since the matrix of the system of linear equations is lower triangular.

We’ll show that hi ≥ q = 1− p for i > 1 using induction. The first step is calculating hi for

i ∈ {0,1,2}.
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h0 = 0

h1 = 1

h2 = (1−p)2h2 +2p(1−p)h1 +p2h0

= 2p(1−p)

1− (1−p)2 = 2(1−p)

2−p
≥ 1−p.

Now, in the induction step, derive a bound on hi by assuming h j ≥ q = 1−p for all j < i , j ≥ 2.

hi =
i∑

j=0

(
i

j

)
p i− j (1−p) j h j

≥
i∑

j=0

(
i

j

)
p i− j (1−p) j q − i p i−1(1−p)(q −h1)−p i h0

= q − i p i−1(1−p)(q −1) ≥ q = 1−p.

This means that no matter which state i ≥ 2 the Markov chain starts in, it will enter into state 1

earlier than into state 0 with probability at least 1−p.

From Lemma 12, we derive that in the original Markov chain (where stepping into state 0

meant going into state N ), the chain takes on average 1
1−p passes through all its states be-

fore it converges into state 1. We know from Lemma 11 that one pass takes in expectation

O
(

1
p log N

)
steps, so the expected number of steps before reaching state 1 is O

(
1

p(1−p) log N
)
.

This concludes the proof of Theorem 10.

3.2.2 Convergence for C ≥ 1,K = 1

Theorem 13. For N agents and C ≥ 1,K = 1, the expected number of steps before the learning

algorithm converges to a pure-strategy Nash equilibrium of the resource allocation game is

O
(
C 1

1−p

[
1
p log N +C

])
.

Proof. In the beginning, in at least one resource, there can be at most N agents who want

to access. It will take on average O
(

1
p log N

)
steps to get to a state when either 1 or 0 agents

access (Lemma 11). We will call this period a round.

If all the agents backed off, it will take them on average at most C steps before some of them

find an empty resource. We call this period a break.

The resource might oscillate between the “round” and “break” periods in parallel, but in the

worst case, the whole system will oscillate between these two periods.
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For a single resource, it takes on average O
(

1
1−p

)
oscillations between these two periods before

there is only one agent who accesses in that resource. For C ≥ 1, it takes on average O
(
C 1

1−p

)
steps between “round” and “break” before all resources have only one agent accessing. There-

fore, it will take on average O
(
C 1

1−p

[
1
p log N +C

])
steps before the system converges.

3.2.3 Convergence for C ≥ 1,K ≥ 1

To show what is the convergence time when K > 1, we will use a more general problem.

Imagine that there are K identical instances of the same Markov chain. We know that the

original Markov chain converges from any initial state to an absorbing state in expected time

T . Now imagine a more complex Markov chain: In every step, it selects uniformly at random

one of the K instances of the original Markov chain, and executes one step of that instance.

What is the time Tal l before all K instances converge to their absorbing states?

This is an extension of the well-known Coupon collector’s problem (Feller (1968)). The coupon

collector problem is the following: Given K coupons, how many coupons do you expect you

need to draw with replacement before having drawn each coupon at least once? Here, we are

asking a similar question: Given K Markov chains, suppose that in each round we pick one at

random and let it take one step. In how many rounds do all the Markov chains converge to

an absorbing state? The following theorem (Gast (2011), Theorem 4) shows an upper bound

on the expected number of steps after that all the K instances of the original Markov chain

converge:

Theorem 14. (Gast (2011)) Let there be K instances of the same Markov chain that is known

to converge to an absorbing state in expectation in T steps. If we select randomly one Markov

chain instance at a time and allow it to perform one step of the chain, it will take on average

E [Tal l ] ≤ T K logK +2T K +1 steps before all K instances converge to their absorbing states.

For arbitrary C ≥ 1,K ≥ 1, the following theorem follows from Theorems 13 and 14:

Theorem 15. For N agents and C ≥ 1,K ≥ 1,0 < p < 1, the expected number of steps before the

learning algorithm converges to a pure-strategy Nash equilibrium of the resource allocation

game for every k ∈K is

O

(
(K logK +2K )C

1

1−p

[
C + 1

p
log N

]
+1

)
.

Aumann (1974) showed that any Nash equilibrium is a correlated equilibrium, and any convex

combination of correlated equilibria is a correlated equilibrium. We also know that all the pure-

strategy Nash equilibria that the algorithm converges to are efficient: there are no collisions,

and in every resource for every signal value, some agent accesses. Therefore, we conclude the

following:

Theorem 16. The learning algorithm defined in Section 3.1 converges in expected polynomial
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time (with respect to K , C , 1
p , 1

1−p and log N ) to an efficient correlated equilibrium of the resource

allocation game.

3.3 Fairness

Agents decide their strategy independently for each value of the coordination signal. For

each signal value, all the agents use the same randomized algorithm to learn their strategy.

Therefore, every agent has an equal chance that the game converges to an equilibrium that

is favorable to her. If the agent can access some resource in the resulting equilibrium for a

given signal value, we say that the agent wins the resource for that signal value. For C available

resources and N agents, an agent wins some resource for a given signal value with probability
C
N (since no agent can access in two resources for the same signal value).

We can describe the total number of resources won by an agent i as a random variable Xi .

This variable is distributed according to a binomial distribution with parameters
(
K , C

N

)
.

As a measure of fairness, we use the Jain index definedy by Jain et al. (1984). The advantage

of Jain index is that it is continuous, so that a resource allocation that is strictly more fair has

higher Jain index (unlike measures which only assign binary values, such as whether at least

half of the agents access some resource). Also, Jain index is independent of the population

size, unlike measures such as the standard deviation of the agent allocation.

For a random variable X , the Jain index is the following:

J (X ) = (E [X ])2

E [X 2]

When X is distributed according to a binomial distribution with parameters (K , C
N ), its first

and second moments are

E [X ] = K · C

N

E
[

X 2]= (
K · C

N

)2

+K · C

N
· N −C

N
,

so the Jain index is

J (X ) = C ·K

C ·K + (N −C )
. (3.1)

For the Jain index it holds that 0 < J (X ) ≤ 1. An allocation is considered fair if J (X ) = 1.
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Theorem 17. For any C , if K =ω( N
C

)
, that is the limit limN→∞ N

C ·K = 0, then

lim
N→∞

J (X ) = 1,

so the allocation becomes fair as N goes to ∞.

Proof. The theorem follows from the fact that

lim
N→∞

J (X ) = lim
N→∞

C ·K

C ·K + (N −C )

For this limit to be equal to 1, we need

lim
N→∞

N −C

C ·K
= 0

that holds exactly when K =ω( N
C

)
(note that we assume that C ≤ N ).

For practical purposes, we may also need to know how big shall we choose K given C and N .

The following theorem shows that:

Theorem 18. Let ε> 0. If

K > 1−ε
ε

(
N

C
−1

)
,

then J (X ) > 1−ε.

Proof. The theorem follows straightforwardly from Equation 3.1.

3.4 Experimental Results

In all our experiments, we report average values over 128 runs of the same experiment. Error-

bars in the graphs denote the interval which contains the true expected value with probability

95%, provided that the samples follow normal distribution. The error bars are missing either

when the graph reports values obtained theoretically (Jain index for the constant back-off

scheme) or the confidence interval was too small for the scale of the graph.

3.4.1 Static Player Population

Convergence

First, we are interested in the convergence of our allocation algorithm. From Section 3.2 we

know that it is polynomial. How many steps does the algorithm need to converge in practice?
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Figure 3.1: Average number of steps to convergence for N = 64, K = N and C ∈ {1,2, . . . , N }.

Figure 3.1 presents the average number of convergence steps for N = 64, K = N and increasing

number of available resources C ∈ {1,2, . . . , N }. Interestingly, the convergence takes the longest

time when C = N . The lowest convergence time is for C = N
2 , and for C = 1 it increases again.

What happens when we change the size of the signal space K ? Figure 3.2 shows the average

number of steps to convergence for fixed N , C and varying K . Theoretically, we have shown

that the number convergence steps is O(K logK ) in Theorem 15. However, in practice the

convergence resembles linear dependency on K .

Fairness

From Section 3.3, we know that when K =ω( N
C

)
(that is, K grows asymptotically faster than

the ratio N
C ), the Jain fairness index converges to 1 as N goes to infinity. But how fast is

this convergence? How big do we need to choose K , depending on N and C , to achieve a

reasonable bound on fairness?

Figure 3.3 shows the Jain index as N increases, for C = 1 and C = N
2 respectively, for various

settings of K . Even though every time when K =ω( N
C

)
(i.e., K grows faster than N

C ) the Jain

index increases, there is a marked difference between the various settings of K . When K = N
C ,

the Jain index is (from Equation 3.1):

J (X ) = N

2N −C
. (3.2)

Therefore, for C = 1, the Jain index converges to 0.5, and for C = N
2 , the Jain index is equal to 2

3

for all N > 0, just as Figure 3.3 shows.
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Figure 3.2: Average number of steps to convergence for N = 64, C = N
2 and K ∈ {2, . . . , N }.
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Figure 3.3: Jain fairness index for different settings of C and K , for increasing N .
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Optimizing Fairness

We saw how fair the outcome of the allocation algorithm is when agents consider the game for

each signal value independently. However, is it the best we can do? Can we further improve

the fairness, when each agent correlates her decisions for different signal values?

In a perfectly fair solution, every agent wins some resource for the same number of signal

values. However, we assume that agents do not know how many other agents there are in the

system. Therefore, the agents do not know what is their fair share of signal values to access in.

Nevertheless, they can still use the information for how many signal values they already access

some resource to decide whether they should back-off and stop accessing when a collision

occurs.

Definition 26. For a strategy f t
i of an agent i in round t , we define its cardinality as the

number of signals for which this strategy tells the agent to access:

| f t
i | =

∣∣{k ∈K | f t
i (k) > 0

}∣∣

Intuitively, agents whose strategies have at time t higher cardinality should back-off with

higher probability than those with a strategy with low cardinality.

We compare the following variations of the resource allocation scheme that differ from the

original one only in the probability with which agents back off on collisions:

Constant The scheme described in Section 3.1; Every agent backs off with the same constant

probability p.

Linear The back-off probability is p = | f t
i |

K .

Exponential The back-off probability is p =µ
(
1− | f t

i |
K

)
for some parameter 0 <µ< 1.

Worst-agent-last In case of a collision, the agent who has the lowest | f t
i | does not back off.

The others who collided, do back off. This is a greedy algorithm that requires more

information than what we assume that the agents have.

To compare the fairness of the allocations in experiments, we need to define the Jain index

of an actual allocation. A resource allocation is a vector X= (X1, X2, . . . , XN ), where Xi is the

cardinality of the strategy used by agent i . For an allocation X, its Jain index is:

J (X) =
(∑N

i=1 Xi
)2

N ·∑N
i=1 X 2

i
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Figure 3.4: Jain fairness index of the resource allocation scheme for various back-off probabili-
ties, C = N

2 , K = 2log2 N

Figure 3.4 shows the average Jain fairness index of an allocation for the back-off probability

variations. The fairness is approaching 1 for the worst-agent-last algorithm. It is the worst if

everyone is using the same back-off probability. As the ratio between the back-off probability of

the lowest-cardinality agent and the highest-cardinality agent decreases, the fairness increases.

This shows that we can improve fairness by using different back-off probabilities. Nevertheless,

the shape of the fairness curve is the same for all of them. Furthermore, the exponential back

off probabilities lead to much longer convergence, as shown on Figure 3.5. For C = N
2 , the

convergence time for the linear and constant back-off schemes is similar. The unrealistic

worst-agent-last scheme is obviously the fastest, since it resolves collisions in 1 step, unlike

the other back-off schemes.

3.4.2 Dynamic Player Population

Joining Players

In this section, we will present the results of experiments where a group of players joins the

system later. This corresponds to new nodes joining a wireless network. More precisely, 25%

of the players join the system from the beginning. The remaining 75% of the players join

the system later, one by one. A new player joins the network after the previous players have

converged to a perfect resource allocation.

We experiments with two ways of initializing a strategy of a new player.
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Figure 3.5: Convergence steps for various back-off probabilities.

Greedy Either, the joining players cannot observe how many other players there are already

in the system. Therefore, their initial strategy tries to access a resource for all possible

signal values.

Polite Or, players do observe N (t ), the number of other players who are already in the system

at time t , when the new player joins the system. Therefore, their initial strategy tries to

access some resource in for a given signal value only with probability 1
N (t ) .

Figure 3.6 shows the Jain index of the final allocation when 75% of the players join later, for

C = 1. When the players who join are greedy, they are very aggressive. They start accessing for

all signal values. On the other hand, if they are polite, they are not aggressive enough: A new

player starts with a strategy that is as aggressive as the strategies of the players who are already

in the system. The difference is that the new player will experience a collision for every signal

value she accesses in. The old players will only experience a collision in 1
N (t ) of the signal

values for which they access a resource. Therefore, they will back off for less signal values.

Therefore, especially for the constant scheme, the resulting allocation is very unfair: either it is

better for the new players (when they are greedy) or to the older players (when the players are

polite).

This phenomenon is illustrated in Figure 3.7. It compares a measure called group fairness:

the average throughput of the last 25% of players who joined the network at the end (“new”

players) divided by the average throughput of the first 25% of players who join the network at

the beginning (“old” players).
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Figure 3.6: Joining players, Jain index. C = 1 and K = N log2 N . The two graphs show the results
for the two ways of initializing the strategy of a new player.
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Figure 3.7: Joining players, group fairness. C = 1 and K = N log2 N . The two graphs show the
results for the two ways of initializing the strategy of a new player.
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Figure 3.8: Joining players, Jain index. C = N
2 and K = 2log2 N . The two graphs show the

results for the two ways of initializing the strategy of a new player.

Let’s look first at the case when the players are greedy. For the constant scheme, this ratio

is around 4.5. For the linear scheme, this ratio is lower, although increasing as N (the total

number of players) grows. For the worst-player-last scheme, the ratio stays constant and

interestingly, it is lower than 1, which means that “old” players are better off than “new”

players.

When players are polite, this situation is opposite. Old players are way better off than new

players. For the constant scheme, the throughput ratio is about 0.2.

Figures 3.8 and 3.9 show the same graphs for C = N
2 . Here, the newly joining players are worse

off even when they start accessing for every signal value. This is because while they experience

a collision every time (because all resources for all signal values are occupied), the old players

only experience a collision with a probability 1
N
2

. On the other hand, the overall fairness of the

whole population is better, because there are more resources to share and no agent can use

more than one resource.

The difference between the old and new players is even more pronounced when the new

players are polite.

Restarting Players

Another scenario we looked at was what happens when one of the old players “switches off”

and is replaced with a new player with a randomly initialized strategy. We say that such a

player got “restarted”. Note that the number of players in the network stays the same, it is just

that some of the players forget what they have learned and start from scratch.

Specifically, in every round, for every player there is a probability pR that she will be restarted.
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Figure 3.9: Joining players, group fairness. C = N
2 and K = 2log2 N . The two graphs show the

results for the two ways of initializing the strategy of a new player.

After restart, she will start with a strategy that can be initialized in two ways:

Greedy Assume that the player does not know N , the number of players in the system. Then

for each signal value k ∈ K she chooses randomly fi (k) ∈ C . That means that she

attempts to access for every signal value on a randomly chosen resource.

Polite Assume the player does know N . For k ∈K , she chooses fi (k) ∈C with probability C
N ,

and fi (k) := 0 otherwise.

Figure 3.10 shows the average overall throughput when N = 32, C = 1, and K = N log2 N or

K = N for the two initialization schemes. A dotted line in all the four graphs shows the overall

performance when players attempt to access in a randomly chosen resource with probability
C
N . This baseline solution reaches 1

e ≈ 37% average throughput.

As the probability of restart increases, the average throughput decreases. When players get

restarted and they are greedy, they attempt to access for every signal value. If there is only one

resource available, this means that such a restarted player causes a collision for every signal

value. Therefore, it is not surprising that when the restart probability pR = 10−1 and N = 32,

the throughput is virtually 0: In every step, in expectation at least one player will get restarted,

so there will be a collision almost always.

There is an interesting “phase transition” that occurs when pR ≈ 10−4 for K = N log2 N , and

when pR ≈ 10−3 for K = N . There, the performance is about the same as in the baseline

random access scenario (that requires the players to know N though). Similar phase transition

occurs when players are polite, even though the resulting throughput is higher, since the

restarted players are less “aggressive”.
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Figure 3.10: Restarting players, throughput, N = 32, C = 1
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Figure 3.11: Restarting players, throughput, N = 32, C = N
2

Yet another interesting, but not at all surprising, phenomenon is that while the “worst-player-

last” scheme still achieves the highest throughput, the “constant” back off scheme is better

than the “linear” back-off scheme. This is because for the average overall throughput, it only

matters how fast are the players able to reach a perfect allocation after a disruption. The

worst-player-last scheme is the fastest, since it resolves a collision in 1 step. The constant

scheme with pR = 1
2 is worse (see Theorem 15). The linear scheme is the slowest.

Figure 3.11 shows the average overall throughput for C = N
2 , and K = log2 N or K = 2. There is

no substantial difference between when players are greedy or polite. Since there are so many

resources available, a restarted player will only cause a small number of collisions (in one

resource out of N
2 for every signal value), so the throughput will not decrease too much.

Also, the convergence time for linear and constant scheme is about the same when C = N
2 , so

they both adapt to the disruption equally well.
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Figure 3.12: Noisy feedback, throughput, N = 32

Noisy Feedback

So far we assumed that players receive perfect feedback about whether their accesses were

successful or not. They could also observe the activity on a given resource perfectly. We are

going to loosen this assumption now.

Suppose that in every step, every player has a probability pF that the feedback she receives

was wrong. That is, if the player accessed, she will learn that the access was successful when it

was not, and vice versa. If the player observed some resource, she will learn that the resource

was free when in fact it was not (and vice versa). In the context of wireless networks, this

corresponds to an interference on the wireless channel.

How does this affect the learning?

In Figure 3.12 we show the average overall throughput when C = 1 and C = N
2 respectively. For

one resource, the constant scheme is better than the linear scheme, because it adapts faster to

disruptions. For C = N
2 , both schemes are equivalent, because they are equally fast to adapt. A

phase transition occurs when the noisy feedback probability is about pF = 10−2.

Figure 3.13 shows the Jain index of the allocation when players receive noisy feedback. As

usual, the linear scheme is better than the constant. Only when the overall throughput drops

close to 0, all the schemes obviously have almost the same fairness.

Noisy Coordination Signal

Our algorithm assumes that all players can observe the same coordination signal in every step.

But where does this signal come from? It may be some random noise on a given frequency,

an FM radio transmission etc. However, the coordination signal might be noisy, and different
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Figure 3.13: Noisy feedback, Jain index, N = 32
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Figure 3.14: Noisy coordination signal, throughput, N = 32

players can observe a different value. This means that their learning would be “out of sync”. In

the wireless networks, this corresponds to clock drift.

To see what happens in such a case, we use the following experiment. In every step, every player

observes the correct signal (i.e. the one that is observed by everyone else) with probability

1−pS . With probability pS it observes some other false signal (that is still taken uniformly at

random from the set {0, ...,K −1}).

The overall throughput is shown in Figure 3.14. We can see that the system is able to cope with

a fairly high level of noise in the signal, and the drop in throughput only occurs as pS = 10−1.

The Jain index of the allocation (Figure 3.15) stays almost constant, only when the throughput

drops the Jain index increases. When the allocation is more random, it is also more fair.
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Figure 3.15: Noisy coordination signal, Jain index, N = 32

3.4.3 Generic Multi-agent Learning Algorithms

Several algorithms that are proved to converge to a correlated equilibrium have been proposed

in the multi-agent learning literature. In the Introduction, we have mentioned three such

learning algorithms (Foster and Vohra (1997); Hart and Mas-Colell (2000); Blum and Mansour

(2007)). However, the analysis of Foster and Vohra was only applicable to games of two players.

In this section, we will briefly recall the other two multi-agent learning algorithms (Hart

and Mas-Colell (2000); Blum and Mansour (2007)), and compare their performance with our

algorithm presented in Section 3.1.

The two algorithms we will compare our algorithm to are based on the notion of minimizing

regret the agents experience from adopting a certain strategy. Intuitively, we can describe

the concept of regret as follows: Imagine that an agent uses strategy σ in a couple of rounds

of the game, and accumulates a certain payoff. We would like to know how does this payoff

compare to a payoff acquired by some simple alternative strategy τ. The difference in the

payoff between the strategy τ and σ is the regret the agent perceives (ex-post) for choosing

strategy σ over strategy τ.

What do we mean by “simple strategy”? One class of simple strategies are strategies that always

select the same action. The external regret compares the performance of the strategy σ to the

performance of the best single action ex-post.

Another class of alternative strategies are strategies that modify strategy σ slightly. Every

time the strategy σ proposes to play action a, the alternative strategy τ proposes action

a′ 6= a instead. The internal regret is defined as the regret of strategy σ compared to the best

such alternative strategy. When all the agents adopt a strategy with low internal regret, they

converge to a strategy profile that is close to a correlated equilibrium (also shown by Blum and

Mansour).
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Hart and Mas-Colell present a simple multi-agent learning algorithm that is guaranteed to

converge to a correlated equilibrium. They assume that the players can observe the actions

of all their opponents in every round of the game. Players start by choosing their actions

randomly. Then they update their strategy as follows: Let ai be the action that player i played

in round t −1. For each action a j ∈Ai , a j 6= ai , player i calculates the difference between the

average payoff she would have received had she played action a j instead of ai in the past,

and the average payoff she received so far while playing action ai . As we mentioned above,

we can call this difference the internal regret of playing action ai instead of action a j . The

player then chooses the action to play in round t with probability proportional to its internal

regret compared to the previous action ai . Actions with negative regret are never played. The

previous action ai is played with positive probability – this way, the strategy has a certain

inertia.

Hart and Mas-Colell prove that if the agents adopt the adaptive procedure described above,

the empirical distribution of the play (the relative frequency of playing a certain pure strategy

profile) converges almost surely to the set of correlated equilibria.

Blum and Mansour present a general technique to convert any learning algorithm with low

external regret to an algorithm with a low internal regret. The idea is to run multiple copies

of the external regret algorithm. In each step, each copy returns a probability vector of

playing each action. These probability vectors are then combined into one joint probability

vector. When the player observes the payoff of playing each action, she updates the payoff

beliefs of each external regret algorithms proportionally to the weight they had in the joint

probability vector. The authors then show that when the players all use a learning algorithm

with low internal regret, the empirical distribution of the game converges close to a correlated

equilibrium.

One of the low-external-regret algorithms that Blum and Mansour present is the Polynomial

Weights (PW) algorithm. There, a player keeps a weight for each of her actions. In every round

of the game, she updates the weight proportionally to the loss (negative payoff) that action

incurred in that round. Actions with higher weight get then chosen with a higher probability.

We have implemented both the internal-regret-based algorithm of Hart and Mas-Colell (2000),

and the PW algorithm of Blum and Mansour (2007). In all our experiments, both algorithms

always converge to a pure-strategy Nash equilibrium of the resource allocation game, and

therefore to an efficient allocation. However, the resulting allocation is not fair, as only a subset

of agents of size C can ever access the resources.

Figure 3.16 shows the average number of rounds the algorithms take to converge to a stable

outcome. We compare their performance with our learning algorithm from Section 3.1. For

our learning algorithm, we set K = 1, so that it also only converges to a pure-strategy Nash

equilibrium of the game. We performed 128 runs of each algorithm for each scenario. The

error-bars in Figure 3.16 show the 95% confidence interval of the average, assuming that the

convergence times are distributed according to a normal distribution.
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Figure 3.16: General multi-agent learning algorithms, convergence rate.
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Figure 3.17: General multi-agent learning algorithms, Jain index.
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Not surprisingly, the generic algorithms of Hart and Mas-Colell (2000) and Blum and Mansour

(2007) cannot match the convergence speed of our algorithm, designed specifically for the

problem of resource allocation. As the generic algorithms converge to a pure-strategy NE, the

outcome is very unfair, and the Jain index is very low, as evidenced by Figure 3.17. We don’t

report the confidence bounds for the Jain index, as in all of the experiments the resulting Jain

index was the same.

It is worth noting that since the algorithms are randomized, any agent has the same chance of

winning a resource. Therefore, if we used the generic algorithms with a coordination signal

like the one used by our algorithm, the resulting allocation would be equally as fair as the

allocation achieved by our constant back-off algorithm. Nevertheless, the generic algorithms

take longer to converge to an efficient allocation than our special purpose algorithm.

3.5 Related Work

Broadly speaking, the resource allocation game we are interested in this thesis belongs to a

class of games with the following property: The payoff an agent receives from a certain action

is inversely proportional to the number of other agents who chose the same action. How can

we achieve efficient and fair outcome in such games, provided that the agents are cooperative

and follow our prescribed protocol? Variants of this problem have been studied in several

previous works.

The simplest such variant is the Minority game (Challet et al. (2005)). In this game, N agents

have to simultaneously choose between two actions. Agents who chose an action that was

chosen by a minority of agents receive a payoff of 1, whereas agents whose action choice was

in majority receive a payoff of 0.

This game has many pure-strategy Nash equilibria, where some group of
⌊ N−1

2

⌋
agents chooses

one action and the rest choose the other action. Such equilibria are efficient, since the largest

possible number of agents achieve the maximum payoff. However, they are not fair: the payoff

to the losing group of agents is always 0. This game has also one mixed-strategy NE that is

fair: every agent chooses its action randomly. This equilibrium, on the other hand, is not

efficient: the expected size of the minority group is lower than
⌊ N−1

2

⌋
due to variance of the

action selection.

Savit et al. (1999) show that if the agents receive feedback on which action was in the minority,

they can learn to coordinate better to achieve a more efficient outcome in a repeated minority

game. They do this by basing the agents’ decisions on the history of past iterations. Cavagna

(1999) shows that the same result can be achieved when agents base their decisions on

the value of some random coordination signal instead of using the history. This is a direct

inspiration for the idea of global coordination signal presented in this chapter.

The ideas from the literature on Minority games have recently found their way into the
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cognitive radio literature. Mahonen and Petrova (2008) present a resource allocation problem

much like ours. The agents learn which resource they should use using a strategy similar to the

strategies for minority games. The difference is that instead of preferring the action chosen

by the minority, in the resource allocation problem, an agent prefers resources which were

not chosen by anyone else. Using this approach, Mahonen and Petrova are able to achieve

a stable throughput of about 50% even when the number of agents who try to access over

a resource increases. However, each agent is essentially choosing one out of a fixed set of

strategies, that they cannot adapt. Therefore, it is very difficult to achieve a perfectly efficient

resource allocation.

Another, more general variant of our problem, called dispersion game was described by

Grenager et al. (2002). In a dispersion game, agents can choose from several actions, and

they prefer the one that was chosen by the smallest number of agents. The authors define

a maximal dispersion outcome as an outcome where no agent can move to an action with

fewer agents. The set of maximal dispersion outcomes corresponds to the set of pure-strategy

Nash equilibria of the game. They propose various strategies to converge to a maximal

dispersion outcome, with different assumptions on the information available to the agents.

On the contrary with our work, the individual agents in the dispersion games do not have any

particular preference for the actions chosen or the equilibria which are achieved. Therefore,

there are no issues with achieving a fair outcome.

Verbeeck et al. (2007) use reinforcement learning, namely linear reward-inaction automata, to

learn Nash equilibria in common and conflicting interest games. For the class of conflicting

interest games (to which our resource allocation game belongs), they propose an algorithm

that allows the agents to circulate between various pure-strategy Nash equilibria, so that

the outcome of the game is fair. In contrast with our work, their solution requires more

communication between agents, and it requires the agents to know when the strategies

converged. In addition, linear reward-inaction automata are not guaranteed to converge to a

PSNE in conflicting interest games; they may only converge to pure strategies.

All the games discussed above, including the resource allocation game, form part of the family

of potential games introduced by Monderer and Shapley (1996). A game is called a potential

game if it admits a potential function. A potential function is defined for every strategy profile,

and quantifies the difference in payoffs when an agent unilaterally deviates from a given

strategy profile. There are different kinds of potential functions: exact (where the difference

in payoffs to the deviating agent corresponds directly to the difference in potential function),

ordinal (where just the sign of the potential difference is the same as the sign of the payoff

difference) etc.

Potential games have several nice properties. The most important is that any pure-strategy

Nash equilibrium is just a local maximum of the potential function. For finite potential games,

players can reach these equilibria by unilaterally playing the best-response, no matter what

initial strategy profile they start from.
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The existence of a natural learning algorithm to reach Nash equilibria makes potential games

an interesting candidate for our future research. We would like to see to which kind of

correlated equilibria can the agents converge there, and if they can use a simple correlation

signal to coordinate.

3.6 Conclusions

In this chapter, we proposed a new approach to reach efficient and fair solutions in cooperative

multi-agent resource allocation problems. Instead of using a centralized, “smart” coordination

device to compute the allocation, we use a “stupid” coordination signal, in general a random

integer k ∈ {0,1, . . . ,K −1} that has no a priori relation to the problem. Agents then are “smart”:

they learn, for each value of the coordination signal, which action they should take.

From a game-theoretic perspective, the ideal outcome of the game is a correlated equilibrium.

Our results show that using a global coordination signal, agents can learn to play a convex

combination of pure-strategy Nash equilibria, that is a correlated equilibrium.

We showed a learning strategy that, for the resource allocation game defined in Chapter 2,

converges in expected polynomial number of steps to an efficient correlated equilibrium. We

also proved that this equilibrium becomes increasingly fair as K , the number of available

synchronization signals, increases.

We have confirmed both the fast convergence as well as increasing fairness with increasing K

experimentally. We have also investigated the performance of our learning strategy in case the

agent population is dynamic. When new agents join the population, our learning strategy is

still able to learn an efficient allocation. However, the fairness of this allocation will depend on

how greedy the initial strategies of the new agents are. When agents restart at random intervals,

it becomes more important how fast a strategy converges. A simple strategy where everyone

backs off from accessing with a constant probability is able to achieve higher throughput than

a more sophisticated strategy where the back-off probability depends on for how many signal

values an agent is already accessing. Finally, we have shown experimentally that the learning

strategy is robust against noise in both the coordination signal, as well as in the feedback the

agents receive about resource use.
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4 Non-cooperative Resource Allocation

In the previous chapter, we have shown how the agents can use a global coordination signal to

reach an efficient and fair resource allocation when the agents are cooperative. However, the

proposed allocation algorithm was not rational – a self-interested agent could keep accessing

a resource forever, until everyone else backs off.

In this chapter, we will analyze resource allocation protocols that are rational. Specifically, we

will assume that the players play an infinitely repeated version of the resource allocation game,

and that they discount the future payoffs with a common discount factor 0 < δ< 1. In contrast

with the previous chapter, we assume full observability – after each round, the agents receive

a feedback about occupancy of all the resources. Our goal is to obtain resource allocation

protocols that are subgame-perfect equilibria of the infinitely repeated game with discounting.

The subgame-perfect equilibria that we look for will all have the following structure: All

agents start playing the same randomized strategy. When their actions differ, the will adopt a

convention (defined in Chapter 2, Definition 19).

In Section 4.1, we extend the definition of a convention from Section 2.3 to an augmented

convention, that allows the agents to use a global coordination signal to condition their

strategies on. We show that for any equilibrium augmented convention, there exists an

equilibrium implementation, such that when the agents play according to the convention

and its implementation, they play a subgame-perfect equilibrium of the resource allocation

game. In Section 4.2, we present two examples of a convention: the bourgeois convention,

and the market convention. We analyze their efficiency and convergence properties. Finally,

Section 4.4 concludes.

4.1 Resource Allocation Game

In Chapter 2, we have defined the resource allocation game of N -agents and C resources

(Definition 16). We have shown that while it is a symmetric game, the only efficient equilibria

of the stage game are asymmetric. The only symmetric Nash equilibrium is the mixed strategy
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NE. However, for low number of resources C , this equilibrium has zero expected social payoff.

Therefore we turned our attention to symmetric equilibria of the repeated resource allocation

game. We have defined the convention and its implementation (Definition 19 and Definition

21). We have shown that given an equilibrium convention and its equilibrium implementation,

we can construct a symmetric subgame-perfect equilibrium of the repeated resource allocation

game. In this section, we will show how we can find the equilibrium implementation for a

given equilibrium convention.

The convention assigns the agents a continuation strategy depending on which action they

play in an asymmetric pure-strategy NE. We can say that the agents get assigned a role. In the

resource allocation game, we call the agents who access some resource in the pure-strategy

NE the “winners”. The other agents (those who yield) are called “losers”.

The problem with the convention is that it won’t distinguish between the losers, since they play

the same action, to yield. They will all have to adopt the same continuation strategy. In order

to distinguish between them, and to get a richer set of possible conventions, we will adopt the

idea from Chapter 3. We will assume that the agents can observe in each round of the game

a global coordination signal – an integer k ∈ {1,2, . . . ,K } chosen uniformly at random. The

agents then condition their strategy on the coordination signal value. That way, for different

signal values, there can be different sets of winners and losers.

We will augment the definitions of a convention to include the coordination signal. Without

specifying otherwise, we will use the augmented definitions in this chapter.

Definition 27. Let G be an infinitely repeated game with discounting. We define the aug-

mented history ĥt of the play in round t ≥ 0 as

ĥt := (
((a0

1, a0
2, . . . , a0

N ),k0), . . . , ((at−1
1 , at−1

2 , . . . , at−1
N ),kt−1)

)
where at

i is the action taken by agent i in round t , and kt is the signal that the agents observe

in round t .

Similarly, we can augment the strategy of the repeated game to take into account the signal as

well:

Definition 28. An augmented strategy in the repeated game of an agent i is a function from the

augmented history and a currently observed coordination signal to a probability distribution

over the action space,

χ̂i : (ĥt ,kt ) 7→∆(Ai )

Definition 29. Let G = (N ,A ,u) be a symmetric normal form game and let G be the repeated

version of game G . We define an augmented convention as a function ξ̂ that maps a vector of
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4.1. Resource Allocation Game

Round 1 2 3 4 5 6 7 8
Signal 1 2 2 2 1 2 1 2

Agent 1 1 0 2 0 1 0 1 0
Agent 2 1 0 1 1 1 1 0 1
Agent 3 2 1 0 0 2 0 2 0
Agent 4 0 1 2 2 1 2 0 2

Figure 4.1: Example of a game play for N = 4 agents, C = 2 and K = 2. Once an agent accesses
a resource alone, it will keep accessing that resource every time the same signal is observed.
The winners are denoted with grey background. The first round when an agent accesses a
resource alone (and becomes the winner) is denoted with bold face. In the rest of the game,
agent 1 will keep accessing resource 1 when the signal is 1. Agent 2 will access the resource 1
when signal is 2. Agent 3 will access the resource 2 when the signal is 1. Finally, agent 4 will
access the resource 2 when the signal is 2.

pure-strategy Nash equilibria of the game G for each signal value a = (a1,a2, . . . ,aK ) to a vector

of augmented continuation strategies of the repeated game G , such that for any permutation

η : {1,2, . . . , N } ↔ {1,2, . . . , N } of the set of players,

ξ̂((η(a1), . . . ,η(aK ))) = η(ξ̂(a1,a2, . . . ,aK )) (4.1)

that is, as before, “the augmented convention of a permutation is a permutation of an aug-

mented convention”. The continuation strategies can be different for each coordination signal

value.

Figure 4.1 gives an example of a game play of N = 4 agents, C = 2 resources and K = 2 signals.

If in round t , the agents observe a signal kt , the augmented convention adopted by the agents

in this example prescribes that if an agent accesses a resource alone in round t , it becomes its

“winner” and will access the same resource in every round t ′ > t where the signal kt ′ = kt .

Similarly as in Chapter 2, we define an augmented implementation π̂ for an augmented

convention ξ̂. An augmented implementation maps the last outcomes for each signal, together

with the signal the agents observe in the current round, to a strategy for the current round. It

has to satisfy the same requirements as the regular implementation: The agents who accessed

some resource for the given signal before will access it again. The augmented implementation

is also symmetrical, in that two agents who play the same action for all signals have to play the

same strategy now.

We will prove an existence of an equilibrium implementation for a set of uniform conventions.

In a uniform convention, all the winners (that is, all the players who access some resource in

the pure-strategy NE) get the same payoff wξ̂. Naturally, all the losers get all the same payoff lξ̂
too.

The implementations we will be looking for have all the same structure. Depending on the

number of losers, on the number of free resources, and the current signal value, they assign an
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identical mixed strategy to all the losers:

Definition 30. Let ξ̂ be a uniform augmented convention. Let k be a coordination signal

value, let n be the number of agents who have not yet won a resource for signal k, and let c be

the number of unclaimed resources for signal k. A uniform augmented implementation of a

convention ξ̂ is a function π̂,

π̂ : (n,c,k) 7→ 0 ≤ p ≤ 1,

such that all the losers play the action A with probability p. All the winners access the same

resource as in the previous round of the game.

If in round t there are n losers, c unclaimed resources and the agents observe the signal k,

π̂(n,c,k) defines a mixed strategy for the losers. When the losers play action A with probability

π̂(n,c,k), then either

1. π̂(n,c,k) = 1 and all the losers prefer to play A, or

2. π̂(n,c,k) = 0 and all the losers prefer to play Y , or

3. 0 < π̂(n,c,k) < 1 and all the losers are indifferent between playing A and Y .

Note that the number of losers only decreases. So either we are in the same situation, or there

is a few losers less. We can define the extended convention ξ∗ such that it maps any outcome

where there are less losers to a continuation strategy.

Definition 31. Let ξ̂ be a uniform augmented convention, and π̂ its uniform augmented

implementation. We can define the extended convention ξ̂′ as a function

ξ̂′ : (n,c,k) 7→ (χ̂w , χ̂l ),

where χ̂w is the continuation strategy for the new winners and χ̂l is the continuation strategy

for the losers.

It can be easily shown that if the convention ξ is uniform, the extended convention is uniform

as well.

Definition 32. Let ξ̂ be a uniform augmented convention for the resource allocation game

GN ,C . In round t , let there be n losers, and c unclaimed resources. Let χ̂ be a pure strategy of

an agent α who is a loser too. Assume that for each signal k ∈ {1, . . . ,K }, every other loser takes

action A with probability pk . Let p = (p1, p2, . . . , pK ) be a vector of these probabilities, that is,

the strategy of the other losers. We define expected payoff functions E A and EY when agent α
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takes actions A and Y :

E A(p, χ̂,k) :=
min(n,c)∑

nw=1

[
Pr(α wins & nw winners|A)wξ̂(nw )+Pr(α loses & nw winners|A)(−γ+ lξ̂(nw ))

]

+Pr(0 winners|A) ·

−γ+ δ

K

E A(p, χ̂,k)+
K∑

l=1
l 6=k

Eχ̂(l )(p, χ̂, l )




(4.2)

EY (p, χ̂,k) :=
min(n,c)∑

nw=1
Pr(nw winners|Y ) · lξ̂(nw )

+Pr(0 winners|Y ) · δ
K

EY (p, χ̂,k)+
K∑

l=1
l 6=k

Eχ̂(l )(p, χ̂, l )

 (4.3)

Lemma 19. For any strategy χ̂ and signal k, the functions E A and EY are continuous in p ∈
〈0,1〉K .

Proof. The probabilities Pr(nw winners|A) and Pr(nw winners|Y ) are continuous. The func-

tions E A and EY are sums of products of continuous functions, so they must be themselves

continuous.

Lemma 20. Functions E A and EY are well-defined for any χ̂, k and p ∈ 〈0,1〉K .

Proof. For fixed p, χ̂, γ and δ the functions E A , EY define each a system of K linear equations.

We can write this system as AEχ̂ = b, where Eχ̂ is a vector of corresponding payoff functions

Eχ̂(k), and b ∈RK . The matrix A is defined as

A := I− δ

K
(Pr(0 winners|χ̂(1)), . . . ,Pr(0 winners|χ̂(K ))) ·1T (4.4)

where I is a K ×K unit matrix and 1T a K -dimensional row vector of all 1.

This system of equations has a unique solution if the matrix A is non-singular. This is equiva-

lent to saying that det(A) 6= 0.

The matrix A is diagonally dominant, that is ai i >∑K
j=1, j 6=i |ai j |. This is because 0 < δ< 1, and

all the probabilities Pr(nw = c|χ̂(k)) ≤ 1. It is known that diagonally dominant matrices are

non-singular (Taussky (1949)). Therefore, a unique solution Eχ̂ of the system exists and the

functions E A , EY are well-defined.
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Suppose that given the probability vector p, there is a deterministic best-response strategy for

agent α χ̂p.

Theorem 21. If the functions E A(p, χ̂p,k) and EY (p, χ̂p,k) are well-defined and continuous in

any pk , there exists a probability vector p∗ = (p∗
1 , p∗

2 , . . . , p∗
K ) such that when for signal k, every

loser accesses a resource with probability p∗
k , each agent plays a best-response to the strategy of

everyone else.

Proof. Fix γ, δ, χ̂ and p for all l ∈ {1, . . . ,K }, l 6= k.

Let pk = 0. If EY ≥ E A , every loser is best off playing Y and it is a symmetric best-response.

If not, then let pk = 1. If in this case E A ≥ EY , every loser is best off playing A and again this is

a symmetric best-response.

Finally, if both EY < E A for pk = 0, and EY > E A for pk = 1, then from the fact that both

functions are well-defined and continuous for 0 ≤ pk ≤ 1, they must intersect for some 0 <
p∗

k < 1. For such p∗
k , the agents are indifferent between actions A and Y . Therefore, it is a

symmetric best-response when all the losers play A with probability p∗
k .

We now know that for any coordination signal k, there exists a symmetric best-response

given any set strategies χ̂(l ) for other coordination signals l 6= k. Therefore, there must exist a

probability vector p∗ such that for all coordination signals it is a symmetric best-response to

access with these probabilities.

Intuitively, Theorem 21 shows that for any uniform equilibrium convention ξ̂∗, there exists

a uniform equilibrium implementation π̂∗. The overall strategy is then a subgame-perfect

equilibrium of the repeated resource allocation game, as shown in Lemma 9.

To illustrate the different equilibrium payoffs agents can get when they adopt different con-

ventions, consider the resource allocation game with N = 4 agents and C = 1 (to simplify the

presentation, assume that K = 1). Assume that before round t , no resource has been claimed

yet, so there are n = 4 losers and c = 1 unclaimed resource. If some agent becomes a winner

in round t , the agents adopt an extended uniform convention that prescribes their strategies

from then on.

For comparison, assume that the agents can adopt either a convention ξ̂1, or a convention ξ̂2.

If they adopt convention ξ̂1, the winners have an expected payoff wξ̂1
= 4, and the losers an

expected payoff lξ̂1
= 0. On the other hand, if they adopt convention ξ̂2, the winners have an

expected payoff wξ̂2
= 2, and the losers an expected payoff lξ̂2

= 1.

Figure 4.2 shows the expected payoff functions (E 1
A and E 1

Y for the convention ξ̂1, and E 2
A

and E 2
Y for the convention ξ̂2), depending on the access probability p. We can see that the

equilibrium implementation payoff E∗
2 of the convention ξ̂2 is higher than the equilibrium

payoff E∗
1 of the convention ξ̂1, even though the sum of the winner and loser payoffs is higher
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4.1. Resource Allocation Game

Figure 4.2: Example of expected payoff functions for resource allocation game with N = 4
agents, C = 1 resources, cost of collision γ= 2 and discount factor δ= 0.8, given the access
probability p. The function E 1

A and E 1
Y are expected payoff functions of accessing and yielding,

when the agents use an extended convention ξ̂1. Similarly, E 2
A and E 2

Y are expected payoff
functions when the agents use an extended convention ξ̂2. Convention ξ̂1 has an expected
winner payoff wξ̂1

= 4, and expected loser payoff lξ̂1
= 0. Convention ξ̂2 has an expected

winner payoff wξ̂2
= 2 and expected loser payoff lξ̂2

= 1.

In the equilibrium implementation π1 of the convention ξ̂1, the agents access the resource
with probability p∗

1 , and their expected payoff is E∗
1 = 0. In the equilibrium implementation

π2 of the convention ξ̂2, the agents access the resource with probability p∗
2 < p∗

1 , and their
expected payoff is E∗

2 > E∗
1 = 0.
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for convention ξ̂1. This is because the loser receives a positive payoff when the agents adopt

a convention ξ̂2; the agents are less likely to “fight” to become a winner, and they access the

resource with a lower probability p∗
2 < p∗

1 . This way, there will be less collisions, and the agents

will receive a higher expected social payoff when they adopt the convention ξ̂2.

Clearly, any convention where the losers receive a positive payoff will have a higher equilib-

rium payoff than a convention where the losers’ payoff is 0. Intuitively, this is similar to the

result of Kuzmics et al. (2010) that in the Nash demand game, a socially efficient convention

must be strong ex-post payoff symmetric (see Section 2.3). However, it remains an open ques-

tion whether improving the losers payoff in general improves the equilibrium payoff, since

increasing the loser payoff usually leads to a decreasing winner payoff.

4.1.1 Calculating the Equilibrium

While the symmetric subgame perfect equilibrium is guaranteed to exist, in order to actually

play it, the agents need to be able to calculate it. It is not always possible to obtain the closed

form of the probability of accessing a resource. Therefore, we will show how to calculate the

equilibrium strategy numerically.

Let p be a probability vector, χ̂ a strategy and k a signal. Let p0 := (p1, p2, . . . , pk = 0, . . . , pK ), i.e.

vector p with pk set to 0. Let p1 := (p1, p2, . . . , pk = 1, . . . , pK ). From Theorem 21 we know that

either EY (p0, χ̂,k) > E A(p0, χ̂,k), or E A(p1, χ̂,k) > EY (p1, χ̂,k) or the two functions intersect

for some 0 ≤ pk ≤ 1. Furthermore, we know that E A(p0, χ̂,k) = wξ̂(c) since the probability

of successfully claiming a resource is 1 when everyone else yields, and also EY (p0, χ̂,k) = 0.

Therefore, EY (p0, χ̂,k) > E A(p0, χ̂,k) iff wξ̂(c) > 0.

W.l.o.g, we will assume that wξ̂(c) > 0. Algorithm 1 shows then how to calculate the probability

vector.

Algorithm 1 Calculating the equilibrium probabilities

for Each subset S ⊆ {1,2, . . . ,K } do
Let Σ be a system of equations
∀i ∉ S, Σ contains two equations for E(p, χ̂, i ). One corresponding to E A(p, χ̂, i ), one to
EY (p, χ̂, i ).
∀ j ∈ S, we set p j := 1. Σ contains only one equation for E(p, χ̂, j ), corresponding to
E A(p, χ̂, j ).
So Σ is a system of 2K −|S| equations with 2K −|S| variables.
Solve numerically the system of equations Σ.

if there exists a solution to Σ for which ∀i ∉ S, 0 ≤ pi ≤ 1 then
We have found a solution
break;

end if
end for
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4.2 Conventions

In the previous section, we have shown that we can find a symmetric way to reach any

equilibrium convention, provided the agents access the resources with a certain probability.

We have also shown how to calculate the resource access probability in every stage of the game.

In this section, we would like to show specific examples of the conventions that agents can

adopt, and discuss their properties.

4.2.1 Bourgeois Convention

The bourgeois convention is the simplest one. Once an agent has accessed a resource success-

fully for the first time, he will keep accessing it forever. We say that the agent has claimed the

resource. We don’t need any coordination signal to implement it, so we can set K := 1.

For N agents and C resources, we will describe the decision problem from the point of view of

agent α. Let c be the number of resources that have not been claimed yet, and n := N −C +c

the number of agents who have not claimed a resource yet. We define E (c,τ−α) as the expected

payoff of the best response strategy for agent α given the strategies τ−α of all the opponents.

Lemma 22. For any τ−α and ∀c ≥ 1, E(c,τ−α) ≥ 0.

Proof. No matter what is the strategy of the opponents, if agent α chooses to always yield, its

payoff will be 0.

Lemma 23. If the opponents’ strategies τ−α are such that the agent α is indifferent in every

round between yielding and accessing, E(c,τ−α) = 0 for all c ≥ 1.

Proof. If the agent α is indifferent between actions Y and A in every round, that means that it

is indifferent between a strategy that prescribes Y in every round and any other strategy. The

(expected) payoff of the strategy that prescribes always Y is 0. Therefore, the expected payoff

of any other strategy must be 0 as well.

For the purpose of our problem, all the unclaimed resources are identical. Therefore the only

parameter of the agent strategy is the probability with which it decides to access – the resource

itself is then chosen uniformly at random. Lemma 23 shows a necessary condition for agent α

to be indifferent. The following lemma shows a sufficient condition:

Lemma 24. Assume at round r there are c unclaimed resources. Then there exists a unique 0 ≤
p∗ ≤ c such that if all opponents who haven’t claimed any resource yet play A with probability

p∗
c = c

(
1− n−1

√
|γ|

|γ|+ 1
1−δ

)
, agent α is indifferent between yielding and accessing.

Proof. From Lemma 23 we know that when agent α is indifferent, it must be that E (c,τ−α) = 0

for all c ≥ 1.
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The expected profit to agent α from playing A and then following best-response strategy (with

zero payoff) is

E A(c,τ−α) =
(
1− p

c

)n−1
· 1

1−δ +
[

1−
(
1− p

c

)n−1
]
· (−γ) (4.5)

Here p is the probability with which the opponents access. We want E A(c,τ−α) = EY (c,τ−α) = 0.

This holds if p∗
c is defined as in the theorem above.

Function E A is decreasing in p on the interval [0,c], while function EY is constantly 0. There-

fore, the intersection is unique on an interval [0,c].

Lemma 25. Assume that all the opponents who haven’t claimed any resource access a resource

with probability p < p∗
c . Then it is best-response for agent α to access.

Proof. The probability that agent α claims successfully a resource after playing A is

Pr(claim some resource|A) :=
(
1− p

c

)n−1
(4.6)

This probability increases as p decreases. Therefore the expected profit of accessing is increas-

ing, whereas the profit of yielding stays 0.

Theorem 26. Define an agent’s strategy τ as follows: If there are c unclaimed resources, play

A with probability pc := mi n
(
1, p∗

c

)
(where p∗

c is defined in Lemma 24). Then a joint strategy

profile τ = (τ1,τ2, . . . ,τN ) where ∀c,τc = τ is a subgame perfect equilibrium of the infinitely

repeated resource allocation game.

Proof. If p∗
c < 1, any agent is indifferent between playing Y and playing A, therefore will

happily follow strategy τ. If 1 = pc < p∗
c , it is best response for any agent to play A, just as the

strategy τ prescribes.

Theorem 27. For all c ∈N, if pc = p∗
c , E(c,τ−α) = 0.

Proof. We will proceed by induction.

For c = 0, the expected payoff is trivially E(0,τ−α) = 0, because there are no free resources.

Let ∀ j < c,E ( j ,τ−α) = 0 and pc = p∗
c . If agent α plays Y , the expected payoff is clearly 0 (it will

be 0 now and 0 in the future from the induction hypothesis). If agent α plays A, the expected
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payoff is

E A(c,τ−α) :=
(
1− pc

c

)n−1
· 1

1−δ
+

[
1−

(
1− pc

c

)n−1
]
· (−γ)+δ

c∑
j=0

qc j E( j )
(4.7)

Because of the way the p∗
c is defined, and from the induction hypothesis E ( j ,τ−α) = 0 for j < c ,

we get

E A(c,τ−α) := δqcc E(c,τ−α)

= δqcc max{E A(c,τ−α),EY (c,τ−α)}
(4.8)

Since δqcc < 1, it must be that E A(c,τ−α) = 0.

Theorem 28. If pc < p∗
c , E(c,τ−α) > 0.

Proof. From Lemma 25 we know that when pc < p∗
c , it is a best response to access, so

E(c,τ−α) = E A(c,τ−α). From Lemma 22 we know that for all j , E( j ) ≥ 0. If pc < p∗
c , from

the definition of E A(c,τ−α) (Equation 4.7) we see that E(c,τ−α) > 0.

Theorem 28 shows that if we have enough resources so that p∗
c ≥ 1, the expected payoff for the

agents, even when they access all the time, will be positive.

Given the number of agents N , discount factor δ and collision cost γ, the necessary number of

resources c∗ for the expected to be positive is:

c∗ := 1

1− n−1

√
|γ|

|γ|+ 1
1−δ

(4.9)

Figure 4.3 illustrates the value of c∗ depending on N , δ, and γ respectively.

Let us now look at the price of anonymity for the bourgeois convention (as defined in Definition

24). The highest social payoff any strategy profile τ can achieve in an N -agent, C -resource

allocation game (N ≥C ) is

maxE(τ) := C

1−δ . (4.10)

This is achieved when in every round, every resource is accessed by exactly one agent. Such

strategy profile is obviously asymmetric.

If each agent knew which part of the bourgeois convention to play at the beginning of the

game, this convention would be socially efficient. However, when the agents are anonymous,

they have to learn which part of the convention they should play through randomization. For
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Figure 4.3: Minimum number of resources c∗ needed for the expected payoff of bourgeois
convention to be positive, depending N , δ, and γ. One parameter is varying, the other
parameters are set to N = 10, δ= 0.8, γ= 2. For varying N , the dashed line shows when c = N .

the bourgeois convention for small C , this randomization wipes out all the efficiency gains.

Therefore, its price of anonymity is infinite.

4.2.2 Market Convention

We saw that the bourgeois convention leads to zero expected social payoff for a small number

of resources. We would like to improve the expected payoff here. In the bourgeois convention,

the agents receive zero expected payoff because the demand for resources is too high compared

to the supply. We need to decrease the demand, while increasing the supply. This is often

achieved through markets. Shneidman et al. (2005) present some of the reasons why markets

might be appropriate for resource allocation.

We assume the following:

• Agents can observe K ≥ 1 coordination signals.

• Agents have a decreasing marginal utility when they access a resource more often. More

precisely, successfully accessing some resource for each additional signal will have less

additional utility compared to the previous signals (see Figure 4.4 for an illustration).

• They pay a fixed price per each successful access, to the point that each agent prefers to

access a resource only for one signal out of K . In practice, this could be implemented by

a central authority that observes the convergence rate of the agents, and dynamically

increases or decreases the price to achieve convergence.

Such assumptions define what we call “market” convention, where the winners only access

their claimed resource for the signals they observed when they first claimed it. The price

the agents have to pay serves to decrease the demand. The coordination signal effectively

increases the supply of resources K -times, because the resource allocation may be different

for each of the signal values.
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Figure 4.4: An example of a decreasing marginal utility function, given the number of signals
for which an agent successfully accesses some resource.

We know that we can implement this convention for C ≥ 1 resources using symmetric play

(see Section 4.1). We can also use Algorithm 1 to calculate the access probabilities. For the

ease of exposition, we will first describe the market convention for C = 1 resource. Then we

will generalize the description to C > 1 resources.

One Resource

When each agent only accesses the resource for one signal, we need K = N signals to make

sure everyone gets to access once.

In the N -agent, 1-resource case, imagine there are still n agents playing and (N −n) agents

who have already claimed the resource for some signal. Imagine that the n agents observe one

of the n signals for which no resource has been claimed.

Assume that all agents access the resource with probability pn . The expected payoff of access-

ing a resource for agent α is

E A(pn ,n) := (1−pn)n−1 ·
(
1+ δ

N
· 1

1−δ
)

+ [
1− (1−pn)n−1] ·[−γ+ δn

N −δ(N −n)
E A(pn ,n)

] (4.11)

The expected payoff of yielding for agent α is

EY (pn ,n) := (n −1)pn(1−pn)n−2E(n −1)

+ [
1− (n −1)pn(1−pn)n−2] δn

N −δ(N −n)
EY (pn ,n)

(4.12)

When pn = 1, accessing a resource will always lead to a collision, so the payoff of accessing will
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Figure 4.5: Market convention: Price of anonymity for C = 1, K = N , γ= 0.5 and varying δ.
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Figure 4.6: Market convention: Price of anonymity for C = 1, K = N , δ= 0.9 and varying γ.

be negative. When pn = 0, accessing a resource will always claim it, so the payoff of accessing

will be positive. In the equilibrium, the agents should be indifferent between accessing and

yielding. Therefore, we want to find p∗
n such that E A(p∗

n ,n) = EY (p∗
n ,n) = E(n).

Finding a closed form expression for p∗
n is difficult, but we can use Algorithm 1 to calculate

this probability, as well as the expected payoff E(n), numerically.

Figures 4.5 and 4.6 show the price of anonymity of the market convention (as defined in

Definition 24) of the market convention for varying discount factor δ, and varying cost of

collision γ, respectively. From Section 4.2.1, we saw that the price of anonymity for C = 1 is

∞. On the contrary, for the market convention this price is in both cases finite and relatively

small.
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Multiple Resources

Assume now that C ≥ 1. In any given round, we will denote c := (c1,c2, . . . ,cK ) the vector

of resources which have not been claimed yet for each value of the coordination signal k ∈
{1,2, . . . ,K }.

For a given vector of unclaimed resources c and a probability vector p := (p1, p2, . . . , pK ), we

will define the expected payoff functions E A(n,c,p,k) and EY (n,c,p,k) of agent α if she takes

actions A and Y , respectively. Here n is the number of agents who have not claimed any

resource yet, and k is the signal the agents observe in the current round.

From Theorem 21 we know that there exists an equilibrium for the market convention. For

vector of unclaimed resources c we can define two equilibrium payoff functions: E (n,c,k) the

expected payoff when the agents observe signal k, and E(n,c) the expected payoff before the

agents observe the coordination signal. We can see that

E(n,c) := 1

K

K∑
k=1

E(n,c,k).

The functions E A(n,c,p,k) and EY (n,c,p,k) are defined as follows:

E A(n,c,p,χ,k) := Pr(α wins|A) ·w + (1−Pr(α wins|A)) · (−γ)

+
min(ck ,n)∑

nw=1
Pr(α loses, nw winners|A) ·δ ·E(n −nw , (c1, . . . ,ck −nw , . . . ,cK ))

+Pr(α loses, nw = 0|A) ·
[
δ

K
·

K∑
l=1

Eχl (n,c,p, l ,χ)

] (4.13)

EY (n,c,p,χ,k) :=
min(ck ,n)∑

nw=1
Pr(nw winners|Y ) ·δ ·E(n −nw , (c1, . . . ,ck −nw , . . . ,cK ))

+Pr(nw = 0|Y ) · δ
K

·
K∑

l=1
Eχl (n,c,p, l ,χ)

(4.14)

Here the winner payoff w is defined as w := 1+ δ
K ·(1−δ) . This is because the winner will transmit

for only one signal: once in the current round, and than in any future round with probability
1
K .

What are the probabilities that there will be nw winners in each of the cases? We will start

with the simplest case, Pr(nw winners|Y ), given that there are n agents (including agent α), ck

resources and all agents except α play action A with probability pk .

The problem of calculating this probability is very similar to the well-known balls-and-bins

67



Chapter 4. Non-cooperative Resource Allocation

problem (Raab and Steger (1998)). In the balls-and-bins problem we assume that we have n

balls who are each randomly assigned into one of the c bins. The goal is to find a probability

that i bins will have exactly one ball in them. We will express this probability as φ(n,c, i ).

There are Ni ways to pick some i balls and place them into some i bins so that each bin has

one ball,

Ni :=
(

c

i

)(
n

i

)
· i ! · (c − i )n−i (4.15)

The total number of ways to place n balls in c bins so that exactly i have one ball can be then

obtained from the generalized inclusion-exclusion principle:

min(c,n)∑
j=i

(−1) j−i

(
j

i

)
N j =

min(c,n)∑
j=i

(−1) j−i

(
j

i

)(
c

j

)(
n

j

)
· j ! · (c − j )n− j

= n!

(
c

i

)
min(c,n)∑

j=i
(−1) j−i

(
c − i

j − i

)
(c − j )n− j

(n − j )!

(4.16)

In the simplification above, we use the absorption identity
( j

i

)(c
j

)= (c
i

)(c−i
j−i

)
.

There are a total of cn ways to arrange n balls into c bins. Therefore, the probabilityφ(n,c, i ) is

φ(n,c, i ) := n!

cn

(
c

i

)
min(c,n)∑

j=i
(−1) j−i

(
c − i

j − i

)
(c − j )n− j

(n − j )!
(4.17)

How can we use the function φ to calculate Pr(nw winners|Y )? The n −1 agents (other than

α) decide to play action A with probability pk , and then choose the resource to access ran-

domly. The agents who choose to access a resource correspond to the balls-and-bins problem.

Therefore,

Pr(nw winners|Y ) :=
n−1∑
i=0

(
n −1

i

)
p i

k · (1−pk )n−1−i ·φ(i ,c,nw ). (4.18)

To calculate the probability Pr(α wins|A), we can proceed as follows. We assume w.l.o.g that α

accesses resource 1. There will be some i agents (out of n −1) who will choose action A. We

then need all of them to choose other resource than 1. Therefore,

Pr(α wins|A) :=
n−1∑
i=0

(
n −1

i

)
·p i

k · (1−pk )n−1−i
(
1− 1

c

)i

(4.19)

Finally, to calculate the probability Pr(α loses, nw winners|A), we can use again the balls-and-

bins problem. Given that there are 0 ≤ i ≤ n −1 agents who choose action A, there will be
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Figure 4.7: Market convention: Price of anonymity for N = 6, C = 3, K = 2, γ= 0.5 and varying
δ.
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Figure 4.8: Market convention: Price of anonymity for N = 6, C = 3, K = 2, δ= 0.9 and varying
γ.

0 ≤ j ≤ i agents who choose the same resource as agentα. The remaining (i− j ) agents face the

same balls-and-bins problem for c −1 bins (1 bin is already occupied by agent α). Therefore,

Pr(α loses, nw winners|A) :=
n−1∑
i=1

(
n −1

i

)
p i

k (1−pk )n−1−i
i∑

j=1

(
i

j

)(
1

c

) j (
1− 1

c

)i− j

·φ(i − j ,c −1,nw )
(4.20)

Now that we have expressed the expected payoff functions E A and EY explicitly, we can use

Algorithm 1 to calculate the equilibrium access probabilities and expected payoffs.

Figures 4.7 and 4.8 show the price of anonymity of the market convention for C = 3, K = 2

and N =C ·K = 6. When the discount factor δ grows, the price of anonymity decreases (note

that in Figure 4.7 the y-axis is logarithmic). This is because for small δ, the benefit of winning
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the resource right away is much higher than the payoff of winning later. On the other hand,

as δ gets closer to 1, the agents don’t care whether they win now or later. Since the market

convention guarantees that everyone will be able to access some resource for some signal

value, when δ→ 1, the expected payoff of winner and losers will be the same. Also, as δ→ 1,

the cost the agents have to pay for learning the convention decreases compared to the payoff

they obtain after they have learnt it.

When γ increases, the price of anonymity increases. The cost of collision has a direct effect on

the expected payoff functions E A and EY . Therefore, the expected equilibrium payoff will be

higher if the cost is lower. Changing the γ has no effect on the optimal asymmetric outcome

though, since the agents don’t have to pay any cost because there are no collisions.

Calculating the equilibrium access probabilities for the market convention is difficult – we

need to use a numerical algorithm, and as the number of signals K grows, the number of

equations grows exponentially. So we would like to find access probabilities which are easy to

compute and for which the agents’ incentive to deviate is too small. Indeed, game theory is

often interested in ε-equilibria, in which no agent can improve her payoff by more than ε> 0.

The market pricing ensures that each agent only wants to access a resource for one signal

value. It also doesn’t depend on the access probabilities of the agents, only on their utility

functions. Once the agents converge to the asynchrony round (i.e. a pure-strategy NE of the

resource allocation for every signal value), their future expected payoff will be

K −1

1−δ , (4.21)

and no agent can improve her payoff by deviating since the players are playing a PSNE of the

stage game in each round.

If the agents who haven’t claimed their resource yet play action A with a constant probability

0 < pconst < 1, the expected time before the reach the asynchrony is finite. (from the properties

of the balls-and-bins problem, see Section 4.2.3, or Raab and Steger (1998)). We can prove the

following theorem:

Theorem 29. Suppose that in the N -agent, C -resource allocation game, the agents adopt

the market convention with the following implementation: The agents who haven’t claimed

any resource yet play action A with a constant probability pconst (we call this the constant-

probability implementation). Let E(δ) be the expected payoff for each agent in this case for a

given discount factor δ. Let E ′(δ) be the expected payoff of the best-response strategy to this

convention and implementation.

Then for any ε> 0, there exists 0 < δ0 < 1 such that for all δ, δ0 ≤ δ< 1,

E(δ)

E ′(δ)
> 1−ε. (4.22)
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Proof. Because of the market pricing, each agent only wants to access one resource for one

value of the coordination signal. So the best-response payoff E ′ is

E ′(δ) ≤ K −1

1−δ , (4.23)

no matter what strategy do the other agents play.

When the agents adopt the market convention with the constant-probability implementation,

then in every round until they converge to a PSNE, they receive a payoff between γ< 0 (the

collision cost) and 1. After they reach the PSNE, their expected payoff is

K −1

1−δ (4.24)

as stated above. We can therefore say that

E(δ) ≥
∞∑

i=0
Pr(agents reach PSNE in i steps) ·

[
γ · 1−δi

1−δ +K −1 · δi

1−δ
]

(4.25)

We can define a random variable X such that X = i if the agents reach a PSNE after exactly i

steps. From the properties of the expected value, we can ee that

E(δ) ≥ γ · (1−E
[
δX

]
)+K −1 ·E

[
δX

]
1−δ . (4.26)

The function φ(x) := δx is a convex function. From the Jensen’s inequality (Jensen (1906)), we

know that

E
[
δX ]≥ δE [X ]. (4.27)

Therefore,

E(δ)

E ′(δ)
≥ γ · (1−δE [X ]

)+K −1 ·δE [X ]

K −1 . (4.28)

The expected time E [X ] to reach the PSNE is finite and doesn’t depend on δ, so we can treat is

as a constant. Because δE [X ] is continuous in δ, monotonous and limδ→1− δ
E [X ] = 1, we can

see that for a given ε> 0, there exists 0 < δ0 < 1 such that for all δ, δ0 ≤ δ< 1,

E(δ)

E ′(δ)
> 1−ε. (4.29)

By ensuring that each agent only wants to access some resource for one signal value, the

market convention makes the cooperative strategy from Chapter 3 almost rational.
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4.2.3 Expected Convergence

In this section, we will analyze what is the expected number of rounds the agents need to

converge to a perfect allocation of resources (one where all resources are used by exactly one,

and there are no collisions). We will first prove an upper bound on the expected number of

steps to the convergence for the bourgeois convention, and then present experiments for the

market convention.

Bourgeois Convention

In order to prove the convergence of the bourgeois convention, we will describe its execution

as a Markov chain (as we did in Chapter 3).

A Markov chain describing the execution of the bourgeois convention in N -agent, C -resource

allocation game is a chain whose state at round t is X t ∈ {0,1, . . . ,C }, where X t = c means that

there are c unclaimed resources at round t . We will again use the Theorem 7 to derive an

upper bound on the hitting time. We first need to calculate the expected state E(X t+1|X t = c).

Lemma 30. Let X t = c, and let there be n := N −C + c agents who have not claimed a resource

yet. Let us denote q(n,c) = p
c ·n · (1− p

c

)n−1
that a resource i will be claimed in round t if the

agents play the subgame-perfect equilibrium strategy vector described above.

Then the next expected state is

E(X t+1|X t = c) := (
1−q(n,c)

) · c

Proof. For a resource i , we can denote Wi the random variable, where Wi = 1 if the resource

i has been claimed in round t , and Wi = 0 otherwise. The random variable Wi is Bernoulli-

distributed with probability q(n,c) .

The next expected state is then

E(X t+1|X t = c) = c −E

[
c∑

i=1
Wi

]
= c −

c∑
i=1

E [Wi ] = (
1−q(n,c)

) · c, (4.30)

because E [Wi ] = q(n,c).

In the following lemmas, we will denote

λ := |γ|
|γ|+ 1

1−δ
(4.31)

Lemma 31. For a given collision cost γ and discount factor δ, there exists a constant 0 <µ< 1

such that for c ≤µ ·n, p∗ < 1.
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Proof. According to the definition of the subgame perfect equilibrium strategy, p∗ := c ·(
1− n−1

p
λ
)
.

We want p∗ < 1, which is equivalent to

c ·
(
1− n−1

p
λ
)
< 1 (4.32)(

1− 1

c

)n−1

<λ (4.33)

(4.34)

We know that c ≤µ ·n, so(
1− 1

c

)n−1

≤
(
1− 1

µ ·n

)n−1

≤ e−µ. (4.35)

If we therefore set µ such that e−µ <λ, the access probability p∗ < 1.

Lemma 32. For given γ and δ, there exists 0 < η< 1 such that for any c,

E(X t+1|X t = c) ≤ (
1−η) · c

Proof. We will prove the lemma for two cases: when p∗ < 1 and when p∗ = 1.

First, let us prove the case p∗ < 1, that is p∗ = c ·
(
1− n−1

p
λ
)
. Therefore, q(n,c) =

(
1− n−1

p
λ
)
·n ·λ.

It can be shown that for any n,

q(n,c) =
(
1− n−1

p
λ
)
·n ·λ≥−λ logλ. (4.36)

Now let p∗ = 1. From Lemma 31 it must be that c >µ ·n. Then

q(n,c) := c

n
·
(
1− 1

c

)n−1

≥µ ·
(
1− 1

µ ·n

)n−1

, (4.37)

because q(n,c) is increasing with c.

Now

µ ·
(
1− 1

µ ·n

)n−1

≥µ ·e−µ. (4.38)

For fixed γ, δ, the µ and λ are constants, so we can set η as

η := min(µ ·e−µ,−λ logλ). (4.39)
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From above, this proves the lemma.

Theorem 33. The expected time for the agents to converge to a resource allocation where all the

resources are claimed is O(logC ).

Proof. We have shown how we can express the expected convergence time as expected hitting

time of a certain Markov chain.

From Lemma 32 we saw that there exists η such that for any c,

E(X t+1|X t = c) ≤ (
1−η) · c.

We can now combine this result with Theorem 7 to show that the expected hitting time from

the state C to state 0 is

k0
N < dlog 1

1−η
Ce+ 1

η
≈O

(
1

η
· logC

)
=O(logC ), (4.40)

because η is a constant.

Market Convention

For the market convention, it is unfortunately very difficult to express the expected number of

convergence steps in a closed-form expression. However, we can use Theorem 5 to calculate

the expected number of convergence steps for a given parameters N , C , K , γ and δ .

The Markov chain for the market convention for K signals and C resources looks as follows:

Its state at time t is Vt ∈ {0,1, . . . ,C }K , where Vtk denotes how many resources have not been

claimed for signal k. The initial state V0 is such that V0k =C for all k ∈ {1, . . . ,K }. If N ≥C ·K ,

the final state is when Vtk = 0 for all k. When N <C ·K , the final states are such that

The transition probabilities between two states Vi and V j , Vi 6=V j , are the following: Suppose

∃k : V jk < Vik and ∀l 6= k : V jl 6= Vil . Let us denote c := Vik , i.e. the number of unclaimed

resources in state Vi for signal k, and n := N − (C −Vik ) the number of agents who have not

claimed any resource for signal k in state Vi .

Pr(Vt+1 =V j |Vt =Vi ) := 1

K

n∑
m=0

(
n

m

)
pm

k (1−pk )n−m ·φ(m,c,Vik −V jk ) (4.41)

Otherwise if V j 6=Vi , Pr(Vt+1 =V j |Vt =Vi ) := 0.

Figure 4.9 shows the expected number of rounds to converge for varying δ. The influence of δ

on the convergence time is negligible. Figure 4.10 shows the convergence for varying collision
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Figure 4.9: Market convention: Expected number of convergence steps given N = 6, C = 3,
K = 2, γ= 1.0 and varying δ.
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Figure 4.10: Market convention: Expected number of convergence steps given N = 6, C = 3,
K = 2, δ= 0.9 and varying γ.
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Figure 4.11: Market convention: Expected number of convergence steps given K = 2, δ= 0.9,
γ= 1.0 and varying number of resources C and agents N = 2 ·C .

ex-post fair efficient rational
C&F’11 (X)1 X no

Bourgeois no no X
Egalitarian2 X X X

Market X ? X

Table 4.1: Properties of conventions

cost γ. For γ close to 0, the convergence time remains stable. However, for very high cost γ,

the convergence time increases linearly with γ. In this case, the high cost of collision drives

the resource access probability low, because agents try to avoid collisions “at all costs”.

Figure 4.11 shows the expected convergence when we increase number of resources C and

number of agents N proportionally. The increase in convergence time is still sub-linear to the

increase in C .

4.2.4 Convention Properties

We compare the properties of the following conventions: C&F’11, a channel allocation algo-

rithm presented in Chapter 3; bourgeois, presented in Section 2.3; egalitarian, presented in

Section 2.3; and market, presented in this chapter.

We compare the conventions according to the following properties:

1Fair asymptotically, as N →∞.
2Only for 2-agents, 1-resource games.
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4.3. Folk theorems and symmetric equilibria

Ex-post fairness Is the expected payoff to all agents the same even after asynchrony?

Efficiency Does the convention maximize social welfare among all possible conventions?

Rationality Is it an equilibrium for the agents to adopt the convention?

Table 4.1 summarizes the properties of the conventions. The C&F’11 convention is only

approximately ex-post fair. The fairness is improving as the number of coordination signals

increases, but some agents might have a worse payoff than others. On the other hand, it

is efficient, at least with no discounting (δ = 1). However, it is not rational. The bourgeois

convention is neither fair nor efficient, in fact the expected payoff to the agents is 0 (for a small

number of resources). It is rational though, since the agents are indifferent between being

a winner and a loser. The egalitarian convention is fair, efficient and rational. However, it

only works for games of 2 agents and 1 resource. Finally, the market convention is fair and

rational. It is clearly more efficient than the bourgeois convention. Nevertheless, finding the

most efficient convention remains an open problem.

4.3 Folk theorems and symmetric equilibria

In the previous sections, we have analyzed a special kind of symmetric equilibria of the

resource allocation game. The agents first followed a Markovian implementation, and as soon

as they play a pure-strategy NE, they adopted a convention. For the general infinitely repeated

games with discounting, the so-called folk theorem (Theorem 3, Section 2.1.1) characterizes

the entire set of payoffs that can be achieved in a Nash equilibrium of the repeated game.

According to the Folk theorem, any convex combination of payoffs achieved in the stage

game can be achieved as an average payoff in the infinitely repeated game, provided that

the discount factor is high enough and provided the payoffs Pareto-dominate the minimax

payoff. For the resource allocation game, the minimax payoff is (0,0, . . . ,0) and is achieved in

the mixed strategy Nash equilibrium.

Our focus so far has been on finding symmetric equilibrium strategies. The folk theorem

doesn’t say anything about whether the equilibrium strategy will be symmetric, even if the

payoff vector is symmetric. Nevertheless, we can define another class of symmetric strategies

of the infinitely repeated game, than the one based on conventions and their implementations.

The strategies have the following form: The players follow a symmetric (mixed) strategy of the

stage game. If one player deviates from this strategy, other players punish her by following

the minimax strategy. From the Folk theorem, such strategy can be sustained as the Nash

equilibrium of the repeated game (though not necessarily a subgame-perfect equilibrium).

A symmetric strategy of the stage resource allocation game is a vector of access probabilities

q = (q1, q2, . . . , qC ) where qc is the probability that each agent will access resource c. We are

interested in finding access probability vector q∗ which achieves the highest expected payoff.
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For a given access probability vector q, the expected payoff that an agent receives is as follows:

E(q) :=
C∑

j=1
q j ·

[
(1−q j )N−1 ·1− (

1− (1−q j )N−1) · |γ|] (4.42)

Theorem 34. For a resource allocation game with N = 2 agents and C = 1 resource, the resource

access probability which maximizes the expected payoff of the stage game is

q∗ = 1

2
· 1

1+|γ| . (4.43)

The highest expected payoff of a symmetric strategy in the stage game is then

E∗ = 1

4
· 1

1+|γ| . (4.44)

The price of anonymity of the strategy which accesses with probability q∗ is then 4 · (1+|γ|).

Proof. We calculate the derivative of expected payoff function from Equation 4.42 for N = 2

and C = 1:

∂E(q)

∂q
= 1−2q · (1+|γ|)

Setting the first derivative equal to 0, we get

q∗ = 1

2
· 1

1+|γ| .

Since the second derivative is

∂2E(q)

∂2q
=−1−|γ| < 0,

the probability q∗ is a point where the expected payoff function E (q) reaches a local maximum.

For the general case of resource allocation game with N agents and C resources, we can find

the probability vector which maximizes the Equation 4.42 (given the constraint
∑C

j=1 q j ≤ 1)

using a numerical algorithm.

Figure 4.12 compares the price of anonymity of the folk-theorem-based symmetric strategy

with the price of anonymity of the market convention, for N = 3 agents and C = 1 resource.

Since the price of anonymity of the folk theorem strategy doesn’t depend on the discount

factor δ (it only needs to be high enough for the strategy to be an equilibrium), we only show

the graph for varying collision cost γ. The price of anonymity of the folk-theorem strategy is
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Figure 4.12: Price of anonymity of the symmetric strategy following from the folk theorem,
compared to the price of anonymity of the market convention for N = 3, C = 1 and varying
cost of collision γ.

an order of magnitude higher than the price of anonymity of the market convention. We can

see that allowing the agents to learn to alternate using a market convention can bring higher

social payoff than when they play the most efficient symmetric strategy of the stage game.

4.4 Conclusions

In this chapter we have analyzed symmetric subgame-perfect equilibria of the infinitely

repeated resource allocation game where agents discount future payoffs with a discount factor

0 < δ< 1. We focused on equilibria with the following general structure (described already in

Chapter 2): The agents first start by choosing their actions randomly, and as soon as they reach

an efficient resource allocation, they adopt a convention that prescribes their play from then on.

We have defined the augmented convention, that allows the agents to condition their strategy

on the value of global coordination signal (such as the one described in Chapter 3). We have

shown that for any augmented equilibrium convention of the resource allocation game, there

exists an equilibrium implementation. An implementation prescribes the same randomized

strategy to all the agents who have not yet successfully accessed some resource. We have

presented a numerical algorithm that one can use to calculate the equilibrium implementation

strategies for a given convention.

We have defined two conventions, the bourgeois and the market convention. We have ana-

lytically shown the equilibrium implementation access probabilities. When the number of

resources is low compared to the number of agents, the bourgeois convention leads to zero
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equilibrium payoff to the agents. Therefore, its price of anonymity (as defined in Section 2.4)

is infinite. The market convention decreases the conflict between the agents and increases the

expected payoff. It increases the resource supply by assuming a global coordination signal,

that allows the agents to adopt a different resource allocation for each signal value. At the

same time, the market convention decreases the demand for resources by charging the agents

a price for each successful access of a resource. This way, if we assume that the agents have

decreasing marginal utility from accessing more often, we can set the price such that each

agent only wants to access a resource for one signal value. For K signals, this increases the

capacity K -times. We have proven analytically that for the bourgeois convention, the agents

converge to an efficient resource allocation in time logarithmic in the number of resources C .

In the future work, we would like to investigate whether there exist more efficient conventions

than the market convention (i.e. conventions with smaller price of anonymity). In general,

finding an optimal convention is an NP-hard problem (Balan et al. (2011)), but for a more

restricted set of infinitely repeated resource allocation games, we might be able to find the

optimal convention, similar to the Thue-Morse sequence (Richman (2001)) used by Kuzmics

et al. (2010) in the Nash demand game.
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5 Conclusions

In this thesis, we have analyzed problems where multiple independent agents try to access a

set of resources, and where each resource can be only used by one agent at a time. Examples

of such problems include: wireless networks, where only one device may transmit on a given

channel; allocating parking lots, where each parking lot can only be occupied by one vehicle at

a time; and auctions, where bidders prefer to participate in an auction with less competition,

so as to obtain a lower price for the desired good.

The main difficulty in this kind of resource allocation problems is that all the agents prefer

the same outcome – each agent prefers to be the one who can access the resource. But when

all the agents try to access the resource simultaneously, they collide. In order to resolve this

conflict, the agents need to coordinate their access. This coordination can be either centralized

(where a central authority decides on the allocation, and communicates it to the agents), or

decentralized, where the agents decide for themselves which resource they should access, and

when. In this thesis, we have focused on the decentralized coordination.

We have compared decentralized coordination schemes with respect to three main criteria:

1) efficiency, i.e. how often is each resource accessed by one agent only; 2) fairness, i.e.

whether all the agents can access some resource roughly equally often; and 3) rationality,

that is whether agents who try to maximize their own utility have an incentive to follow the

prescribed coordination scheme.

We have analyzed two different settings for decentralized resource allocation: 1) cooperative,

where the agents do not optimize their own utility per se, and follow the prescribed protocol;

and 2) non-cooperative, where each agent acts to maximize her own utility, without any regard

to the utility of the other agents. In the cooperative setting, we have only tried to achieve

efficiency and fairness, whereas in the non-cooperative setting, we have focused on rationality

as well.
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Cooperative Resource Allocation

In this thesis, we have designed a novel approach to achieve a fair and efficient allocation

in the cooperative resource allocation problem. We have assumed that the agents access

the resources repeatedly, in slots. At the beginning of each slot, all the agents observe a

global coordination signal, on which they condition their strategy for that slot. In practice,

this coordination signal can be implemented using common clock, radio broadcasting, by

observing the decimal part of a specified stock price, etc. The agents learn a different resource

allocation for each signal value. Since for each signal, the resource allocation is efficient,

the overall resource allocation is efficient too. This is a marked improvement over existing

protocols such as ALOHA, that rely on random access with back-off, and that can only achieve

a throughput of 37%.

When the resource allocation problem is modeled as a game, the ideal outcome is a correlated

equilibrium. The canonical definition of correlated equilibrium assumes a “smart” correlation

device, that then tells the “stupid” agents which action to play. In contrast, our solutions

assumes “stupid” signal that is not specific to the game, and “smart” agents, who use this

signal to learn their strategy.

To learn an efficient allocation, we have proposed a simple algorithm based on randomized

back-off. The agents start accessing a randomly chosen resource, and if they collided, in the

next round of the game they yield (not access any resource) with a fixed probability. On the

other hand, an agent who yielded monitored a randomly chosen resource, and if this was free,

the agent accesses it in the next round. This algorithm has an advantage that the agents only

need to observe the state of one resource: either the resource they access, or the resource they

monitor when they yield. They also need only binary feedback – whether the resource was

occupied or not, and whether they collided or not.

We have shown that for an N -agent, C -resource allocation game, our algorithm converges to

an efficient allocation in polynomial time with respect to N and C . Since the algorithm is ran-

domized, and since for each coordination signal, the strategies of the agents are independent,

the resulting allocation for each signal value is randomly drawn from the space of all efficient

allocations. The fairness of this allocation, as measured by Jain index, improves as the number

of signals K increases.

We have experimentally evaluated our algorithm. We have proposed several modifications of

our back-off algorithm, where the back-off probability depends on the number of signals for

which the agent already accesses some resource. That way, the agents who access less often

back off with lower probability than agents who access more often. This way, they reach an

allocation that is more fair.

We have also empirically analyzed the performance of our learning algorithm in case the agent

population is dynamic. This is very common for example in wireless networks. We have looked

at four scenarios: agents who join later (this corresponds to new nodes joining a wireless
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network), agents who restart themselves and start learning from scratch, agents who observe

noisy coordination signal, and agents who receive noisy feedback about the occupancy of a

resource they accessed.

When new agents join the network, our algorithm is still able to reach an efficient allocation.

However, if the new agents are very greedy (and they attempt to access a resource for every

signal value), the resulting resource allocation will be unfair. When agents restart their strate-

gies, a strategy that converges faster can have higher efficiency than a more complex, albeit

more fair strategy. When the agents receive noisy feedback or noisy coordination signal, our

learning algorithm is still able to reach efficient and fair allocation, provided the noisy is low.

Finally, we have compared our learning algorithm to generic multi-agent learning algorithms.

These generic algorithms are based on the idea of regret minimization (that is, the minimiza-

tion of the ex-post difference between the actual payoff and a payoff that the agent could

have obtained had she used a different, simple strategy). These regret-based algorithms have

been theoretically proven to converge to a distribution of play that is close to a correlated

equilibrium. However, when applied to the resource allocation problem, they converged in

vast majority of experiments to a single resource allocation. Therefore, their allocation, while

efficient, was very unfair compared to the allocation achieved by our algorithm. At the same

time, their convergence to an efficient allocation was much slower than for our single-purpose

algorithm.

Non-cooperative Resource Allocation

While our coordination scheme for the cooperative resource allocation was able to achieve

efficient and fair allocation, it was not rational for self-interested agents to adopt it; such a

self-interested agent could access a resource all the time, and make everyone else back off.

This is sometimes called the “watch out I am crazy” or “bully” strategy (Littman and Stone

(2002)).

To design a rational resource allocation scheme, we have considered the infinitely repeated

resource allocation game, where the agents discount future payoffs with a common discount

factor 0 < δ < 1. Unlike in the cooperative case, the agents can observe the use of all the

resources at the same time. Since the game is symmetric and we have assumed that the agents

are all identical, we have looked for symmetric subgame-perfect equilibria of the repeated

game.

As a measure of how efficient symmetric equilibria are compared to asymmetric ones, we have

proposed the price of anonymity. The price of anonymity of a symmetric strategy profile is the

ratio between its social payoff (sum of payoffs to each agent when agents adopt the strategy

profile) and the maximal social payoff obtained by any asymmetric strategy profile.

We have proposed a symmetric equilibrium based on the ideas of Bhaskar (2000) and Kuzmics
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et al. (2010): the agents start by playing randomly, and once they reach a pure-strategy Nash

equilibrium of the symmetric game, they adopt a convention that prescribes their play from

then on. We define the convention formally for any symmetric game as a mapping from the

set of pure-strategy Nash equilibria to a vector of continuation strategies for the players. For

games where the agents can observe a global coordination signal (like in our cooperative

solution above), we have defined an augmented convention, that maps a pure strategy NE

for every signal value to a vector of continuation strategies for every signal value. We have

defined an equilibrium convention as a convention where the continuation strategies are

subgame-perfect equilibria of the continuation game.

For the repeated resource allocation game, we have showed that for any (augmented) equilib-

rium convention, there exists an equilibrium implementation – that is, a randomized strategy,

that prescribes the players how to play before they reach a pure-strategy NE, so that when

taken as a whole the whole strategy is a subgame-perfect equilibrium.

We have then presented two examples of a convention for the resource allocation game – 1)

bourgeois, and 2) market convention. In the bourgeois convention, an agent who successfully

accessed a resource without collision keeps accessing the same resource forever after. Once

the agents play some pure-strategy Nash equilibrium of the game, they will keep playing that

NE forever. We have showed that when the number of resources C is low relative to the number

of agents N , the expected social payoff in the equilibrium is zero – the price of anonymity is

then infinite. This is because some agents can never access any resource successfully, and so

they are indifferent between yielding always, and accessing with high probability and risking

collisions. For the bourgeois convention, we have shown that the agents can converge to a

PSNE in number of steps that is logarithmic in the number of resources C.

To improve the social payoff, we have proposed the market convention. The market con-

vention increases the resource supply by using a coordination signal on which the agents

condition their strategy. At the same time, it decreases the demand for resources by charging a

price for each successful access. When the agents have common decreasing marginal utility

from accessing more often, the price can be set such that they only want to access for one

signal value. We have shown experimentally that the market convention has an equilibrium

implementation with positive social payoff, and finite price of anonymity.

We have shown that when the agents are cooperative, they can use the coordination signal to

achieve a more fair outcome. When the agents are self-interested, using a convention which

is more fair leads to higher expected payoff (this was shown by Kuzmics et al. (2010)). But

just using the coordination signal is not enough to achieve the fair outcome when the agents

are self-interested. Therefore, we needed to introduce the market to limit the demand and to

improve social efficiency.
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Resources with Non-unit Capacity

In this thesis, we have worked with a model of the resource allocation problem where each

resource can only be used by one agent at a time. Here, we will present some of the resource

allocation problems where each resource has a fixed capacity of how many agents can use it at

the same time. We will give an intuition on how our resources can be apply in such problems.

The proper analysis remains future work.

A well-known model of resource allocation where each resource has a fixed capacity is the

El-Farol bar problem (Arthur (1994)). In this problem, N people simultaneously decide if they

should go to a bar or stay home. The bar has a limited capacity C . If there are at most C people

in the bar, everyone in the bar is having a good time and prefers to be in the bar rather than

be at home. But if there are more than C people in the bar, they would prefer to stay at home

instead. The problem can be generalized to a situation where there are multiple bars in which

the people can go, each with a different capacity.

Most of the techniques and insights from our work can be generalized to the (multiple) El-Farol

bar problem. In a symmetric mixed-strategy Nash equilibrium, the agents choose whether to

go to the bar or not randomly. Due to the randomness, sometimes the bar will be filled below

its capacity (leading to a loss of utility), and sometimes the bar will be overcrowded. However,

a pure-strategy Nash equilibrium in which a fixed set of C agents always goes to the bar is not

fair.

When the agents are cooperative, they can use a coordination signal such as the day of the

week to learn on which days they should each go to the bar. But when they are self-interested,

their decisions on each day will be independent of the other days, and they will go to the

bar with probability high enough so that everyone is indifferent between going to the bar or

staying home. If staying home has a utility 0, the expected payoff in the equilibrium will be

zero too. In order to limit the demand, the bar owners can introduce an entry fee, so that when

the agents have a decreasing marginal utility from going to the bar multiple times a week, they

will prefer to go once and stay home the rest of the week.

The El-Farol bar problem is useful for modeling several multi-agent resource allocation prob-

lems. We will mention two of them: the problem of traffic congestion, and the problem of

bidding in keyword auctions.

In the traffic congestion problem, imagine N agents who want to go every morning from City

A to City B . They can choose between multiple roads which have each a limited capacity. The

overall capacity is not enough for all the agents to go from A to B at the same time. So some

agents have to stay home and go later. Until the capacity of the road is reached, the agents can

drive at the speed limit. But when the capacity is reached and exceeded, traffic jams occur and

the road is congested (Flynn et al. (2009) analyze how these “phantom jams” occur when the

road is close to its capacity).When the agents are cooperative, they can use the day of the week

to coordinate when to go. But when they are self-interested, they will drive with probability
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high enough so that they are indifferent between going early and going late.

Increasing the number of available resources (either capacity of the road or building more

roads) can help if the demand stays constant (Duranton and Turner (2009) show that actually,

the traffic usually rises when road capacity increases). So we need to reduce the demand,

for example by charging a price for using the road (this is increasingly used in cities such as

London or Stockholm).

Keyword auctions are used by web search engines to sell advertisement on the search result

pages. Lahaie et al. (2007) give an overview of the keyword auction problem. Each search page

contains multiple advertisement slots. For each search term (a keyword), an advertiser has a

utility when a user clicks on her ad. The advertiser submits a bid to the search engine, stating

how much she is willing to pay for one click. Using our resource allocation game model, we

can model the ad slot as a resource and the keyword as a coordination signal. This is because

each advertiser can only have one ad displayed at the same time (she can only access one

resource), but she can display ads for multiple keywords (she can access some resource for

multiple coordination signals).

When many advertisers bid for the same keyword, the price of the slots increases, and their

utility decreases. Cooperative advertisers can learn to only bid for certain keywords, so as to

improve their utility. But self-interested advertisers will bid with probability high enough so

that the others are indifferent between bidding for a keyword and not bidding. Therefore, we

need to decrease the demand of the advertisers for more clicks. Naturally, the advertisers may

have decreasing marginal utility from receiving more clicks (this is the case for example in the

ad auction version of the Trading Agent Competition (Jordan and Wellman (2010))). We may

also charge the advertisers a fixed cost for bidding for a keyword.

Other Future Research Directions

For the cooperative resource allocation problem, we have proposed that the agents can condi-

tion their strategy on the value of a global coordination signal that everyone can periodically

observe. This coordination signal allows the agents to reach a correlated equilibrium that is

a convex combination of Nash equilibria (Hart (2005)). One interesting open question is to

identify the class of games where desirable equilibria can be obtained as a convex combination

of NE.

For the non-cooperative resource allocation problem, we have identified two conventions

that differ in their equilibrium payoffs. We have defined a price of anonymity of a strategy

profile as a measure of its efficiency, and price of anonymity of a symmetric game as the

ratio between the most efficient symmetric and most efficient asymmetric strategy profile.

Bhaskar (2000) and Kuzmics et al. (2010) have defined the egalitarian convention as the most

efficient convention for the 2-agent, 1-resource allocation game, and the Nash demand game

respectively. It remains an open question to find the most efficient symmetric equilibrium
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strategy profile in the general N -agent, C -resource game.

To improve the social payoff in the general resource allocation game, we have defined the

market convention. This convention relies on additional assumptions: agents have decreasing

marginal utility of accessing more often, and there is mechanism that allows them to pay

for successful access. Is there a general method to achieve better payoff than the bourgeois

convention, that doesn’t require the additional assumptions of the market convention?

The model of resource allocation problems which we used in this thesis assumed that each

resource can only be used by one agent at the same time. Furthermore, all the agents had

the same utility from using each resource. We have already given some intuition on how we

can use our results in problems where one resource may be shared by more than one agent.

If the agents have different utilities for using the resources, the game becomes asymmetric.

Nevertheless, it might be still important to focus on symmetric equilibria: The main problem

in our problem was not that the equilibria were asymmetric, but that there were multiple

asymmetric equilibria, and the agents didn’t know which one they should play. From a set of

multiple symmetric equilibria, a convention can easily choose one which the agents will play.

Recently, a new class of strategies for infinitely repeated games called zero-determinant strate-

gies has been proposed by Press and Dyson (2012). These strategies are Markovian, in a

sense that the agents only base their decision on the outcome of the last round. Instead of

considering the expected discounted payoff, the authors propose to analyze the payoffs in a

stationary state of the Markov chain generated by a given strategy vector. A stationary state

is a state to which a certain class of Markov chains is guaranteed to converge, irrespective of

the initial state. It would be interesting to analyze the symmetric equilibria of the resource

allocation game in this new payoff model.
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