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Abstract
Developing modern software applications typically involves composing functionality from existing libraries. This task is difficult because libraries may expose many methods to the developer. To help developers in such scenarios, we present a technique that synthesizes and suggests valid expressions of a given type at a given program point. As the basis of our technique we use type reconstruction for lambda calculus terms in long normal form. We introduce a succinct representation for type judgements that merges types into equivalence classes to reduce the search space, then reconstructs any desired number of solutions on demand. Furthermore, we introduce a method to rank solutions based on weights derived from a corpus of code. We implemented the algorithm and deployed it as a plugin for the Eclipse IDE for Scala. We show that the techniques we incorporated greatly increase the effectiveness of the approach. Our evaluation benchmarks are derived from real code and are made available for future benchmarking of code synthesis driven by types.

1. Introduction
Libraries are one of the biggest assets for today’s software developers. Useful libraries often evolve into complex application programming interfaces (APIs) with a large number of classes and methods. It can be difficult for a developer to start using such APIs productively, even for simple tasks. Existing Integrated Development Environments (IDEs) help developers to use APIs by providing code completion functionality. For example, an IDE can offer a list of applicable members to a given receiver object, extracted by finding the declared type of the object. Eclipse [22] and IntelliJ [11] recommend methods applicable to an object, and allow the developer to fill in additional method arguments. Such completion typically considers one step of computation. IntelliJ can additionally compose simple method sequences to form a type-correct expression, but requires both the receiver object as well as user assistance to fill in the arguments. These efforts suggest a general direction for improving modern IDEs: introduce the ability to synthesize entire type-correct code fragments and offer them as suggestions to the developer.

One observation behind our work is that, in addition to the forward-directed completion in existing tools, developers can benefit from a backward-directed completion. Indeed, when identifying a computation step, the developer often has the type of a desired object in mind. We therefore do not require the developer to indicate a starting value (such as a receiver) explicitly. Instead, we follow a more ambitious approach that considers all values in the current scope as the candidate leaf values of expressions to be synthesized. Our approach therefore requires fewer inputs than the recent work of Perelman et al [15] or the pioneering work on the Prospector tool [13].

Considering this more general scenario leads us directly to the type inhabitation problem: given a desired type $T$, and a type environment $\Gamma$ (a map from identifiers to their types), find an expression $e$ of this type $T$. In other words, find $e$ such that $\Gamma \vdash e : T$. In our deployment, we compute $\Gamma$ from the position of the cursor in the editor buffer. We similarly look up $T$ by examining the declared type appearing left of the cursor in the editor. The goal of the tool is to find an expression $e$, and insert it at the current program point, so that the overall program type checks.

The type inhabitation in the simply typed lambda calculus corresponds to provability in propositional intuitionistic logic; it is decidable and PSPACE-complete [19, 24]. We developed a version of the algorithm that is complete in the lambda calculus sense, so it is able to synthesize not only function applications, but also lambda abstractions. We present our result in a succinct types calculus, which we tailored for efficiently solving type inhabitation queries. The calculus computes equivalence classes of types that reduce the search space in goal-directed search, without losing completeness. Moreover, our algorithm generates a representation of all solutions using the appropriate graph structure, from which any number of solutions can be extracted. We also show how to use weights to guide the search. We present an implementation within the Eclipse IDE for Scala. Our experience shows fast response times as well as a high quality of the offered suggestions, even in the presence of thousands of candidate API calls.

Our work combines proof search with a technique to find multiple solutions and to rank them. We introduce proof rules that manipulate weighted formulas, where smaller weight indicates a more desirable formula. Given an instance of the synthesize problem, we identify several proofs determining the expressions of the desired type, and rank them according to their weight. To estimate the initial weights of declarations we leverage 1) the lexical nesting structure, with closer declarations having lower weight, and 2) implicit statistical information from a corpus of code, with more frequently occurring declarations having smaller weight, and thus being preferred.

We implemented our tool, InSynth within the Scala Eclipse plugin. We used a corpus of open-source Java and Scala projects as well as the standard Scala library to collect the usage statistics for the initial weights of declarations. We evaluated InSynth on a set of 50 benchmarks constructed from examples found on the Web, written to illustrate API usage, as well as examples from larger projects. To estimate the interactive nature of InSynth, we measured the time needed to synthesize the expected snippet as a function of a number of visible declarations. We found that the expected snippets were found among the top dozen solutions in the great majority of cases in a short period of time. This suggests that InSynth can efficiently and effectively help the user in software development. Furthermore, we evaluated a number of techniques deployed in our...
final tool, found that all of them are important for obtaining good results, and found that, even for checking existence of terms, on our benchmarks, InSynth outperforms recent propositional intuitionistic provers [7, 14]. The results show that techniques presented in this paper are essential for the performance of the synthesis algorithm. Our experience and users of InSynth testify the practical value of our tool in real world development scenarios.

2. Motivating Examples

Here we illustrate the functionality of InSynth through several examples. The first example is from the online repository of Java API examples http://www.java2s.com/. The second example is a real world example taken from code base of the Scala IDE for Eclipse\(^1\). The original code of the two examples imports only declarations from a few classes. To make the problem much harder we import all declarations from packages where those classes reside. The final example demonstrates how InSynth deals with subtyping.

Sequence of Streams. Our first goal is to create a SequenceInputSteam object, which is a concatenation of two streams. Suppose that the developer has the code shown in the Eclipse editor in Figure 1. If we invoke InSynth at the program point indicated by the cursor, in a fraction of a second it displays the ranked list of five expressions. Seeing the list, the developer can decide that e.g. the second expression in the list matches his intention, and select it to be inserted into the editor buffer. This example illustrates that InSynth only needs the current program context, and does not require additional information from the user. InSynth is able to use both imported values (such as the constructors in this example) and locally declared ones (such as body and sig). InSynth supports methods with multiple arguments and synthesizes expressions for each argument.

In this particular example, InSynth loads over 3000 initial declarations from the context, and finds the expected solution in less than 250 milliseconds.

The effectiveness in the above example is due to several aspects of InSynth. InSynth ranks the resulting expressions according to the weights and selects the ones with the lowest weight. The weights of expressions and types guide not only the final ranking but also make the search itself more goal-directed and effective. InSynth learns weights from a corpus of declarations, assigning lower weight (and thus favoring) declarations appearing more frequently.

TreeFilter. We demonstrate the generation of expressions with higher-order functions on real code from the Scala IDE project (see the code below). The example shows how a developer should properly check if a Scala AST tree satisfies a given property. In the code, the tree is kept as an argument of the class TreeWrapper, whereas property \(p\) is an input of the method filter.

```scala
import scala.tools.eclipse.javaelements._
import scala.collection.mutable._
trait TreeTypeTraverser {
  val global: tools.nsc.Global

  import global._

  class TreeWrapper(tree: Tree) {
    def filter(p: Tree => Boolean): List[Tree] = {
      val ft: FilterTypeTreeTraverser = ft.traverse(tree)
      ft.hits.toList
    }
  }
}
```

The property is a predicate function that takes the tree and returns \(\texttt{true}\) if the tree satisfies it. In order to properly use \(p\), inside filter, the user first needs to create an object of the type FilterTypeTreeTraverser. If the developer calls InSynth at the place \(I\), the tool offers several expressions, and the one ranked first turns out to be exactly the one expected (the one found in the original code), namely

```scala
new FilterTypeTreeTraverser(var1 => p(var1))
```

The constructor FilterTypeTreeTraverser is a higher-order function that takes an input another function, in this case \(p\). In this example, InSynth loads over 4000 initial declarations and finds the snippets in less than 300 milliseconds.

Drawing Layout. Consider the next example, often encountered in practice, of implementing a getter method that returns a layout of an object Panel stored in a class Drawing. The following code is used to demonstrate how to implement such a method.

```scala
import java.awt._

class Drawing(panel: Panel) {
  def getLayout: LayoutManager = {
    def getLayout(): LayoutManager = { ... }
    def getLayout(): LayoutManager = { ... }
  }
}
```

The Scala compiler has access to the information about all supertypes of all types in a given scope. InSynth supports subtyping and in 426 milliseconds returns a number of solutions among which the second one is the desired expression panel.getLayout(). While doing so, it examines 4965 declarations.

3. Type Inhabitation Problem for Succinct Types

To answer whether there is a code snippet of a given type, our starting point is the type inhabitation problem. In this section we establish a connection between type inhabitation and synthesizing code snippets.

Let \(T\) be a set of types and let \(E\) be a set of expressions (variables). A type environment \(\Gamma\) is a finite set \(\{x_1: \tau_1, \ldots, x_n: \tau_n\}\) containing pairs of the form \(x_i: \tau_i\), where \(x_i\) is a variable of a type \(\tau_i\). The pair \(x_i: \tau_i\) is called a type declaration.

With \(\Gamma \vdash e : \tau\) we denote that from the environment \(\Gamma\) we can derive the type declaration \(e : \tau\) by applying rules of some calculus. The type inhabitation problem is defined as: for a given calculus, a type \(\tau\), and a type environment \(\Gamma\), does there exist an expression \(e\) such that \(\Gamma \vdash e : \tau\)?

In the sequel we first describe the standard lambda calculus restricted to normal form terms. We then introduce a new succinct representation of types and terms. To distinguish the original and succinct version of the calculus we use \(\vdash_A\) and \(\vdash_S\) to denote derivability in the simply typed lambda calculus and in the succinct types calculus, respectively.

3.1 Simply Typed Lambda Calculus for Deriving Terms in Long Normal Form

Let \(B\) be a set of basic types. Types are formed according to the following syntax:

\[\tau ::= \tau \to \tau | v, \quad \text{where } v \in B\]

We denote the set of all types as \(\tau_B\). When \(B\) is clear from the context we only write \(\tau_B\).

\(^1\)Scala IDE for Eclipse, http://scala-ide.org/
Let \( V \) be a set of typed variables. Typed expressions are constructed according to the following syntax:
\[
e ::= x \mid \lambda x : \tau. e \mid e e, \quad \text{where } x \in V
\]

The calculus given in Figure 2 describes how to derive new type judgements. Note that this calculus is slightly more restrictive than the standard lambda calculus. The APP rule requires that only those functions present in the original environment \( \Gamma_0 \) can be applied on terms.

\[
\begin{align*}
\text{APP} & \quad \Gamma_0 \vdash f : \tau_1 \to \ldots \to \tau_m \to \tau \in \Gamma_0 \quad \text{APP} \\
\text{Abs} & \quad \Gamma_0 \vdash \lambda \xi : \tau. e : \tau \quad \text{Abs}
\end{align*}
\]

Figure 2. Calculus rules for deriving lambda terms in long normal form

We restrict the APP rule in order to derive only the terms that are in so-called long normal form [20]. Our main motivation is to find suitable code snippets efficiently. Therefore, we derive only terms in long normal form, as they simplify and speed up the reconstruction process for code snippets. Note, that this does not restrict expressivity of our calculus. Each simply-typed term can be converted to its long normal form [1, 20]. We now formally define long normal form.

**Definition 3.1 (Long Normal Form).** A judgement \( \Gamma_0 \vdash \lambda e : \tau_0 \) is in long normal form if the following holds:

- \( e \equiv \lambda x_1 \ldots x_n. f e_1 \ldots e_n \)
- \( \tau_0 \equiv \tau_1 \to \ldots \to \tau_m \to \tau \)
- \( \text{let } \Gamma'_0 = \Gamma_0 \cup \{ x_1 : \tau_1, \ldots, x_n : \tau_n \} \)
- \( f : \rho_1 \to \ldots \to \rho_n \to \rho \in \Gamma'_0 \)
- \( \tau, \rho \in B \)
- \( \Gamma'_0 \vdash \lambda \xi : \tau. e_i : \rho_i \) are in long normal form

In long normal form the number of bound variables corresponds exactly to the number of arguments. As an illustration, \( f : \tau_1 \to \tau_2 \) is not in long normal form, but \( \lambda x. f x : \tau_1 \to \tau_2 \) is in long normal form.

We define the length \( L \) of a term from a long normal form judgement as follows:
\[
L(f) = 1 + \max(L(e_1), \ldots, L(e_n)) + 1
\]

### 3.2 Succinct Types

Consider the code declaring a value and a function:
\[
\begin{align*}
\text{val } a &:\text{Int} = 0 \\
\text{def } f & : \text{Int} \to \text{Int} \to \text{Int} \to \text{String} = \{ \ldots \}
\end{align*}
\]

In the standard lambda calculus this code translates to the type environment \( \Gamma_0 = \{ a : \text{Int}, f : \text{Int} \to \text{Int} \to \text{Int} \to \text{String} \} \). Checking whether there is an inhabitant of type \( \text{String} \) requires three calls of the App rule. The application of currying typically constrains the search space even further and makes conceptually shallow proofs deeper. In order to make the search more efficient we therefore introduce succinct types, which are types modulo isomorphism of products and currying, or, equivalently, commutativity, associativity, and idempotence of conjunction. In this example, succinct types enable us to find an inhabitant in only one step.

**Definition 3.2 (Succinct Types).** Let \( B_S \) be a set containing basic types. Succinct types \( t_s \) are constructed according to the grammar:
\[
t_s ::= \{ t_s_1, \ldots, t_s_k \} \to B_S
\]

We denote the set of all succinct types with \( t_s(B_S) \), sometimes also only with \( t_s \).

A type declaration \( f : \{ t_1, \ldots, t_n \} \to t \) is a type declaration for a function that takes arguments of \( n \) different types and returns a value of type \( t \). A special role has the type \( \emptyset \to t \) which is a type of a function that takes no arguments and returns a value of type \( t \), i.e. we consider types \( t \) and \( \emptyset \to t \) equivalent.

Every type \( \tau \in \tau_S(B) \) can be converted into a succinct type in \( t_s(B) \). With \( \sigma : \tau_S(B) \to t_s(B) \) we denote the conversion function. Every basic type \( v \in B \) becomes an element of the set of succinct types, i.e. \( B_S = B \) and \( \sigma(v) = \emptyset \to v \). Let \( A \) (arguments) and \( T \) (type) be two functions defined on \( t_s(B_S) \) as follows:
\[
A \{ t_1, \ldots, t_n \} \mapsto v = \{ t_1, \ldots, t_n \}
\]
\[
T \{ t_1, \ldots, t_n \} \mapsto v = v
\]
Using $A$ and $T$ we define the $\sigma$ function as follows:

$$\sigma(\tau_1 \rightarrow \tau_2) = \{\sigma(\tau_1)\} \cup A(\sigma(\tau_2)) \rightarrow T(\sigma(\tau_2))$$

A type of the form $\tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu$ (a type that often appears in practice) has the succinct representation $\{\sigma(\tau_1), \ldots, \sigma(\tau_n)\} \rightarrow \nu$.

Given a type environment $\Gamma_\sigma = \{x_1: \tau_1, \ldots, x_n: \tau_n\}$ ($\tau_i$ are types in the simply type lambda calculus), we define

$$\Gamma := \sigma(\Gamma_\sigma) = \{\sigma(\tau_1), \ldots, \sigma(\tau_n)\}$$

It can be shown by reduction to reasoning about Venn regions that for every two type environments $\sigma(\Gamma_\sigma \cup \Gamma_\sigma') = \sigma(\Gamma_\sigma) \cup \sigma(\Gamma_\sigma')$.

By induction we prove that the same holds for any union of type environments.

**Succinct patterns.** Succinct patterns have the following structure $\mathbb{S}\{t_1, \ldots, t_n\} : t$, where $t$ is a type. A pattern $\mathbb{S}\{t_1, \ldots, t_n\}$ indicates that types $t_1, \ldots, t_n$ are inhabited and an inhabitant of type $t$ can be computed from them. They abstractly represent an application term in lambda calculus. We identify $\mathbb{S}\emptyset : t$ and $\mathbb{S}\emptyset$.

Our algorithm for finding all type inhabitants works in two phases. In the first phase we derive all succinct patterns. They can be seen as a generalization of terms, because they describe all the schemes how a term can be computed. Additionally, each succinct pattern is annotated with the type environment for which it was derived. These annotations are needed for the second phase, where we do a term reconstruction based on the original type declarations ($\Gamma_\sigma$) and the set of succinct patterns.

**Calculus.** Figure 3 describes the calculus for succinct types.

We derive judgements for succinct patterns. As the patterns are derived only by the APP rule, we annotate the derived pattern with the actual $\Gamma$ and save them into the set of all derived patterns. The rule ABS is a rule that modifies $\Gamma$ - it can either reduce $\Gamma$ or enlarge it, depending on whether we are doing backward or forward reasoning.

$$\text{ABS} \quad \frac{\Gamma \vdash S \pi : t \quad \Gamma \vdash S \rightarrow t}{\Gamma \cup S \vdash S \rightarrow t}$$

$$\text{APP} \quad \frac{t_1, \ldots, t_n \rightarrow t \in \Gamma \quad \Gamma \vdash S t_1 \quad \ldots \quad \Gamma \vdash S t_n}{\Gamma \vdash S \mathbb{S}\{t_1, \ldots, t_n\} : t}$$

**Figure 3.** Calculus rules for deriving succinct patterns. (The subscript $S$ in $\vdash S$ is a fixed symbol for “succinct” types, unrelated to the set of assumptions $S$ in $\Gamma \cup S$).

Consider the example given at the beginning of this section and its type environment $\Gamma_\sigma = \{a : \text{Int}, f : \text{Int} \rightarrow \text{Int} \rightarrow \text{String}\}$. From the type environment $\Gamma_\sigma$, we compute $\Gamma = \{\emptyset \rightarrow \text{Int}, \{\emptyset\} : \text{String}\}$. By applying the APP rule on $\emptyset \rightarrow \text{Int}$, we derive a succinct pattern $\mathbb{S}\emptyset : \text{Int}$ and we add $(\Gamma, \emptyset \rightarrow \text{Int})$ to the set of derived patterns. Having a pattern for Int we apply the ABS rule. By setting $S = \emptyset$, we derive $\Gamma \vdash S \emptyset \rightarrow \text{Int}$. Finally, by applying again the APP rule, we directly derive a pattern for the String type and $(\Gamma, \emptyset \rightarrow \text{Int}) : \text{String}$ becomes an element of the set of derived patterns.

### 3.3 Soundness and Completeness of Succinct Calculus

In this section we show that the calculus in Figure 3 is sound and complete with respect to synthesis of lambda terms in long normal form.

In theorems, lemmas and functions that follow we will assume that the listed symbols and statements hold are true. Let $\Gamma_\sigma$ be lambda environment, $\Gamma$ and $\Gamma'$ succinct environments, $x_1, \ldots, x_n$ (fresh) variables with lambda types $\tau_1, \ldots, \tau_n$, $S$ set of succinct types, $\tau$ and $\nu$ lambda types and $t$ a succinct type, then:

- $\Gamma = \sigma(\Gamma_\sigma)$
- $\Gamma'_\sigma = \Gamma_\sigma \cup \{x_1 : \tau_1, \ldots, x_n : \tau_n\}$
- $S = \sigma(\{x_1 : \tau_1, \ldots, x_n : \tau_n\}) = \{\sigma(\tau_1), \ldots, \sigma(\tau_n)\}$
- $\Gamma' = \sigma(\Gamma'_\sigma) = \sigma(\Gamma_\sigma) \cup \sigma(\{x_1 : \tau_1, \ldots, x_n : \tau_n\})$.

From the last statement it follows that $\Gamma' = \Gamma \cup S$.

- $t = \sigma(\tau) = \sigma(\tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu) = \nu \rightarrow \nu$.

**Theorem 3.3.** If $\Gamma_\sigma \vdash \lambda \tau : \pi \rightarrow \tau$ is a judgement in long normal form then $\sigma(\Gamma_\sigma) \vdash S \pi \rightarrow \sigma(\tau)$.

**Proof:** By induction on $L(e)$.

**Base case:** If $L(e) = 1$, then $e \equiv \lambda x_1 \ldots x_n. a$ and $\pi \equiv \tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu$. From the fact that $\Gamma_\sigma \vdash \lambda \tau : \pi \rightarrow \tau$ by the lambda ABS rule we know that $\Gamma'_\sigma = \Gamma_\sigma \cup \{x_1 : \tau_1, \ldots, x_n : \tau_n\} \vdash \lambda \tau : \pi \rightarrow \tau$.

Because the judgement is in long normal form, we also know that $a : \nu$ is an element of $\Gamma'_\sigma$. Knowing that $a : \nu \in \Gamma'_\sigma$ by the definition of $\sigma$ we also know that $a \in \Gamma'$.

By applying the APP rule it follows that $\Gamma' \vdash S \emptyset \rightarrow \nu$. Because $\Gamma' = \Gamma \cup S$, by applying the ABS it follows $\Gamma \vdash S \nu \rightarrow \nu$. By simple substitutions we have $\sigma(\Gamma_\sigma) \vdash S \nu \rightarrow \nu$. This way we proved that for all judgements of the length 1, the theorem claim holds.

**Case $L(e) = k$:** If $\Gamma_\sigma \vdash \lambda \tau : \pi \rightarrow \tau$ is a judgement in long normal form then $\sigma(\Gamma'_\sigma) \vdash S \pi \rightarrow \sigma(\tau)$.

- **Case $L(e) = k + 1$:** If $L(e) = k + 1$, then $e \equiv \lambda x_1 \ldots x_n. f e_1 \ldots e_m$ and $\pi \equiv \tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu$. Just like before by the (lambda) ABS rule we know that $\Gamma'_\sigma \vdash \lambda \tau : \pi \rightarrow \tau$. Each $e_i$ must have some type $\rho_i$, $i = [1..m]$. Then $f$ has the type $\tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu$. By the (lambda) APP rule we have $f : \tau_1 \rightarrow \ldots \rightarrow \tau_n \rightarrow \nu \in \Gamma'_\sigma$ and $\Gamma'_\sigma \vdash \lambda \tau : \pi \rightarrow \tau$.

**We are interested in generating any desired number of expressions of a given type without missing any expressions equivalent up to \( \beta \) reduction. To formulate a stronger form of completeness that captures this ability, we introduce two functions: CL and RCN.**

The CL function takes as arguments a succinct type environment $\Gamma$ and a succinct type $S \rightarrow t$. It returns the set of all patterns $\mathbb{S}\{x_1 : \tau_1, \ldots, x_n : \tau_n\} : \tau$ derived in $\Gamma \cup S$:

$$\text{CL}(\Gamma, S \rightarrow t) = \{\mathbb{S}\{x_1 : \tau_1, \ldots, x_n : \tau_n\} : \tau \mid (S \rightarrow t) \in (\Gamma \cup S) \text{ and } \forall \nu \in S, \Gamma \cup S \vdash \mathbb{S}\{x_1 : \tau_1, \ldots, x_n : \tau_n\} : \nu \}$$

The function RCN is used to reconstruct lambda terms, based on the set of patterns and the original type environment. An additional argument of the RCN function is a non-negative integer $d$, used to specify that we only synthesize terms with length smaller or equal to $d$. The algorithmic description of the RCN function is given in Figure 4. Having CL and RCN functions, we can formalize the completeness theorem. It states that each judgement in long normal form derived in the standard lambda calculus, can be also derived by reconstructing it from the existence of type derivation of the succinct calculus.
Let us first show the second statement follows from the definition this is equal to proving that \( RCN_i(d = 0) \). Our first goal is to show that \((\Gamma \cup S, @\emptyset; v) \in CL(\Gamma, S \rightarrow v) \) then there is an execution of the else branch in RCN that produces \( \lambda x_1 \ldots x_n.a \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, k + 1) \). We have previously proved the first statement, and the second statement follows from the \( \sigma \) definition.

We can conclude that the body of the second \( \text{footh} \) loop will be executed. We select \( a \rightarrow v \) to be the type declaration \( f \rightarrow t_0 \). Therefore, \( m = 0 \). This means that the empty tuple will execute the third \( \text{footh} \) loop only once and put \( \lambda x_1 \ldots x_n.a \) into TERMS. This proves that \( \lambda x_1 \ldots x_n.a \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, 1) \).

Case \( L(\epsilon) \leq k \): If \( \Gamma \vdash \lambda e : \tau \) is a judgment in long normal form and \( L(\epsilon) \leq k \) then the following holds:

\[
\Gamma \vdash \lambda e : \tau \Rightarrow \epsilon \in RCN(\Gamma_0, \tau, L(\epsilon))
\]

Case \( L(\epsilon) = k + 1 \): When \( L(\epsilon) = k + 1 \) then \( e \equiv \lambda x_1 \ldots x_n.h e_1 \ldots e_m \) and \( \tau \equiv \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v \). It also holds that \( e_i \) are terms in LNF and \( L(e_i) \leq k \). We assume that each \( e_i \) has a type \( \tau_i \). We have to prove that \( \lambda x_1 \ldots x_n.h e_1 \ldots e_m \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, k + 1) \). We again follow the else branch in RCN.

Our first goal is to show that \((\Gamma \cup S, \{\sigma(\rho_1), \ldots, \sigma(\rho_m)\}; v) \in CL(\Gamma, S \rightarrow v) \). By the CL definition this is equivalent to proving that \( \{\sigma(\rho_1), \ldots, \sigma(\rho_m)\} \rightarrow v \in (\Gamma \cup S) \) and \( v' \in (\sigma(\rho_1), \ldots, \sigma(\rho_m)) \). Let us prove the statements. From \( \Gamma \vdash \lambda \lambda x_1 \ldots x_n.h e_1 \ldots e_m \rightarrow \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v \) it follows that \( \Gamma_0 \vdash \lambda \lambda e_1 \ldots e_m : \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v \). By the (lambda) APP rule we conclude that \( (h : \rho_1 \rightarrow \cdots \rightarrow \rho_m \rightarrow v) \in \Gamma_0 \). Note that if \( n \) is zero we do not need to apply the (lambda) ABS rule, but can directly apply the (lambda) APP rule. After we apply \( \sigma \) we have \( \sigma(h) : \rho_1 \rightarrow \cdots \rightarrow \rho_m \rightarrow v \in \sigma(\Gamma_0) \), i.e., \( \{\sigma(\rho_1), \ldots, \sigma(\rho_m)\} \rightarrow v \in \Gamma \cup S \). From the last application of the (lambda) App rule we have \( \Gamma_0 \vdash \lambda e_i : \rho_i \). Using Theorem 3.3 we have that \( \Gamma \cup S \vdash \rho_i \) for \( i = [1..m] \). Thus, by (succinct) App rule we conclude that \( (\Gamma \cup S, \{\sigma(\rho_1), \ldots, \sigma(\rho_m)\}; v) \in CL(\Gamma, S \rightarrow v) \) holds.

Our second goal is to prove \( (h : \rho_1 \rightarrow \cdots \rightarrow \rho_m \rightarrow v) \in Select(\Gamma_0, \{\sigma(\rho_1), \ldots, \sigma(\rho_m)\}; v) \). By the Select definition this is equivalent to proving that \( (h : \rho_1 \rightarrow \cdots \rightarrow \rho_m \rightarrow v) \in \Gamma_0 \). This follows from the inductive hypothesis and Lemma 3.7 because \( d = 1 = k \) and \( \Gamma \vdash \epsilon \). Therefore, one iteration in third \( \text{footh} \) loop will contain \( e_1, \ldots, e_m \) sub-terms in the correct order. (The argument order is preserved due to the order of argument types in \( t_0 \).) Finally, we use them to construct \( \lambda x_1 \ldots x_n.h e_1 \ldots e_m \). and put it into TERMS. This proves that \( \lambda x_1 \ldots x_n.h e_1 \ldots e_m \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, k + 1) \). Note that if \( n \) is zero then \( e \equiv \lambda e_1 \ldots e_m \).

Now, let us show correctness of the \( \Rightarrow \) direction. We do this by induction on \( L(\epsilon) \).

Base case: When \( L(\epsilon) = 1 \) then \( e \equiv \lambda x_1 \ldots x_n.a \) and \( \tau \equiv \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v \). We have to prove that \( \lambda x_1 \ldots x_n.a \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, 1) \). Let us follow the RCN algorithm with corresponding arguments. First, we take the else branch because \( d = 1 \).

Our first goal is to show that \((\Gamma \cup S, @\emptyset; v) \in CL(\Gamma, S \rightarrow v) \). By the CL definition this is equivalent to proving that \((\emptyset \rightarrow v) \in (\Gamma \cup S) \) and \( v' \in \emptyset, \Gamma \cup S \vdash v' \). The second statement is trivially true, whereas by convention the first we reduce to \( v \in (\Gamma \cup S) \).

From \( \Gamma_0 \vdash \lambda \lambda x_1 \ldots x_n.a : \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v \) it follows that \( \Gamma_0 \cup \{x_1 : \tau_1, \ldots, x_n : \tau_n\} \vdash \lambda e : v \) by the (lambda) ABS rule. From the (lambda) APP rule we conclude that \( a : v \in (\Gamma_0 \cup \{x_1 : \tau_1, \ldots, x_n : \tau_n\}) \). Note that if \( n \) is zero we do not need to apply the (lambda) ABS rule, but can directly apply the (lambda) APP rule. Now we apply \( \sigma \) and get \( \sigma(a : v) \in \sigma(\Gamma_0) \), i.e., \( v \in (\Gamma \cup S) \). This shows that \((\Gamma \cup S, @\emptyset; v) \in CL(\Gamma, S \rightarrow v) \).

Our next goal is to show that \( a : v \in Select(\Gamma_0, a) \). By the Select definition this is equal to proving that \( (a : v) \in \Gamma_0 \) and \( v = \sigma(v) \) hold. We have previously proved the first statement, and the second statement follows from the \( \sigma \) definition.

We can conclude that the body of the second \( \text{footh} \) loop will be executed. We select \( a : v \) to be the type declaration \( f \rightarrow t_0 \). Therefore, \( m = 0 \). This means that the empty tuple will execute the third \( \text{footh} \) loop only once and put \( \lambda x_1 \ldots x_n.a \) into TERMS. This proves that \( \lambda x_1 \ldots x_n.a \in RCN(\Gamma_0, \tau_1 \rightarrow \cdots \rightarrow \tau_n \rightarrow v, 1) \).

Case \( L(\epsilon) \leq k \): If \( \Gamma \vdash \lambda e : \tau \) is a judgment in long normal form and \( L(\epsilon) \leq k \) then the following holds:

\[
\Gamma \vdash \lambda e : \tau \Rightarrow \epsilon \in RCN(\Gamma_0, \tau, L(\epsilon))
\]
Let \( \rho_1 \to \cdots \to \rho_m \to v \in \text{Select}(\Gamma'_o, p) \). Note that by the Select definition every element that belongs to Select(\( \Gamma'_o, p \)) also belongs to \( \Gamma'_o \), i.e., \( h : \rho_1 \to \cdots \to \rho_m \to v \in \Gamma'_o \). We know that there exists \( \Gamma \) such that \( \Gamma'_o = \Gamma_o \cup \{ x_i : \tau_i, \ldots, x_n : \tau_n \} \), and it will be exactly an environment that is passed as an argument to \( \text{RCN}(\Gamma_o, \tau, k+1) \).

Types \( \tau_j, j = [1,n] \) are the corresponding argument types that appear in the right order in \( \tau \). From the inductive hypothesis and lemma 3.7 it follows that \( \Gamma'_o \vdash \epsilon \rightarrow \rho_i \), where \( j = [1,m] \). Thus we can first apply the (lambda) ABS and then the (lambda) APP rule and get \( \Gamma'_o \vdash \lambda x_1 \ldots x_n. e \rightarrow e \rightarrow \rho_m \rightarrow v \), i.e., \( \Gamma_o \vdash \epsilon : \tau \).

**Lemma 3.5.** Let \( \Gamma_o \) and \( \tau \) be a lambda environment, a lambda type respectively. Also let \( d \geq 1 \) be a number, then:

\[
\text{RCN}(\Gamma_o, \tau, d) = \text{RCN}(\Gamma_o, \tau, d - 1) \cup \text{Terms}_{d-1}
\]

where \( \text{Terms}_{d} \) is the set that contains only terms with length \( d \).

**Proof.** We prove this by induction on \( d \).

**Base case:** When \( d = 1 \) we have to prove that \( \text{RCN}(\Gamma_o, \tau, 1) = \text{RCN}(\Gamma_o, \tau, 0) \cup \text{Terms}_1 \). Because \( \text{RCN}(\Gamma_o, \tau, 0) \) is empty set by the RCN definition we have to prove that \( \text{RCN}(\Gamma_o, \tau, 1) = \text{Terms}_1 \). In other words, we need to prove that \( \text{RCN}(\Gamma_o, \tau, 1) \) produces only terms with length one. This is true because the condition \( \forall i \in [1,m]. T_i \neq \emptyset \) in recon is always false, due to \( T_i = \text{RCN}(\Gamma_o, \rho_i, 0) = \emptyset \). Thus \( \text{RCN}(\Gamma_o, \tau, 1) \) can only contain terms of the form \( x_1 \ldots x_n. e \) whose length is 1.

**Case** \( d = k + 1 \): The following holds \( \text{RCN}(\Gamma_o, \tau, k + 1) = \text{RCN}(\Gamma_o, \tau, k) \cup \text{terms}_{k+1} \). Then from \( \text{RCN}(\Gamma_o, \tau, k + 1) \) function it follows that we can choose each \( e_i \) either from \( \text{RCN}(\Gamma_o, \rho_i, k - 1) \) or from \( \text{Terms}_{k+1} \) (the sets are disjoint). Therefore, the Cartesian product \( (T_1 \times \ldots \times T_m) \) becomes the union of \( 2^n \) Cartesian products of the form \( (T_1^{(j_1)} \times \ldots \times T_m^{(j_m)}) \), \( j = [1..2^m] \). \( T_j \) is either \( \text{RCN}(\Gamma_o, \rho_i, k - 1) \) or \( \text{Terms}_{k+1} \). Therefore we can split \( \text{RCN}(\Gamma_o, \tau, k + 1) \) into \( 2^m + 1 \) subsets. We produced \( 2^m \) subsets using function with the same code as the RCN, except that \( T_j^{(j)} \) replaces \( T_i \). In these functions, an empty tuple does not trigger an execution of the body of the last for each statement. Let us denote new functions with \( \text{RCN}(\Gamma_o, \tau, k + 1)^{(j)} \). The last set contains all terms generated by the empty tuple, and we denote it by \( \text{RCN}_0 \). Then \( \text{RCN}(\Gamma_o, \tau, k + 1) := \text{RCN}_0 \cup \bigcup_{j = [1..2^m]} \text{RCN}(\Gamma_o, \tau, k + 1)^{(j)} \). If \( \text{RCN}(\Gamma_o, \tau, k + 1) \) is the function where \( T_j^{(j)} = \text{RCN}(\Gamma_o, \rho_i, k - 1) \), for \( i = [1..n] \), then it holds \( \text{RCN}_0 \cup \text{RCN}(\Gamma_o, \tau, k + 1)^{(j)} = \text{RCN}(\Gamma_o, \tau, k + 1) \). In other functions at least one \( T_j^{(j)} = \text{Terms}_{k+1} \). Such a function synthesizes only terms with length \( k + 1 \), because at least one sub-term \( e_i \) has length \( k \). This is the maximal length of the sub-terms as well. By the definition of \( \mathcal{L} \) we have that \( \mathcal{L}(\lambda x_1 \ldots x_n. f e_1 \ldots e_n) = 1 + \max \{ \mathcal{L}(e_1), \ldots, \mathcal{L}(e_n) \} = 1 + k \). Therefore, it holds that all terms in those functions have length \( k + 1 \). We denote the set of all such terms by \( \text{Terms}_{k+1} := \bigcup_{j = [1..2^m]} \text{RCN}(\Gamma_o, \tau, k + 1)^{(j)} \).

Finally, we can conclude that \( \text{RCN}(\Gamma_o, \tau, k + 1) = \text{RCN}_0 \cup \bigcup_{j = [1..2^m]} \text{RCN}(\Gamma_o, \tau, k + 1)^{(j)} = \text{RCN}(\Gamma_o, \tau, k + 1) \cup \text{Terms}_{k+1} \).

**Lemma 3.6.** Let \( \Gamma_o \) and \( \tau \) be a lambda environment and a lambda type respectively. Also let \( d \) and \( m \) be numbers, s.t. \( d \geq 1 \) and \( d \geq m > 0 \). Next, let \( \text{Terms}_{d-m+1} \) be a set that contains terms with length from \( d - m + 1 \) to \( d \) then:

\[
\text{RCN}(\Gamma_o, \tau, d) = \text{RCN}(\Gamma_o, \tau, d - m) \cup \text{Terms}_{d-m+1}
\]
requests if $S \neq \emptyset$. The requests record the facts that types in $S$ should be explored in the future.

Intuitively, we start from the desired type and apply the ABS and APP rules in backward manner. Note that once we choose request $(\Gamma, S \rightarrow t, S' \rightarrow t')$ in the main loop, we pass $\Gamma \cup S$ to ExploreRequest. The ABS rule extends $\Gamma$ in the same way if applied backwards. In the method ExploreRequest, the first foreach iterates over all types $(S \rightarrow t)$. This corresponds to finding all $t_1, \ldots, t_n \rightarrow t \in \Gamma$ in the APP rule. In order for APP to succeed, we also need to check if $t_1, \ldots, t_n$ types can be inhabited. Thus in the next foreach loop we iterate over those types. Note that $S$ is equal to $t_1, \ldots, t_n$. For each such a type we create a new request, that will be explored later (we put them in WorkingRequests set).

The set Requests contains all created requests, which prevents re-exploration and ensures termination of the algorithm.

Another aim of the search is to reach types $t$ that are inhabited. Type is inhabited if $A(t)$ is empty, or all types in $A(t)$ are inhabited. When we reach inhabited types they trigger a second process that discovers new inhabitant types. We next explain this process.

**Inhabitant Propagation.** The goal of this process is to discover new inhabited types. Another goal is to create and collect patterns whenever such a type is discovered. As mentioned above, in method ExploreRequest, once we reach a type $\emptyset \rightarrow t$, we know that APP succeeds. We say that $t$ is inhabited in $\Gamma$. By the same rule, if all types in $S$ are inhabited for some type $S \rightarrow t$, then $t$ is also inhabited. The flag Inhabited will preserve value true if the type is inhabited. Once we discovered such a type, $S \rightarrow t$, we create a pair $(\Gamma, \emptyset : S \rightarrow t)$ and put it in Derived. We also put the pair $(\Gamma, t)$ into the set of all inhabited types, Inhabited. This set is used to preserve termination. All new inhabited types in ExploreRequest are pushed to the PropagateInhabitants function. The function puts them in a working set WorkingInhabitants and processes them one by one. The function stops once WorkingInhabitants is empty. PropagateInhabitant takes a new inhabitant type $t'$ and its corresponding $\Gamma'$ as inputs. The idea is to find all requests that need an inhabitant with type $S \rightarrow t'$. We find them in the “foreach” loop. Those requests have the following form $(\Gamma, S \rightarrow t, S' \rightarrow t')$. If we have inhabitant of type $t'$ we also need to check if we can decompose $\Gamma'$ into $\Gamma, S'$. Namely, it must hold $\Gamma' = \Gamma \cup S'$. This allows us to apply the ABS rule in forward manner. Thus, we can conclude that $\Gamma, S' \rightarrow t'$, i.e., $S' \rightarrow t'$ can be inhabited. The set UninhabitedRequests keeps all requests without inhabitant. Once we discovered a request with inhabitant, we can remove it from this set.

The most interesting is the part that checks if new inhabitants can be derived. We use $S$ to find all types $(S_i \rightarrow t_i) \in S$. If they are all inhabited, then $t$ is also inhabited. This follows from the APP rule when it is applied in the forward manner. We then create corresponding pattern. We update Inhabited and Derived in the same way like in ExploreRequest. Finally, the function collects, returns and puts new inhabitants into WorkingInhabitants set.

The function NextRequest chooses a request with the smallest weight. The weight of a request is equal to the weight of a type it needs to explore.

### 4.2 Term Synthesis

The function Rcst-n starts from the desired type and applies the following procedure:

1. Uses a type $\tau$ and corresponding patterns to create partial expressions.

2. The bound variables and head variable are instantiated, while arguments are left to be holes.

3. The partial expressions are put into a priority queue based on weights of the expressions.

**Figure 6.** The algorithm that generates all succinct expressions (patterns) with a given type $S_i \rightarrow t_i$ and the environment $\Gamma_i$.
4. It removes the expression with the smallest weight from the queue.
5. If the expression is fully unfolded, returns it as a solution, and terminates if the number of found solutions is N.
6. If the expression is not fully unfolded, uses a greedy algorithm to find the expression’s hole with potentially the smallest weight.
7. Finds the type of the hole τ and goes to the step 1.

5. Subtyping using Coercion Functions

We use a simple method of coercion functions [3, 12, 16] to extend our approach to deal with subtyping. We found that this method works well in practice. On the given set of basic types, we model each subtyping relation \( v_1 <: v_2 \) by introducing into the environment a fresh coercion expression \( c_{12} : \{ v_1 \} \rightarrow v_2 \). If there is an expression \( e : \tau \), and \( e \) was generated using the coercion functions, then while translating \( e \) into a simply typed lambda terms, the coercion is removed. Up to \( \eta \)-conversion, this approach generates all terms of the desired type in a system with subtyping on primitive types with the usual subtyping rules on function types.

In the standard lambda calculus there are three additional rules to handle subtyping: transitivity (\( \tau_1 <: \tau_2 \text{ and } \tau_2 <: \tau_3 \text{ imply } \tau_1 <: \tau_3 \)), subsumption (if \( e : \tau_1 \text{ and } \tau_1 <: \tau_2 \text{ then } e : \tau_2 \)), and the covariant rule (\( \tau_1 <: \rho_1 \text{ and } \rho_2 <: \tau_2 \text{ imply } \rho_1 <: \rho_2 \text{ and } \tau_1 <: \tau_2 \)). We proved that even with those new rules the complexity of the problem did not change and the type inhabitation remains a PSPACE-complete problem. If subtyping constraints are present, then the coercion functions are used in construction of succinct patterns. However, in the RCN function the coercion functions are omitted when deriving new lambda terms.

6. Quantitative Type Inhabitation Problem

When answering the type inhabitation problem, there might be many terms having the required type \( \tau \). A question that naturally arises is how to find the “best” term, for some meaning of “best”. For this purpose we assign a weight to every term. Similarly as in resolution-based theorem proving, a lower weight indicates a higher relevance of the term. Using weights we extend the type inhabitation problem to the quantitative type inhabitation problem – given a type environment \( \Gamma \), a type \( \tau \) and a weight function \( w \), is \( \tau \) inhabited and if it is, return a term that has the lowest weight.

Let \( w \) be a weight function that assigns to each variable a non-negative number. As the weight plays the crucial role in directing the search for inhabitants, it is important to assign meaningful weights. Section 6 describes how InSynth computes the weights. In general, the weight of a symbols is primarily determined by:

1. the proximity to the point at which InSynth is invoked. We assume that the user prefers a code snippet composed from values and methods defined closer to the program point and assign the lower weight to the symbols which are declared closer. As shown in Table 1 we assign the least weight to local symbols declared in the same method. We assign the weight one level higher to symbols defined in a class where a query is initiated. We assign an even higher weight to symbols in the same package.
2. the frequency with which the symbol appears in the training data corpus, as described in Section 7.3 below. For an imported symbol \( x \), we determine its weight using the formula in Table 1. Here \( f(x) \) is the number of occurrences of \( x \) in the corpus, computed by examining syntax trees in a corpus of code.

We also assign small weight to an inheritance conversion function that witnesses the subtyping relation. While we believe that our strategy is fairly reasonable, we arrived at the particular constants via trial and error, so further improvements are likely possible.

<table>
<thead>
<tr>
<th>Nature of Declaration or Literal</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>Lambda</td>
<td>0</td>
</tr>
<tr>
<td>Local</td>
<td>5</td>
</tr>
<tr>
<td>Inheritance function</td>
<td>10</td>
</tr>
<tr>
<td>Class</td>
<td>20</td>
</tr>
<tr>
<td>Package</td>
<td>25</td>
</tr>
<tr>
<td>Literal</td>
<td>200</td>
</tr>
<tr>
<td>Imported</td>
<td>( 215 + \frac{\tau_{\text{seq}}}{1 + \tau_{\text{seq}}^2} )</td>
</tr>
</tbody>
</table>

Table 1. Weights for names appearing in declarations. We found these values to work well in practice, but the quality of results is not highly sensitive to the precise values of parameters.

Based on these values we define a weight function \( w \) that assigns a weight to every symbol \( f \). The weight of a term \( \lambda x_1 \ldots x_m . f e_1 \ldots e_n \) is the sum of weights of all symbols that occur in the expression:

\[
w(\lambda x_1 \ldots x_m . f e_1 \ldots e_n) = \sum_{i=1}^{m} w(x_i) + w(f) + \sum_{i=1}^{n} w(e_i)
\]

To guide the algorithm that generates patterns (in Figure 6) we use weights of succinct terms. Given \( \text{Select} \) in Figure 4, a weight of a succinct type \( \tau \) in \( \Gamma_0 \) is defined as:

\[
w(\tau) = \min(\{w(\gamma) \mid \text{weight } \gamma = w(f) \text{ and } (f : \tau) \in \text{Select}(\Gamma_0, \{\})\})
\]

7. Evaluation of the Effectiveness of InSynth

InSynth reasons about a subset of Scala that corresponds to simply typed lambda calculus. At a high-level, the algorithm behind our implementation consists of the following steps:

1. Parse the program and derive type constraints.
2. Follow the standard typing rules to derive new type declarations while directing the search towards the inhabitants of the required type.
3. Rank the found type inhabitants
4. Create the code snippets from corresponding found terms and output them to the user.

7.1 Implementation in Eclipse

We implemented InSynth as an Eclipse plugin that extends the Eclipse code completion feature for automatic generation of well-typed Scala expressions. It enables developers to accomplish a complex action with only a few keystrokes: declare a name and type of a term, invoke InSynth, and select one of the suggested expressions.

InSynth provides its functionality in Eclipse as a contribution to the standard Eclipse content assist framework and contributes its results to the list of content assist proposals. These proposals can be returned by invoking the content assist feature when Scala source files are edited (invoked with Ctrl + Space). If the code completion is invoked at any valid program point in the source code, InSynth attempts to synthesize and return code snippets of the desired type. Only the top specified number of choices are displayed as proposals in the content assist proposal list, in the order corresponding to the snippet ranking. InSynth supports invocation at the place right after declaring a typed value, variable or a method, i.e. in the place of its definition and also at the place of method parameters, if condition expressions, and similar (where the type can be inferred). InSynth uses the Scala presentation compiler to extract program
declarations and imported API functions visible at a given point. InSynth can be easily configured though standard Eclipse preference pages, and the user can set maximum execution time of the synthesis process, desired number of synthesized solutions and code style of Scala snippets (in terms of unnecessary parentheses omitting, using method name shorthands, etc.). InSynth is available for download and is currently maintained as a part of the Eclipse Scala IDE plugin.

7.2 Creating Benchmarks

There is no standardized set of benchmarks for the problem that we examine, so we constructed our own benchmark suite. We collected examples primarily from http://www.java2s.com/. These examples illustrate correct usage of Java API functions and classes in various scenarios. We manually translated the examples from Java into equivalent Scala code. Since only single class imports are used in the original examples, we generalized the import statements for the benchmarks to include more declarations and thereby made the synthesis problem more difficult by increasing the size of the search space.

One idea of measuring the effectiveness of a synthesis tool is to estimate its ability to reconstruct certain expressions from existing code. We arbitrarily chose some expressions from the collected examples, removed them and marked them as the goal expressions that need to be reconstructed (we replaced them with a fresh value definition if the place of the expression was not valid for InSynth invocation). The resulting benchmark is a partial program, similar to a program sketch [18]. We measure whether a InSynth can reconstruct an expression equal to the one removed, modulo literal constants (of the integer, string, and boolean type). Our benchmark suite is available for download from the InSynth web site.

7.3 Corpus for Computing Symbol Usage Frequencies

Our algorithm searches for those typed terms that can be derived from an initial environment and that minimize the weight function. To compute initial weights we use the technique presented in Section 6. This technique requires, among other things, an initial assignment of weights to certain terms. In order to derive the knowledge corpus which dictates this initial weight assignment, we mined declaration usage statistics from 18 Java and Scala open source projects. Table 2 lists those projects together with their description.

<table>
<thead>
<tr>
<th>Project</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Akka</td>
<td>Transactional actors</td>
</tr>
<tr>
<td>CCSTM</td>
<td>Software transactional memory</td>
</tr>
<tr>
<td>GooChaSca</td>
<td>Google Charts API for Scala</td>
</tr>
<tr>
<td>Kestrel</td>
<td>Tiny queue system based on starting</td>
</tr>
<tr>
<td>LiftWeb</td>
<td>Web framework</td>
</tr>
<tr>
<td>LiftTicket</td>
<td>Issue ticket system</td>
</tr>
<tr>
<td>O/R Broker</td>
<td>JDBC framework with support for externalized SQL</td>
</tr>
<tr>
<td>scalaForm</td>
<td>O/R mapping tool</td>
</tr>
<tr>
<td>ScalaCheck</td>
<td>Unit test automation</td>
</tr>
<tr>
<td>Scala compiler</td>
<td>Compiles Scala source to Java bytecode</td>
</tr>
<tr>
<td>Scala Migrations</td>
<td>Database migrations</td>
</tr>
<tr>
<td>ScalaNLP</td>
<td>Natural language processing</td>
</tr>
<tr>
<td>ScalaQuery</td>
<td>Typesafe database query API</td>
</tr>
<tr>
<td>Scalaz</td>
<td>&quot;Scala on steroids&quot; - scala extensions</td>
</tr>
<tr>
<td>simpledb-scala-binding</td>
<td>Bindings for Amazon's SimpleDB</td>
</tr>
<tr>
<td>Specs</td>
<td>Behaviour Driven Development framework</td>
</tr>
<tr>
<td>Talking Puffin</td>
<td>Twitter client</td>
</tr>
</tbody>
</table>

Table 2. Scala open source projects used for the corpus extraction.

One of the analyzed projects is the Scala compiler, which is mainly written in the Scala language itself. In addition to the projects listed in Table 2, we analyzed the Scala standard library, which mainly consists of wrappers around Java API calls. We extracted the relevant information only about Java and Scala APIs, and ignored information specific to the projects themselves. In overall, we extracted 7516 declarations and identified a total of 90422 uses of these declarations. 98% of declarations have less than 100 uses in the entire corpus, whereas the maximal number of occurrences of a single declaration is 5162 (for the symbol $k$).

7.4 Platform for Experiments

We ran all experiments on a machine with a 3GHz clock speed processor and 8MB of cache. We imposed a 2GB limit for allowed memory usage. Software configuration consisted of Ubuntu 12.04.1 LTS (64b) with Scala 2.9.3 (a nightly version), and Java(TM) Virtual Machine 1.6.0_24. The reconstruction part of InSynth is implemented sequentially and does not make use of multiple CPU cores.

7.5 Measuring Overall Effectiveness

In each benchmark, InSynth was invoked at valid program points corresponding to the missing (goal) expressions. InSynth was parametrized with $N = 10$ and used a time limit of $0.5s$ for the core type inhabitation solver and $7s$ for the overall reconstruction process. By using a time limit, our goal was to evaluate the usability of InSynth in an interactive environment (what IDEs usually are).

We ran InSynth with the aforementioned configuration on the set of 50 benchmarks. Results are shown in Table 3. The Size column represents the size of the goal expression in terms of number of declarations in its structure, as $c/v$, where $c$ is the size when coercion functions are counted and $v$ is the size with respect to visible declarations. The #Initial column represents the number of initial type declarations that InSynth extracts at a given program point and gives to the solver (size of the search space). The following columns are partitioned into three groups, one for each variant of the synthesis algorithm - the algorithm with no notion of term weights, the algorithm with term weights but without the knowledge corpus (presented in Section 7.3) and finally the full algorithm, with weights application of the knowledge corpus for initial weight assignments. In each of these groups, Rank represents the rank of the expression equal to the goal one, in the expression list returned by the algorithm, and Total represents overall execution time of the synthesis algorithm. The distribution of the execution time between two main parts of the algorithm is shown in columns Prove and Recon, for the prover and reconstruction part, respectively. The last column group gives execution times of two state-of-the-art intuitionistic theorem provers ($\text{Isogen}$[14] and $\text{fCube}$[7]) employed for checking provability of inhabitation problems for the benchmarks, encoded as formulas in appropriate syntax.

Table 3 clearly shows the differences in both effectiveness and execution time between the variants of the algorithm. Firstly, the table shows that the algorithm without weights does not perform well and finds the goal expressions in only 4 out of 50 cases and executes by more than an order of magnitude slower than the other variants. This is due to the fact that without the utilization of the weight function to guide the search, the search space explodes while the reasonable solutions are not found due to maximum snippet and/or time limit. Secondly, we can see that adding weights to terms helps the search drastically and the algorithm without corpus fails to find the goal expression only in 2 cases. Also, the running times are decreased substantially. In 33 cases, this variant finds the solution with the same rank as the variant which incorporates corpus, while on 4 of them it finds the solution of a higher rank. This suggests that in some cases, synthesis does not benefit from the derived corpus - initial weights defined by it are not biased favorably and do not direct the search toward the goal expression.
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InSynth is effective in quickly finding (synthesizing) the desired expressions at various places in source code.
8. Related Work

Several tools including Prospector [13], XSnippet [17], Strathcona [9], PARSEWeb [23] and SNIFF [4] that generate or search for relevant code examples have been proposed. In contrast to all these tools we support expressions with higher order functions. Additionally, we synthesize snippets using all visible methods in a context, whereas the other existing tools build or present them only if they exist in a corpus. Prospector, Strathcona and PARSEWeb do not incorporate the extracted examples into the current program context; this requires additional effort on the part of the programmer. Moreover, Prospector does not solve queries with multiple argument methods unless the user initiate multiple queries. In contrast, we generated expressions at once. We could not effectively compare InSynth with those tools, since unfortunately, the authors did not report exact running times. We next provide more detailed descriptions for some of the tools, and we compare their functionality to InSynth. InSynth is similar in operation to Eclipse content assistant proposals [22] and it implements the same behaviour. More advanced solutions appeared recently, like the Eclipse code recommenders [6], which use and expand knowledge base of API calls statistics in order to find the appropriate expressions and offer them to the developer with appropriate statistical confidence value. InSynth is fundamentally different from this approach (it even subsumes it) and can synthesize code fragments that never occurred in code previously.

Prospector [13] uses a type graph and searches for the shortest path from a receiver type, \( \text{type_in} \), to the desire type, \( \text{type_out} \). The nodes of the graph are monomorphic types, and the edges are the names of the methods. The nodes are connected based on the method signature. Prospector also encodes subtypes and downcasts into the graph. The query is formulated through \( \text{type_in} \) and \( \text{type_out} \). The solution is a chain of the method calls that starts at \( \text{type_in} \) and ends at \( \text{type_out} \). Prospector ranks solutions by the length, preferring shorter solutions. On the other hand, we find solutions that have minimal weights. This potentially enables us to get solutions that have better quality, since the shortest solution may not be the most relevant. Furthermore, in order to fill in the method parameters, a user needs to initiate multiple queries in Prospector. In InSynth this is done automatically. Prospector uses a corpus for down-casting, whereas we use it to guide the search and rank the solutions. Moreover, Prospector has no knowledge of what methods are used most frequently. Unfortunately, we could not compare our implementation with Prospector, because it was not publicly available. XSnippet [17] offers a range of queries from generalized to specialized. The tool uses them to extract Java code from the sample repository. XSnippet ranks solutions based on their length, frequency, and context-sensitive as well as context-independent heuristics. In order to narrow the search the tool uses the parental structure of the class where the query is initiated to compare it with the parents of the classes in the corpus. The returned examples are not adjusted automatically into a context—the user needs to do this manually. Similar to Prospector the user needs to initiate additional queries to fill in the method parameters. In Strathcona [9], a query based on the structure of the code under development, is automatically extracted. One cannot explicitly specify the desired type. Thus, the returned set of examples is often irrelevant. Moreover, in contrast to InSynth, those examples can not be fitted into the code without additional interventions. PARSEWeb [23] uses the Google code search engine to get relevant code examples. The solutions are ranked by length and frequency. In InSynth the length of a returned snippet also plays an important role in ranking the snippets but InSynth also has an additional component by taking into account also the proximity of derived snippets and the point where InSynth was invoked. The main idea behind the SNIFF [4] tool is to use natural language to search for code examples. The authors collected the corpus of examples and annotated them with keywords, and attached them to corresponding method calls in the examples. The keywords are collected from the available API documentation. InSynth is based on a logical formalism, so it can overcome the gap between programming languages and natural language.

The synthesized code in our approach is extracted from the proof derivation. Similar ideas have been exploited in the context of sophisticated dependently typed languages and proof assistants [2]. Our goal is to apply it to simpler scenarios, where propositions are only partial specifications of the code, as in the current programming practice. Agda is a dependently typed programming language and proof assistant. Using Agda’s Emacs interface, programs can be developed incrementally, leaving parts of the program unfinished. By type checking the unfinished program, the programmer can get useful information on how to fill in the missing parts. The Emacs interface also provides syntax highlighting and code navigation facilities. However, because it is a new language and lacks large examples, it is difficult to evaluate this functionality on larger numbers of declarations.

There are several tools for the Haskell API search. The Hoogle [10] search engine searches for a single function that has either a given type or a given name in Haskell, but it does not return a composed expression of the given type. The Hayoo [8] search engine does not use types for searching functions: its search is based on function names. The main difference between Djinn [2] and our system is that Djinn generates a Haskell expression of a given type, but unlike our system it does not use weights to guide the algorithm and rank solutions. Recently we have witnessed a renewed interest in semi-automated code completion [15]. In their tool Perelman et al. generate partial expressions to help a programmer write code more easily. While their tool helps to guess the method name based on the given arguments, or it suggests arguments based on the method name, we generate complete expressions based only on the type constraints. In addition, our approach also supports higher order functions, and the returned code snippets can be arbitrarily nested and complex: there is no bound on the number and depth of arguments. This allows us to automatically synthesize larger pieces of code in practice, as our evaluation shows. In that sense, our result is a step further from simple completion to synthesis.

The use of type constraints was explored in interactive theorem provers, as well as in synthesis of code fragments. SearchHsos [5] uses type constraints to search for lemmas in Coq, but it does not use weights to guide the algorithm and rank the solutions. Having the type constraints, a natural step towards the construction of proofs is the use of the Curry-Howard isomorphism. The drawback of this approach is the lack of a mechanism that would automatically enumerate all the proofs. By representing proofs using graphs, the problem of their enumeration was shown to be theoretically solvable [25], but there is a large gap between a theoretical result and an effective tool. Furthermore, InSynth can not only enumerate terms but also rank them and return a desired number of best-ranked ones.

As having a witness term that a type is inhabited is a vital ingredient of our tool, one could think of InSynth as a prover for propositional intuitionistic logic (with substantial additional functionality). Among recent modern provers are Imogen [14] and iCube [7]. These tools can reason about more expressive fragments of logic (they support not only implication but also intuitionistic counterparts for other propositional operators such as \( \lor, \land, \equiv \), and Imogen also supports first-order and not only propositional fragment). Our results on fairly large benchmarks suggests that InSynth is faster for our purpose, which is not entirely surprising because these tools are not necessarily optimized for the task that we aim to solve, and often do not have efficient representation of large initial environments. The main purpose of our comparison is
to show that our technique is no worse than the existing ones for our purpose, even if we only check the existence of proofs. What is more important than performance is that InSynth produces not only one proof, but a representation of all proofs, along with their ranking, which is essential for our application: using synthesis as a generalization of completion.

9. Conclusions

We have presented the design and implementation of a code completion inspired by complete implementation of type inhabitation for simply typed lambda calculus. Our algorithm uses succinct types, an efficient representation for types, terms, and environments that takes into account that the order of assumptions is unimportant. Our approach generates a graph representation of all solutions, from which it can extract any desired number of solutions. To further increase the usefulness of generated results, we introduce the ability to assign weights to terms and types. The resulting algorithm performs search for expressions of a given type in a type environment while minimizing the weight, and preserves the completeness. The presence of weights increases the quality of the generated results. To compute weights we use the proximity to the declaration point as well as weights mined from a corpus. We have deployed the algorithm in an IDE for Scala. Our evaluation on synthesis problems constructed from API usage indicate that the technique is practical and that several technical ingredients had to come together to make it powerful enough to work in practice. Our tool and additional evaluation details are publicly available.
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