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## Abstract

The thesis introduces novel techniques in the field of fringe analysis for direct estimation of phase gradients or derivatives. A pseudo Wigner-Ville distribution based method is proposed to reliably estimate the phase derivatives from a single fringe pattern. The method's ability for estimating rapidly varying phase derivatives is enhanced by developing an adaptive windowing technique. Further, the two-dimensional extension of the method is presented to handle fringe patterns with severe noise. In addition, a generalized approach is described to enable direct estimation of arbitrary order phase derivatives. Subsequently, methods based on digital holographic moiré and multi-component polynomial phase formulation are introduced to measure the in-plane and out-of-plane displacements and their derivatives for a deformed object in digital holographic interferometry. These methods permit the simultaneous estimation of multiple phases and their derivatives without the need of multiple fringe patterns and complex experimental configurations, which is hitherto not possible with the current state-of-the-art fringe analysis methods.

The major advantages of the developed techniques are the ability to directly estimate phase derivatives without relying on complex unwrapping, filtering and numerical differentiation operations, high computational efficiency and strong robustness against noise. In addition, the requirement of a single fringe pattern makes these techniques less errorprone in the presence of vibrations and external disturbances and enhances their applicability for dynamic measurements. Further, the developed techniques offer a potential solution to the challenging problem of simultaneous multi-dimensional deformation analysis in digital holographic interferometry. The reliable performance of these techniques is validated by numerical simulation and their practical applicability is demonstrated in digital holographic interferometry and fringe projection for slope and curvature measurement, defect detection, surface slope evolution studies and measurement of in-plane and out-of-plane displacements and their derivatives. These techniques offer substantial advancements in fringe analysis and exhibit significant application potential in areas such as non-destructive testing, biomechanics, reliability analysis, material characterization and experimental mechanics.
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## Résumé

Cette thèse introduit de nouvelles techniques dans le domaine de l'analyse de franges pour l'estimation directe des gradients ou des dérivés de phases. Une méthode basée sur la pseudo-distribution de Wigner-Ville est proposée afin d'estimer de façon fiable les dérivées de phases à partir d'un seul motif de franges. La capacité de la méthode à estimer les variations rapides des dérivés de phases est améliorée en développant une technique de fenêtre adaptative. La méthode est généralisée pour des problèmes en deux dimensions afin de traiter les motifs de franges contaminés par un niveau de bruit élevé. En plus de permettre l'estimation directe des dérivées de phases d'ordres arbitraires, une approche basée sur une distribution généralisée est décrite. Par la suite, des méthodes basées sur le moiré holographique digitale ainsi que sur une formulation polynomiale multi-composante des phases sont proposées afin de mesurer les déformations spécifiques et les déplacements dans le plan et hors du plan d'un objet en interférométrie holographique digitale. Ces méthodes permettent l'estimation simultanée de plusieurs phases et de leurs dérivées sans avoir besoin de plusieurs motifs de franges ni de configuration expérimentales complexes.

Les principaux avantages des méthodes développées sont leur capacité à directement estimer les dérivées des phases sans recourir à des analyses complexes et leur robustesse envers les bruits parasites. De plus, la méthode ne nécessite qu'un seul motif de franges ce qui rend l'approche moins sensible aux erreurs en présence de vibrations et des perturbations externes qui sont souvent rencontrées lors de mesures dynamiques. Les techniques développées offrent des solutions potentielles à la problématique de la simulation multidimensionnelle des déformées à partir de l'interférométrie holographique. La fiabilité des techniques est validée à l'aide de simulations numériques. Leur applicabilité à des cas pratiques est démontrée pour des mesures de pentes, courbures, défauts et pour suivre l'évolution de surface dans le plan et hors du plan. Ces techniques offrent des avancements substantiels dans le domaine de l'analyse de moirés et se prêtent à une multitude d'applications potentielles telles que les essais non-destructifs, la biomécanique, l'analyse de fiabilité, la caractérisation des matériaux et la mécanique expérimentale.

Mots clefs : Analyse des franges, estimation des dérivées de phases, interférométrie holographique digitale, mesure des pentes et courbures, analyse déformation multidimensionnelles
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## Chapter 1

## Introduction

### 1.1 Fringe analysis

Optical techniques like holographic interferometry [1], electronic speckle pattern interferometry [2] and fringe projection [3] are quite popular for non-contact measurements and have many applications in areas such as experimental mechanics, non-destructive testing, profilometry, quality control etc. In all these techniques, the information about the measured physical quantity is usually stored in the phase or its associated derivatives of a fringe pattern. Fringe analysis deals with the extraction of phase (and/or its derivatives) from the fringe pattern.

The mathematical form of a typical fringe pattern is given as

$$
\begin{equation*}
I(x, y)=I_{0}(x, y)+a(x, y) \cos [\phi(x, y)] \tag{1.1}
\end{equation*}
$$

where $I(x, y)$ is the recorded intensity, $I_{0}(x, y)$ is the background intensity, $a(x, y)$ is the fringe amplitude and $\phi(x, y)$ is the phase. Also, $x$ and $y$ refer to the spatial coordinates or pixels along the horizontal and vertical directions. The main aim of fringe analysis is to estimate $\phi$ or its derivatives such as $\partial \phi / \partial x, \partial^{2} \phi / \partial x^{2}$ etc. from the fringe pattern.

The various fringe analysis methods can be broadly classified in two categories: (1) temporal methods which require multiple fringe patterns to extract phase information and (2) spatial methods which are capable of phase retrieval from a single fringe pattern. The selection of a particular fringe analysis method depends on various factors such as dynamic or static nature of the application, noise, experimental stability, ease of use etc.

Phase-shifting [4] is a popular temporal fringe analysis technique and relies on recording multiple fringe patterns where the phase is incremented between successive frames. For phase extraction in phase-shifting, several methods based on Carré's algorithm [5], the $N$-bucket algorithm [6, 7], least-squares approach [8], characteristic polynomials [9, 10],
symmetrical phase-shifting algorithm [11], error compensating algorithms [12-23] etc. have been proposed.

Due to the requirement of multiple fringe patterns, temporal methods are difficult to apply for dynamic measurements and quite susceptible to external disturbances and vibrations. Thus, for many applications, extraction of information about the phase or its derivative from a single fringe pattern is desired, which falls under the purview of spatial fringe analysis. Various spatial fringe analysis methods based on Fourier transform [24], dilating Gabor transform [25], wavelet transform [26], windowed Fourier transform [27], S-transform [28] etc. have been proposed for phase estimation.

The fringe analysis methods usually involve the application of an 'arctan' function for phase extraction. Since the principal values of the inverse function lie in the range $[-\pi, \pi)$, wrapping occurs when the true phase value lies outside the interval and leads to artificial $2 \pi$ discontinuities in the wrapped phase [29]. Phase unwrapping refers to adding integral multiples of $2 \pi$ to the wrapped phase map to obtain the continuous phase distribution.

In recent decades, several phase unwrapping algorithms such as noise-immune unwrapping [30], least-squares method [31], minimum cost-matching algorithm [32], flood fill [33], branch-cut algorithm [34], Goldstein's algorithm [35], $\mathrm{Z} \pi \mathrm{M}$ algorithm [36], adaptive integration [37], region growing approach [38], local histogram method [39], region-referenced methods [40, 41], multilevel quality guided algorithm [42], phase estimation using adaptive regularization based on local smoothing (PEARLS) [43], local polynomial approximation [44] etc. have been proposed for fringe analysis. It needs to be emphasized that the unwrapping operation adds an extra step in the phase estimation procedure, thereby increasing the overall computational burden and is usually error-prone in the presence of noise.

### 1.2 Estimation of phase derivatives

Though phase is important, however, the quantities of great interest in areas such as experimental mechanics and non-destructive testing are the gradients or derivatives of phase. For an object subjected to deformation, the first order phase derivative is related to the derivative of surface displacement [45] and the second order phase derivatives provide information about the flexural and torsional moments i.e. curvature and twist [46]. Consequently, the phase derivatives are of profound significance in applications such as quality assessment [47], residual stress evaluation [48], fault identification [49], leakage detection [50], material characterization [51], biomechanical studies of dentin [52], bones [53, 54] and vascular wall [55], surface slope measurement [56], refractive index profiling [57] etc. Hence, reliable estimation of phase derivatives is highly desired.

It needs to be emphasized that direct estimation of the phase derivative is preferred to the obvious approach of phase estimation and subsequent differentiation for many practical
applications. The reason is the susceptibility of the usually required phase unwrapping and numerical differentiation operations to noise which makes the procedure error-prone [58]. For direct estimation of the phase derivatives, several optical techniques based on shearography [59-63], moiré [64-67] and speckle shearing interferometry [46, 68-70] have been developed. One of the principal reasons behind the widespread popularity and use of shearography in non-destructive testing applications has been the ability to provide fringe patterns directly encoding the phase derivative. However, for these methods, the measurement of the phase derivative depends on the physical setup of a particular method and hence cannot be generalized.

Accordingly, several methods have been proposed to estimate the phase derivatives from a given fringe pattern without relying on the optical configuration. Various phase-shifting technique based methods [71-73] have been developed for phase derivative estimation, though, their application is limited by the requirement of multiple fringe patterns. A Fourier transform based method [74] was proposed for estimation of the phase derivative. However, due to the global or non-localized nature [75] of the Fourier transform, the method is not suitable to analyze non-stationary signals i.e. fringe patterns with spatially varying phase derivatives. In addition, the method requires unwrapping operation to obtain continuous estimates.

In recent years, the use of space-frequency distributions [76,77] has emerged as a popular approach in fringe analysis for phase derivative estimation. These distributions have localized nature and provide a joint representation of the signal in space and frequency. In this approach, the phase derivative corresponds to the local or instantaneous frequency in the fringe pattern and is estimated by tracing the spectral energy density peaks or ridges of the distribution. Wavelet transform [78,79] is a well-known space-frequency distribution in fringe analysis, however, its performance is deteriorated in the vicinity of null phase gradients, and ridge detection is highly sensitive to noise [80]. Similarly, Wigner-Ville distribution [77] based method has been proposed for phase derivative estimation, but the accuracy is affected by the interference terms arising due to the quadratic nature of the distribution and usually requires a smoothing operation [81]. Recently, windowed Fourier transform [82] was proposed for phase derivative estimation and has emerged as a popular fringe analysis technique. A major limitation of all these space-frequency distribution based techniques is that they provide information about the first order phase derivative only and are not suitable for direct estimation of higher order derivatives.

### 1.3 Measurement of slopes and curvature in digital holographic interferometry

In the recent decades, digital holographic interferometry (DHI) [1] has emerged as a popular technique for deformation analysis in the areas of experimental mechanics and non-destructive testing. The major advantages of DHI are non-invasive behavior, whole-
field measurement capability and good measurement resolution. Moreover, the use of a charge-coupled device (CCD) camera as the recording medium removed the need of complex and time-consuming chemical processing steps associated with classical holography. The digitalization of recording and processing of holograms greatly facilitated the applicability of DHI for deformation measurements.

In DHI, for a diffuse object subjected to loading, two holograms are recorded corresponding to the object states before and after deformation. The complex amplitudes of the object wave-fields are obtained from the numerical reconstruction of the holograms using discrete Fresnel transform [83]. The complex amplitude before deformation can be written as,

$$
\begin{equation*}
\Gamma_{1}(x, y)=a_{1}(x, y) \exp \left[j \psi_{1}(x, y)\right] \tag{1.2}
\end{equation*}
$$

where $a_{1}(x, y)$ is the amplitude and $\psi_{1}(x, y)$ is the random phase. Similarly, the complex amplitude after deformation is given as,

$$
\begin{equation*}
\Gamma_{2}(x, y)=a_{2}(x, y) \exp \left[j \psi_{2}(x, y)\right] \tag{1.3}
\end{equation*}
$$

Subsequently, the reconstructed interference field is computed by multiplying the postdeformation complex amplitude with the conjugate of pre-deformation complex amplitude. In other words, we have

$$
\begin{align*}
\Gamma(x, y) & =\Gamma_{2}(x, y) \Gamma_{1}^{*}(x, y) \\
& =a_{1}(x, y) a_{2}(x, y) \exp \left[j\left(\psi_{2}(x, y)-\psi_{1}(x, y)\right)\right] \tag{1.4}
\end{align*}
$$

or

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)] \tag{1.5}
\end{equation*}
$$

with $a(x, y)=a_{1}(x, y) a_{2}(x, y)$ and,

$$
\begin{equation*}
\phi(x, y)=\psi_{2}(x, y)-\psi_{1}(x, y) \tag{1.6}
\end{equation*}
$$

Here, $\phi(x, y)$ is the interference phase. When the object is deformed, the displacement is related to the interference phase through the sensitivity vector, which is defined as the difference between the observation and illumination unit vectors [83]. In Fig.1.1, $\overrightarrow{\mathbf{d}}$ indicates the displacement vector at a point $Q$ on the diffuse object. The unit vectors along the illumination and observation directions are denoted as $\hat{\mathbf{s}}$ and $\hat{\mathbf{u}}$. The relation between the phase and displacement is given as [83],

$$
\begin{equation*}
\phi=\frac{2 \pi}{\lambda} \overrightarrow{\mathbf{d}} \cdot(\hat{\mathbf{u}}-\hat{\mathbf{s}}) \tag{1.7}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\phi=\frac{2 \pi}{\lambda} \overrightarrow{\mathbf{d}} \cdot \overrightarrow{\mathbf{S}} \tag{1.8}
\end{equation*}
$$



Fig. 1.1. Deformation of the diffuse object
where $\overrightarrow{\mathbf{S}}=\hat{\mathbf{u}}-\hat{\mathbf{s}}$ denotes the sensitivity vector and $\lambda$ is the wavelength. From the above equation, it is clear that the phase depends on the projection of the displacement vector onto the sensitivity vector. As the displacement of the deformed object is related to $\phi$, the first and second order displacement derivatives i.e. slope and curvature correspond to the derivatives $\partial \phi / \partial x$ and $\partial^{2} \phi / \partial x^{2}$.

For phase derivative estimation in DHI, a prominent approach is digital shearing [84, 85] where the sheared reconstructed interference field is superimposed on the original to approximate the phase differentiation operation. Similarly, by successive application of digital shearing, the second order phase derivative has also been estimated [86]. The main drawback of the method is that the performance is severely deteriorated in the presence of noise [79], thereby necessitating the application of filtering operations [87, 88]. However, the filtering procedure is a computational overhead and needs to be carefully controlled so as not to smear the dense fringes. In addition, the method also requires an unwrapping operation to obtain continuous estimates.

The techniques described above usually provide information about the displacement derivative along a single dimension i.e. the out-of-plane component or slope only. However, for many practical applications, information about the multi-dimensional i.e. in-plane and out-of-plane displacement derivatives is required for complete characterization of deformation mechanisms. For such measurements, the optical configuration in DHI relies on illuminating the object along different directions [89] resulting in multiple object beams. For each illumination direction, there is an associated sensitivity vector and interference phase. The in-plane and out-of-plane displacements are related to the multiple phases for different directions through the corresponding sensitivity vectors.

Recently, several methods [90-95] have been proposed for multi-dimensional measurements which rely on illuminating the object sequentially by multiple beams i.e. one beam
at a time along different directions. Because of the sequential operation, these methods are unable to simultaneously measure the in-plane and out-of-plane components. In addition, the use of phase-shifting technique in some of these methods requires multiple data frames to be captured, which might be difficult for many practical applications. For simultaneous measurements, methods [89,96-100] relying on multiple reference-object beam pairs have been proposed in DHI. However, usage of multiple reference beams adds complexity to the optical configuration. A major limitation in all these techniques is that only the wrapped estimates of phase are obtained. Hence, to obtain the phase derivatives, additional unwrapping and numerical differentiation operations are required.

### 1.4 Motivation

It is evident from the previous sections that there is a strong need to develop novel fringe analysis techniques which are capable of estimating phase derivatives from a single fringe pattern with high estimation accuracy, good computational efficiency, strong robustness against noise and non-requirement of unwrapping operation. Additionally, the area of multi-dimensional deformation analysis offers immense scope for developing methods capable of directly estimating multiple phases and derivatives without relying on complex experimental setups, multiple data frames or error-prone unwrapping procedures.

The thesis aims to address these challenges in fringe analysis. Accordingly, the first objective of the thesis is to develop novel methods with the following characteristics:

- Direct estimation of the phase derivative from a single fringe pattern without the need of any unwrapping operation.
- Ability to handle fringe patterns containing rapidly varying phase derivatives.
- High computational efficiency and good robustness against noise.
- Ability to estimate phase derivatives of arbitrary order.
- Applicability in optical techniques such as digital holographic interferometry and fringe projection for the measurement of slopes and curvature, defect detection and temporal evolution studies.

The other objective of the thesis deals with multi-component fringe analysis i.e.

- Development of methods to estimate multiple phases and their derivatives from a single fringe pattern.
- Application of the developed methods in digital holographic interferometry for the simultaneous measurement of in-plane and out-of-plane displacements and their derivatives.


### 1.5 Outline

The outline of the thesis is as follows:
Chapter 2 presents a pseudo Wigner-Ville distribution (PSWVD) method for direct estimation of the phase derivative without the need of any unwrapping and filtering operations.

Chapter 3 introduces an adaptive windowing technique for the PSWVD method to estimate phase derivatives with rapid variations.

Chapter 4 presents the two-dimensional extension of the PSWVD method for phase derivative estimation. The presence of a two-dimensional window greatly enhances the robustness of the method against noise.

Chapter 5 proposes complex-lag distributions for estimating phase derivatives of arbitrary order.

Chapter 6 highlights some of the applications of the developed methods in digital holographic interferometry and fringe projection.

Chapter 7 introduces the concept of moiré fringes in digital holographic interferometry for multi-dimensional deformation analysis.

Chapter 8 presents a multi-component polynomial phase formulation based approach for estimating multiple phases and their derivatives without requiring any external spatial carrier, filtering and unwrapping operations.
Chapter 9 summarizes the contributions of the thesis and presents the scope of future work.

## Chapter 2

## Pseudo Wigner-Ville distribution method

### 2.1 Introduction

As discussed in the previous chapter, reliable estimation of phase derivatives without the need of complex unwrapping and filtering operations is highly desired in spatial fringe analysis. To address this problem, this chapter introduces a pseudo Wigner-Ville distribution based method for the estimation of phase derivatives from a fringe pattern. The method is presented in the context of digital holographic interferometry; however, its generalization to other optical techniques is also discussed.

### 2.2 Theory

In DHI, the reconstructed interference field is given as,

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)]+\eta(x, y) \quad \forall x, y \in[1, N] \tag{2.1}
\end{equation*}
$$

where $a(x, y)$ is the slow varying amplitude, $\phi(x, y)$ is the interference phase, $\eta(x, y)$ is noise and $N$ is the number of pixels. The first order phase derivative with respect to $x$ is given as,

$$
\begin{equation*}
\phi_{x}(x, y)=\frac{\partial \phi(x, y)}{\partial x} \tag{2.2}
\end{equation*}
$$

For an arbitrary row $y$, we have,

$$
\begin{equation*}
\Gamma(x)=a(x) \exp [j \phi(x)]+\eta(x) \tag{2.3}
\end{equation*}
$$

To estimate the phase derivative, a pseudo Wigner-Ville distribution [101] is applied. The pseudo Wigner-Ville distribution (PSWVD) is a space-frequency distribution obtained by introducing a lag window in the computation of the ordinary Wigner-Ville distribution (WVD). For better understanding of the two distributions, the WVD for $\Gamma(x)$ is given as,

$$
\begin{equation*}
\gamma_{1}(x, \omega)=\int_{-\infty}^{\infty} \Gamma(x+u / 2) \Gamma^{*}(x-u / 2) \exp [-j \omega u] \mathrm{d} u \tag{2.4}
\end{equation*}
$$

where '*' denotes the complex conjugate and $\omega$ represents the frequency. Using the substitution $\tau=u / 2$, we have

$$
\begin{equation*}
\gamma_{1}(x, \omega)=2 \int_{-\infty}^{\infty} \Gamma(x+\tau) \Gamma^{*}(x-\tau) \exp [-j 2 \omega \tau] \mathrm{d} \tau \tag{2.5}
\end{equation*}
$$

By introducing a finite length symmetric window function $w$ in the above equation and ignoring the scaling factor in front of the integral, the PSWVD is computed as

$$
\begin{equation*}
W(x, \omega)=\int_{-\infty}^{\infty} w(\tau) \Gamma(x+\tau) \Gamma^{*}(x-\tau) \exp [-j 2 \omega \tau] \mathrm{d} \tau \tag{2.6}
\end{equation*}
$$

The main advantage of using a window is to reduce the interference terms arising due to the quadratic nature of the WVD [101]. Assuming the amplitude variation to be small within the window and neglecting the noise term for the simplicity of analysis, the above equation can be expressed as

$$
\begin{equation*}
W(x, \omega)=a^{2}(x) \int_{-\infty}^{\infty} w(\tau) \exp [j(\phi(x+\tau)-\phi(x-\tau))] \exp [-j 2 \omega \tau] \mathrm{d} \tau \tag{2.7}
\end{equation*}
$$

Within the window region, the phase is assumed to vary slowly and using the second order Taylor series approximation, we have

$$
\begin{equation*}
\phi(x+\tau) \approx \phi(x)+\tau \frac{\partial \phi(x)}{\partial x}+\frac{\tau^{2}}{2} \frac{\partial^{2} \phi(x)}{\partial x^{2}} \tag{2.8}
\end{equation*}
$$

and

$$
\begin{equation*}
\phi(x-\tau) \approx \phi(x)-\tau \frac{\partial \phi(x)}{\partial x}+\frac{\tau^{2}}{2} \frac{\partial^{2} \phi(x)}{\partial x^{2}} \tag{2.9}
\end{equation*}
$$

Using these approximations, Eq.2.7 is modified as,

$$
\begin{equation*}
W(x, \omega)=a^{2}(x) \int_{-\infty}^{\infty} w(\tau) \exp \left[j 2 \phi_{x}(x) \tau\right] \exp [-j 2 \omega \tau] \mathrm{d} \tau \tag{2.10}
\end{equation*}
$$

where $\phi_{x}(x)=\partial \phi(x) / \partial x$. In principle, the above equation contains the Fourier transform of the window $w(\tau)$ modulated by the term $\exp \left[j 2 \phi_{x}(x) \tau\right]$. Hence, denoting the Fourier
transform of the window function as $\hat{w}(\omega)$ and using the frequency shifting property of Fourier transform, we have

$$
\begin{equation*}
W(x, \omega)=a^{2}(x) \hat{w}\left(2 \omega-2 \phi_{x}(x)\right) \tag{2.11}
\end{equation*}
$$

Since the window function is chosen to have a low pass behavior, $W(x, \omega)$ is maximum for $\hat{w}(0)$ i.e. when $\omega=\phi_{x}(x)$. Hence, the phase derivative $\phi_{x}$ can be obtained by tracing the peak of the PSWVD. In other words, we have

$$
\begin{equation*}
\phi_{x}(x)=\arg \max _{\omega} W(x, \omega) \tag{2.12}
\end{equation*}
$$

This equation provides the phase derivative estimate for a given row $y$. The above procedure can be applied for all rows $y \in[1, N]$ to estimate the overall phase derivative $\phi_{x}(x, y)$ for the entire fringe pattern.

In PSWVD, the presence of a window plays an important role for phase derivative estimation since the second order or quadratic approximation of the phase as in Eq.(2.8) and Eq.(2.9) is reasonably valid in a local region defined by the window. On the contrary, the WVD makes this assumption over the entire length of the signal and hence, the applicability of WVD is limited to quadratic phase signals only. Similarly, the popular windowed Fourier ridges (WFR) technique [27] and wavelet transform method [78] for phase derivative estimation assume a linear approximation of the phase within the window region [102]. So comparatively, the PSWVD offers a better technique for accurate phase derivative estimation.

### 2.3 Simulation Analysis

To show the superior performance of the PSWVD as compared to WVD for phase derivative estimation, signals of the following form were simulated,

$$
\begin{equation*}
\Gamma(x)=\exp [j \phi(x)] \tag{2.13}
\end{equation*}
$$

with the phase $\phi(x)$ as a polynomial of third (cubic) and fourth (quartic) orders. The cubic phase is shown in Fig.2.1(a). For this case, the original vs the estimated phase derivatives using the WVD and PSWVD techniques is shown in Fig.2.1(c). The corresponding estimation errors using the two techniques are shown in Fig.2.1(e). Similarly, for the quartic phase as shown in Fig.2.1(b), the original and the estimated phase derivatives using the WVD and PSWVD techniques are shown in Fig.2.1(d). The corresponding estimation errors for the quartic case using the two techniques are shown in Fig.2.1(f). From Fig.2.1, it is evident that the accuracy of the WVD technique for phase derivative estimation is lower for cubic or higher order phase signals as compared to the PSWVD.


Fig. 2.1. (a) Cubic phase in radians. (b) Quartic phase in radians. (c) Original vs estimated phase derivatives using WVD and PSWVD in radians/pixel for the cubic phase. (d) Original vs estimated phase derivatives using WVD and PSWVD in radians/pixel for the quartic phase. (e) Estimation error in radians/pixel using WVD and PSWVD for the cubic phase. (f) Estimation error in radians/pixel using WVD and PSWVD for the quartic phase.


Fig. 2.2. (a) Original phase $\phi(x, y)$ in radians. (b) Fringe pattern. (c) Estimated phase derivative in radians/pixel. (d) Phase derivative estimation error in radians/pixel using 1D-PSWVD method. (e) Phase derivative estimation error in radians/pixel using digital shearing method. (f) Phase derivative estimation error in radians/pixel using WFR method.

|  | Method | RMSE in radians/pixel | Time in seconds |
| :---: | :---: | :---: | :---: |
| 1 | PSWVD | 0.0023 | 4.5 |
| 2 | Digital shearing | 0.0151 | 16.2 |
| 3 | WFR | 0.0083 | 195.3 |

Table 2.1. Performance of various phase derivative estimation methods

To analyze the proposed method for phase derivative estimation from fringe patterns, a complex reconstructed interference field signal (size $256 \times 256$ pixels) was simulated in MATLAB (version 7.8.0) as

$$
\begin{equation*}
\Gamma(x, y)=\exp [j \phi(x, y)] \tag{2.14}
\end{equation*}
$$

and additive white Gaussian noise was added at signal-to-noise-ratio (SNR) of 20 dB using MATLAB's 'awgn' function. The original phase $\phi(x, y)$ is shown in Fig.2.2(a). The real part of $\Gamma(x, y)$ constitutes the fringe pattern as shown in Fig.2.2(b). The estimated phase derivative using the proposed method and the corresponding estimation error are shown in Fig.2.2(c) and Fig.2.2(d). In the method, a Gaussian window of length 33 samples was applied using the MATLAB's 'gausswin' function.
For comparison, the phase derivative was also estimated using the state-of-the-art digital shearing and WFR techniques. For the digital shearing technique, the unwrapping operation was performed using the popular Goldstein's unwrapping algorithm [35]. Also, the various parameters required for the implementation of the WFR technique [82] were selected as $\mathrm{wxh}=\mathrm{wyh}=0.8, \mathrm{wxl}=\mathrm{wyl}=-0.8, \mathrm{wxi}=\mathrm{wyi}=0.025$ and $\sigma_{x}=\sigma_{y}=10$. The phase derivative estimation errors using the digital shearing and WFR techniques are shown in Fig.2.2(e) and Fig.2.2(f). Similarly, the root mean square error (RMSE) in radians/pixel and the computational time in seconds for the PSWVD, digital shearing and WFR techniques are shown in Table 2.1. For the analysis, the pixels near the borders of the fringe pattern were neglected to ignore the errors at the edges.

From Fig.2.2 and Table 2.1, it is clear that the proposed PSWVD based method for phase derivative estimation performs superiorly, when compared to the popular digital shearing and WFR techniques in terms of estimation accuracy and computational efficiency. In addition, when compared to the digital shearing approach, the proposed method provides direct estimates of the phase derivative without the need of any unwrapping operation.

### 2.4 Experimental Results

To test the practical applicability of the proposed method, a DHI experiment was conducted where a circularly clamped diffuse object ( 6 cm in diameter) was deformed by external loading. The schematic (not drawn to scale) of the off-axis DHI setup is shown in Fig.2.3. A SONY XCL-U1000 CCD camera ( $1600 \times 1200$ pixels), located at a distance of


Fig. 2.3. DHI schematic (BS: Beam Splitter, BE: Beam Expander, M: Mirror, OBJ: Diffuse object)

110 cm from the object was used for recording the holograms formed by the superposition of the reference and object beams.

Two digital holograms were recorded by illuminating the object with a Coherent Verdi laser (532 nm ) for different object states i.e. before and after loading. The digital hologram recorded before loading the object is shown in Fig.2.4(a). Numerical reconstruction of the hologram was performed using discrete Fresnel transform [83] to obtain the complex amplitudes or wave-fields. The intensity of the complex wave-field obtained after the numerical reconstruction of the hologram is shown in Fig.2.4(b). Since these holograms are recorded in an off-axis configuration, the real and virtual reconstructions of the object and the undiffracted pattern are separated, as shown in Fig.2.4(b).

For the analysis, a small region of interest was selected from the virtual image. The reconstructed interference field was obtained by multiplying the post-deformation complex amplitude with the conjugate of pre-deformation complex amplitude. The experimental fringe pattern i.e. the real part of the reconstructed interference field is shown in Fig.2.4(c). Applying the proposed method, the estimated phase derivative is shown in Fig.2.4(d). The experimental results validate the practical applicability of the proposed method.


Fig. 2.4. (a) Recorded hologram. (b) Intensity obtained after numerical reconstruction.
(c) Experimental fringe pattern. (d) Estimated phase derivative in radians/pixel.

### 2.5 Extension to other interferometric techniques

Though the method is presented in the context of DHI, its applicability can be extended to other optical interferometric techniques such as electronic speckle pattern interferometry and classical holographic interferometry. In these techniques, the obtained fringe pattern is of the following form,

$$
\begin{equation*}
I(x, y)=I_{0}(x, y)+a(x, y) \cos [\phi(x, y)] \tag{2.15}
\end{equation*}
$$

where $I(x, y)$ is the fringe intensity, $I_{0}(x, y)$ is the background intensity, $a(x, y)$ is the fringe amplitude and $\phi(x, y)$ is the interference phase. Using a normalization operation [103] and real to analytic signal conversion [104] in presence of a carrier, a complex signal of the following form can be obtained

$$
\begin{equation*}
\Gamma(x, y)=\exp [j \phi(x, y)] \tag{2.16}
\end{equation*}
$$

which is similar to the one in Eq.(2.1). Subsequently, the proposed method can be applied in the same manner as discussed above.

### 2.6 Summary

A pseudo Wigner-Ville distribution based method was introduced for the direct estimation of the phase derivative from fringe patterns. The main advantages of the proposed method are estimation accuracy, the ability to estimate phase derivatives without the need of any unwrapping operations and high computational efficiency. Simulation and experimental results presented in the chapter demonstrate the potential of the proposed method.

## Chapter 3

## Adaptive windowing method

### 3.1 Introduction

For phase derivative estimation using space-frequency distributions, the choice of window length plays an important role [102]. For a rapidly varying phase derivative, the small window provides good estimation accuracy, but is strongly affected by noise. The converse is true for a large window. Consequently, for estimating phase derivatives with rapid variations, window size selection becomes a challenging issue. The chapter presents an adaptive windowing technique to address this problem.

### 3.2 Theory

Using Eq.2.1, the reconstructed interference field in DHI is given as,

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)]+\eta(x, y) \tag{3.1}
\end{equation*}
$$

where $\eta(x, y)$ represents the noise, assumed to be zero mean additive white Gaussian noise. For a given row $y$, Eq.(3.1) can be written as

$$
\begin{equation*}
\Gamma(x)=a(x) \exp [j \phi(x)]+\eta(x) \tag{3.2}
\end{equation*}
$$

The phase derivative with respect to $x$ is given as,

$$
\begin{equation*}
\omega(x)=\frac{\partial \phi(x)}{\partial x} \tag{3.3}
\end{equation*}
$$

From chapter 2, the PSWVD of $\Gamma(x)$ is given as

$$
\begin{equation*}
W(x, \omega)=\sum_{\tau=-\infty}^{\infty} w_{h}(\tau) \Gamma(x+\tau) \Gamma^{*}(x-\tau) \exp [-j 2 \omega \tau] \tag{3.4}
\end{equation*}
$$

where $w_{h}(x)$ denotes a real symmetric window. For the analysis, we used a Gaussian window,

$$
\begin{equation*}
w_{h}(x)=\frac{1}{\sqrt{2 \pi l^{2}}} \exp \left[-\frac{x^{2}}{2 l^{2}}\right] \quad \forall x \in\left[-\frac{l}{2}, \frac{l}{2}\right] \tag{3.5}
\end{equation*}
$$

with length $h=l+1$.
The phase derivative estimate $\hat{\omega}_{h}(x)$ at any point $x$ corresponds to the frequency at which $W(x, \omega)$ becomes maximum. In other words,

$$
\begin{equation*}
\hat{\omega}_{h}(x)=\arg \max _{\omega} W(x, \omega) \tag{3.6}
\end{equation*}
$$

Since the noise is random, the phase derivative estimate $\hat{\omega}_{h}(x)$ can be treated as a random variable. Accordingly, the bias $B$, variance $\sigma^{2}$ and mean square error $M S E$ for the estimate are given as,

$$
\begin{align*}
& B=E\left[\omega(x)-\hat{\omega}_{h}(x)\right]  \tag{3.7}\\
& \sigma^{2}=E\left[\left(\hat{\omega}_{h}(x)-E\left[\hat{\omega}_{h}(x)\right]\right)^{2}\right]  \tag{3.8}\\
& M S E=E\left[\left(\omega(x)-\hat{\omega}_{h}(x)\right)^{2}\right] \tag{3.9}
\end{align*}
$$

and $E$ denotes the expectation operation. The $M S E$ is dependent on the bias and variance as shown below:

$$
\begin{aligned}
M S E= & E\left[\left(\omega(x)-\hat{\omega}_{h}(x)\right)^{2}\right] \\
= & E\left[\left(\left(\omega(x)-E\left[\hat{\omega}_{h}(x)\right]\right)+\left(E\left[\hat{\omega}_{h}(x)\right]-\hat{\omega}_{h}(x)\right)\right)^{2}\right] \\
= & E\left[\left(\omega(x)-E\left[\hat{\omega}_{h}(x)\right]\right)^{2}\right]+E\left[\left(\hat{\omega}_{h}(x)-E\left[\hat{\omega}_{h}(x)\right]\right)^{2}\right] \\
& +2 E\left[\left(\omega(x)-E\left[\hat{\omega}_{h}(x)\right]\right)\left(E\left[\hat{\omega}_{h}(x)\right]-\hat{\omega}_{h}(x)\right)\right] \\
= & B^{2}+\sigma^{2}+2 E\left[\omega(x) E\left[\hat{\omega}_{h}(x)\right]-\omega(x) \hat{\omega}_{h}(x)\right] \\
& -2 E\left[\left(E\left[\hat{\omega}_{h}(x)\right]\right)^{2}-E\left[\hat{\omega}_{h}(x)\right] \hat{\omega}_{h}(x)\right]
\end{aligned}
$$

Now, $\omega(x)$ and $E\left[\hat{\omega}_{h}(x)\right]$ are deterministic. Since the expectation operation over a deterministic variable yields the same variable, the above equation is modified as

$$
\begin{aligned}
M S E= & B^{2}+\sigma^{2}+2 \omega(x) E\left[\hat{\omega}_{h}(x)\right]-2 \omega(x) E\left[\hat{\omega}_{h}(x)\right] \\
& -2\left(E\left[\hat{\omega}_{h}(x)\right]\right)^{2}+2 E\left[\hat{\omega}_{h}(x)\right] E\left[\hat{\omega}_{h}(x)\right] \\
= & B^{2}+\sigma^{2} \\
= & \text { bias }^{2}+\text { variance }
\end{aligned}
$$

For PSWVD, the bias and variance depend on the window length $h$ and are given as [105]

$$
\begin{equation*}
B(h)=\sum_{s=1}^{\infty} h^{2 s} b_{s} \omega^{(2 s)}(x) \tag{3.10}
\end{equation*}
$$

$$
\begin{align*}
& \sigma^{2}(h)=\frac{\sigma_{\epsilon}^{2}}{2|a|^{2}}\left(1+\frac{\sigma_{\epsilon}^{2}}{2|a|^{2}}\right) \frac{E_{1}}{h^{3} F_{1}^{2}}  \tag{3.11}\\
& \operatorname{MSE}(h)=B^{2}(h)+\sigma^{2}(h) \tag{3.12}
\end{align*}
$$

where $\sigma_{\epsilon}^{2}$ is the variance of the noise and

$$
\begin{align*}
& E_{1}=\int_{-\frac{1}{2}}^{\frac{1}{2}} w^{2}(x) x^{2} d x  \tag{3.13}\\
& F_{1}=\int_{-\frac{1}{2}}^{\frac{1}{2}} w(x) x^{2} d x  \tag{3.14}\\
& b_{s}=\frac{1}{(2 s+1)!F_{1}} \int_{-\frac{1}{2}}^{\frac{1}{2}} w(x) x^{2 s+2} d x  \tag{3.15}\\
& w(x)=\frac{1}{\sqrt{2 \pi}} \exp \left[-\frac{x^{2}}{2}\right] \tag{3.16}
\end{align*}
$$

For Eq.(3.11), the noise variance and signal amplitude estimates i.e. $\hat{\sigma}_{\epsilon}^{2}$ and $\hat{a}$ are evaluated using moments based estimator [106] and given as,

$$
\begin{align*}
& \hat{a}^{2}=\left\{\left.\left.\left|2\left[\frac{1}{N} \sum_{x=1}^{N}|\Gamma(x)|^{2}\right]^{2}-\frac{1}{N} \sum_{x=1}^{N}\right| \Gamma(x)\right|^{4} \right\rvert\,\right\}^{\frac{1}{2}}  \tag{3.17}\\
& \hat{\sigma}_{\epsilon}^{2}=\left|\sum_{x=1}^{N} \frac{|\Gamma(x)|^{2}}{N}-\left\{\left|2\left[\sum_{x=1}^{N} \frac{|\Gamma(x)|^{2}}{N}\right]^{2}-\sum_{x=1}^{N} \frac{|\Gamma(x)|^{4}}{N}\right|\right\}^{\frac{1}{2}}\right| \tag{3.18}
\end{align*}
$$

It is clear from Eq.(3.10) and Eq.(3.11) that with increasing window length $h$, the bias of phase derivative estimate increases, whereas the variance is reduced. For a better understanding of this feature, consider the random nature of the estimate. Since it is a random variable, we can assign to it a probability density function (pdf) characterized by a mean value and variance. The bias indicates the closeness of the estimate's mean from the true value, whereas the variance quantifies the spread about the estimate's mean.

If the phase derivative varies rapidly, the quadratic phase approximation in Eq.(2.8) and Eq.(2.9) for the PSWVD method would be valid only for a small window. Hence, for small window lengths, the estimated value for the phase derivative is close to the true value and this leads to a smaller bias. However, a small window captures fewer samples for the evaluation of the PSWVD and consequently, the influence of noise on phase derivative estimation is high. This causes a large variance of the estimate for a small window. Conversely, for a large window, the bias is high since the quadratic phase approximation


Fig. 3.1. Probability density function for phase derivative estimate
suffers in the vicinity of rapid variations. However, the variance is low, since a large window captures more data samples and consequently provides data smoothing, which leads to better robustness against noise.

From Eq.(3.12), it is clear that the mean square error $M S E$ depends on both bias and variance and hence, any method to minimize it must take both the bias and variance into consideration. For small windows, variance is dominant and for large windows, bias is dominant in the calculation of MSE. So there exists a bias-variance trade-off, which necessitates the selection of an optimum window to minimize $M S E$.

To determine the optimum window length, the intersection of confidence intervals (ICI) algorithm [105] is applied. We assume an arbitrary pdf $P_{h}\left(\hat{\omega}_{h}\right)$ for the random variable $\hat{\omega}_{h}$ for a given $h$ as shown in Fig.3.1. The area under the pdf curve for the region $\hat{\omega}_{h}(x) \in$ $\left[E\left[\hat{\omega}_{h}(x)\right]-k \sigma(h), E\left[\hat{\omega}_{h}(x)\right]+k \sigma(h)\right]$ gives the probability $P_{k}=P\left(\left|\hat{\omega}_{h}(x)-E\left[\hat{\omega}_{h}(x)\right]\right| \leq\right.$ $k \sigma(h))$. For the random variable $\hat{\omega}_{h}$, we have

$$
\begin{align*}
\left|\hat{\omega}_{h}(x)-E\left[\hat{\omega}_{h}(x)\right]\right| & =\left|\hat{\omega}_{h}(x)-\omega(x)-\left(E\left[\hat{\omega}_{h}(x)\right]-\omega(x)\right)\right| \\
& \geq\left|\hat{\omega}_{h}(x)-\omega(x)\right|-\left|\omega(x)-E\left[\hat{\omega}_{h}(x)\right]\right| \\
& \geq\left|\hat{\omega}_{h}(x)-\omega(x)\right|-\mid \text { bias } \mid \tag{3.19}
\end{align*}
$$

Hence for a given $k$, with a probability $P_{k}$,

$$
\begin{equation*}
\left|\hat{\omega}_{h}(x)-\omega(x)\right|-|b i a s| \leq k \sigma(h) \tag{3.20}
\end{equation*}
$$

For small $h$, when bias is small and variance is dominant, we have

$$
\begin{equation*}
|b i a s| \leq k \sigma(h) \tag{3.21}
\end{equation*}
$$

Hence Eq.(3.20) can be written as

$$
\begin{equation*}
\left|\hat{\omega}_{h}(x)-\omega(x)\right| \leq 2 k \sigma(h) \tag{3.22}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
\hat{\omega}_{h}(x)-2 k \sigma(h) \leq \omega(x) \leq \hat{\omega}_{h}(x)+2 k \sigma(h) \tag{3.23}
\end{equation*}
$$

The above equation provides the lower and upper bounds in which the true phase derivative $\omega(x)$ lies. These bounds constitute the confidence interval $D_{s}=\left[L_{s}, U_{s}\right]$ where $L_{s}=$ $\hat{\omega}_{h}(x)-2 k \sigma(h)$ and $U_{s}=\hat{\omega}_{h}(x)+2 k \sigma(h)$ for a particular $h=h_{s}$. If Eq.(3.21) is true for two consecutive window lengths $h_{s-1}$ and $h_{s}$, then $\omega(x)$ will lie in both the consecutive confidence intervals $D_{s-1}$ and $D_{s}$. Mathematically, we have

$$
\begin{equation*}
\hat{\omega}_{h_{s-1}}(x)-2 k \sigma\left(h_{s-1}\right) \leq \omega(x) \leq \hat{\omega}_{h_{s-1}}(x)+2 k \sigma\left(h_{s-1}\right) \tag{3.24}
\end{equation*}
$$

and

$$
\begin{equation*}
\hat{\omega}_{h_{s}}(x)-2 k \sigma\left(h_{s}\right) \leq \omega(x) \leq \hat{\omega}_{h_{s}}(x)+2 k \sigma\left(h_{s}\right) \tag{3.25}
\end{equation*}
$$

Hence, from above inequalities, the condition for intersection of confidence intervals can be given as,

$$
\begin{equation*}
\left|\hat{\omega}_{h_{s}}(x)-\hat{\omega}_{h_{s-1}}(x)\right| \leq 2 k\left[\sigma\left(h_{s}\right)+\sigma\left(h_{s-1}\right)\right] \tag{3.26}
\end{equation*}
$$

For an increasing sequence of $h_{s}$ i.e. $h_{1}<h_{2}<h_{3} \cdots$ etc., beyond a particular window length say $h_{\text {opt }}$, the intersection between confidence intervals will be null i.e. $D_{s-1} \cap D_{s}=\phi$ for $h_{s}>h_{\text {opt }}$. Hence $h_{\text {opt }}$ determines the largest window length for which Eq.(3.21) is still satisfied and corresponds to a bias-variance compromise where bias and standard deviation are of the same order and $M S E$ will be minimum.

So the adaptive windowing scheme is given as,

1. Select a set of different window lengths $H=h_{s} \mid h_{1}<h_{2} \cdots<h_{n}$ for a particular pixel $x$ belonging to a given row $y$.
2. For each $h_{s}$, estimate the phase derivative $\hat{\omega}_{h_{s}}$ and variance $\sigma^{2}\left(h_{s}\right)$ from Eq.(3.6) and Eq.(3.11).
3. Calculate the confidence interval $D_{s}$ using Eq.(3.23).
4. The optimal window length $h_{\text {opt }}$ is found corresponding to the largest $s$ for which $D_{s-1} \cap D_{s} \neq \phi$ is satisfied i.e. Eq.(3.26) is still valid.
5. The optimal phase derivative estimate is the one corresponding to the optimal window length $h_{\text {opt }}$.
6. Repeat the above steps for all pixels $x \in[1, N]$ and subsequently for all rows $y \in$ $[1, N]$.

|  | Window | RMSE in radians/pixel |
| :---: | :---: | :---: |
| 1 | Large | 0.2104 |
| 2 | Small | 0.0367 |
| 3 | Adaptive | 0.0186 |

Table 3.1. Performance of PSWVD method for different windows

### 3.3 Simulation Analysis

To analyze the adaptive windowing technique, a complex signal as in Eq.(3.2) was simulated in MATLAB. Additive white Gaussian noise was added to the signal at an SNR of 15 dB using MATLAB's 'awgn' function. For the ICI algorithm, we used $k=1.75$ and the set of window lengths were selected as $H=[5,9,13, \cdots, 101]$. The performance of the PSWVD method for phase derivative estimation in presence of a small $\left(h_{s}=5\right)$, large ( $h_{s}=101$ ) and adaptive window is shown in Fig.3.2(a), Fig.3.2(b) and Fig.3.2(c). The absolute phase derivative estimation errors in radians/pixel for the three cases are shown in Fig.3.2(d).

From the figures, it is evident that the estimation error is high for the small window in slowly varying regions of the phase derivative due to the influence of noise. On the other hand, a large window performs poorly in regions with rapid variations. The optimum performance is obtained for an adaptive window. To minimize the bias-variance tradeoff, the adaptive windowing technique selects the suitable window length as shown in Fig.3.2(e). The root mean square errors (RMSEs) in radians/pixel for phase derivative estimation in the presence of the large, small and adaptive windows are shown in Table 3.1. These results highlight the benefit of using an adaptive window instead of a fixed window for estimating rapidly varying phase derivatives.

To demonstrate the validity of the proposed method for fringe analysis, the complex reconstructed interference field ( $256 \times 256$ pixels) was simulated using Eq.(3.1) at an SNR of 20 dB . The corresponding fringe pattern is shown in Fig.3.3(a). The original phase derivative in radians/pixel is shown in Fig.3.3(b). The phase derivative exhibits the characteristics of a triangular pulse train along $x$ and shows rapid variations.

The PSWVD method was applied in conjunction with the proposed adaptive windowing technique for estimating the phase derivative. For a particular row $y=64$, the original vs the estimated phase derivative in radians/pixel is shown in Fig.3.3(c). It is evident from the figure that the method is able to track the rapid variations in the phase derivative. The estimated phase derivative in radians/pixel for the entire fringe pattern using the proposed method is shown in Fig.3.3(d). The corresponding estimation error in radians/pixel is shown in Fig.3.3(e). The pixels near the edges of the fringe pattern were ignored for the analysis to neglect the errors at the boundaries. The RMSE for phase derivative estimation was found to be 0.0097 radians/pixel and the total computational time required for phase derivative estimation was about 105 seconds. The results clearly substantiate


Fig. 3.2. Original vs estimated phase derivative in radians/pixel for (a) small window with $h_{s}=5$, (b) large window with $h_{s}=101$ and (c) adaptive window. (d) Absolute phase derivative estimation errors in radians/pixel for the small, large and adaptive windows. (e) Optimal window size $h_{o p t}$.


Fig. 3.3. (a) Simulated fringe pattern. (b) Original phase derivative in radians/pixel. (c) Original and estimated phase derivatives in radians/pixel for row $y=64$. (d) Estimated phase derivative for the entire fringe pattern in radians/pixel. (e) Estimation error in radians/pixel.
the applicability of the proposed method in fringe analysis.

### 3.4 Summary

The chapter introduced an adaptive windowing technique for the PSWVD method to enable reliable estimation of the phase derivatives with rapid variations. The technique relies on resolving the bias-variance trade-off and provides the optimum window length for phase derivative estimation using the intersection of confidence intervals algorithm. The potential of the proposed technique is demonstrated through the numerical simulation results.

## Chapter 4

## Two-dimensional pseudo Wigner-Ville distribution method

### 4.1 Introduction

For practical applications in DHI, a highly desired characteristic of any fringe analysis method is the ability to reliably estimate phase derivatives from a fringe pattern affected by noise. This chapter introduces the two-dimensional (2D) extension of the PSWVD method for phase derivative estimation from noisy fringes. Due to the presence of a 2D window, the robustness of the PSWVD against noise is significantly enhanced.

### 4.2 Theory

Using Eq.(2.1), the reconstructed interference field in DHI is given as,

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)]+\eta(x, y) \tag{4.1}
\end{equation*}
$$

The 2D Wigner-Ville distribution corresponding to $\Gamma(x, y)$ is given as [107]

$$
\begin{gather*}
\gamma_{1}\left(x, y, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Gamma\left(x+\frac{u_{1}}{2}, y+\frac{u_{2}}{2}\right) \Gamma^{*}\left(x-\frac{u_{1}}{2}, y-\frac{u_{2}}{2}\right) \\
\exp \left[-j\left(\omega_{1} u_{1}+\omega_{2} u_{2}\right)\right] \mathrm{d} u_{1} \mathrm{~d} u_{2} \tag{4.2}
\end{gather*}
$$

where ' $*$ ' denotes the complex conjugate. By introducing a two-dimensional window function, the resulting two-dimensional pseudo Wigner-Ville distribution (2D-PSWVD) can be equivalently written as,

$$
\begin{gather*}
\gamma\left(x, y, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(\tau_{1}, \tau_{2}\right) \Gamma\left(x+\tau_{1}, y+\tau_{2}\right) \Gamma^{*}\left(x-\tau_{1}, y-\tau_{2}\right) \\
\exp \left[-2 j\left(\omega_{1} \tau_{1}+\omega_{2} \tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{4.3}
\end{gather*}
$$

where $w\left(\tau_{1}, \tau_{2}\right)$ is a real symmetric window usually having a low-pass behavior. From above equation, it is clear that 2D-PSWVD maps the reconstructed interference field $\Gamma(x, y)$ in spatial domain to $\gamma\left(x, y, \omega_{1}, \omega_{2}\right)$, thereby providing a joint space-frequency representation. For simplicity of analysis, the amplitude term within the window region is assumed constant and neglected along with the noise term. Hence from Eq.(4.1) and Eq.(4.3), we have

$$
\begin{gather*}
\gamma\left(x, y, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(\tau_{1}, \tau_{2}\right) \exp \left[j\left(\phi\left(x+\tau_{1}, y+\tau_{2}\right)-\phi\left(x-\tau_{1}, y-\tau_{2}\right)\right)\right] \\
\exp \left[-j\left(2 \omega_{1} \tau_{1}+2 \omega_{2} \tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{4.4}
\end{gather*}
$$

Assuming that the phase $\phi(x, y)$ is slowly varying in the neighborhood of $(x, y)$ and using Taylor series expansion up to second order, we have the following approximations,

$$
\begin{align*}
& \phi\left(x+\tau_{1}, y+\tau_{2}\right) \approx \phi(x, y)+\phi_{x}(x, y) \tau_{1}+\phi_{y}(x, y) \tau_{2} \\
&+\frac{1}{2}\left[\phi_{x x}(x, y) \tau_{1}^{2}+2 \tau_{1} \tau_{2} \phi_{x y}(x, y)+\phi_{y y}(x, y) \tau_{2}^{2}\right]  \tag{4.5}\\
& \phi\left(x-\tau_{1}, y-\tau_{2}\right) \approx \phi(x, y)-\phi_{x}(x, y) \tau_{1}-\phi_{y}(x, y) \tau_{2} \\
&+\frac{1}{2}\left[\phi_{x x}(x, y) \tau_{1}^{2}+2 \tau_{1} \tau_{2} \phi_{x y}(x, y)+\phi_{y y}(x, y) \tau_{2}^{2}\right]  \tag{4.6}\\
& \phi\left(x+\tau_{1}, y+\tau_{2}\right)-\phi\left(x-\tau_{1}, y-\tau_{2}\right) \approx 2\left[\phi_{x}(x, y) \tau_{1}+\phi_{y}(x, y) \tau_{2}\right] \tag{4.7}
\end{align*}
$$

where

$$
\begin{aligned}
\phi_{x}(x, y) & =\frac{\partial \phi(x, y)}{\partial x} \\
\phi_{x x}(x, y) & =\frac{\partial^{2} \phi(x, y)}{\partial x^{2}} \\
\phi_{x y}(x, y) & =\frac{\partial^{2} \phi(x, y)}{\partial x \partial y} \\
\phi_{y}(x, y) & =\frac{\partial \phi(x, y)}{\partial y} \\
\phi_{y y}(x, y) & =\frac{\partial^{2} \phi(x, y)}{\partial y^{2}}
\end{aligned}
$$

Using these approximations in Eq.(4.4), we have

$$
\begin{gather*}
\gamma\left(x, y, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(\tau_{1}, \tau_{2}\right) \exp \left[2 j\left(\phi_{x}(x, y) \tau_{1}+\phi_{y}(x, y) \tau_{2}\right)\right] \\
\exp \left[-2 j\left(\omega_{1} \tau_{1}+\omega_{2} \tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{4.8}
\end{gather*}
$$

From the above equation, it is clear that $\gamma\left(x, y, \omega_{1}, \omega_{2}\right)$ is essentially the 2D Fourier transform of $w\left(\tau_{1}, \tau_{2}\right)$ modulated by the term $\exp \left[2 j\left(\phi_{x}(x, y) \tau_{1}+\phi_{y}(x, y) \tau_{2}\right)\right]$. Denoting $\hat{W}\left(\omega_{1}, \omega_{2}\right)$ as the 2D Fourier transform of $w\left(\tau_{1}, \tau_{2}\right)$ and using the frequency shifting property of the Fourier transform, we have

$$
\begin{equation*}
\gamma\left(x, y, \omega_{1}, \omega_{2}\right)=\hat{W}\left(2 \omega_{1}-2 \phi_{x}(x, y), 2 \omega_{2}-2 \phi_{y}(x, y)\right) \tag{4.9}
\end{equation*}
$$

As window $w$ has a low-pass behavior, $\gamma\left(x, y, \omega_{1}, \omega_{2}\right)$ is maximum for $\hat{W}(0,0)$ i.e. when $\left[\omega_{1}, \omega_{2}\right]=\left[\phi_{x}(x, y), \phi_{y}(x, y)\right]$. In other words,

$$
\begin{equation*}
\left[\phi_{x}(x, y), \phi_{y}(x, y)\right]=\arg \max _{\omega_{1}, \omega_{2}} \gamma\left(x, y, \omega_{1}, \omega_{2}\right) \tag{4.10}
\end{equation*}
$$

Hence, the phase derivatives at pixel location $(x, y)$ can be estimated by finding the values of $\left(\omega_{1}, \omega_{2}\right)$ at which $\gamma\left(x, y, \omega_{1}, \omega_{2}\right)$ attains its maximum. Note that the phase derivatives with respect to both spatial coordinates i.e. $x$ and $y$ can be simultaneously determined using Eq.(4.10). By repeating the above analysis for all pixels, the phase derivatives for the entire fringe pattern can be estimated. The computational burden for evaluating the 2D Fourier transform can be greatly relieved by using 2D fast Fourier transform (FFT) algorithm.

### 4.3 Simulation and Experimental Analysis

For analysis, a complex reconstructed interference field signal $\Gamma(x, y)(128 \times 128$ pixels $)$ was simulated at an SNR of 10 dB using 'awgn' function of MATLAB. The real part of $\Gamma(x, y)$ i.e. the corresponding fringe pattern is shown in Fig.4.1(a). For the 2D-PSWVD method, a $17 \times 17$ Gaussian window was used.
Applying the proposed method, the estimated phase derivative with respect to $x$ and the corresponding estimation error in radians/pixel are shown in Fig.4.1(b) and Fig.4.1(c). Similarly, the estimated phase derivative estimate with respect to $y$ and the corresponding estimation error in radians/pixel are shown in Fig.4.1(d) and Fig.4.1(e). The RMSEs for phase derivative estimation with respect to $x$ and $y$ were 0.0048 and 0.0036 radians/pixel respectively. The pixels near the borders of the fringe pattern were neglected in the analysis to ignore the errors at the boundaries.


Fig. 4.1. (a) Simulated fringe pattern. (b) Estimated phase derivative with respect to $x$ in radians/pixel. (c) Error between original and estimated phase derivatives with respect to $x$ in radians/pixel. (d) Estimated phase derivative with respect to $y$ in radians/pixel. (e) Error between original and estimated phase derivatives with respect to $y$ in radians/pixel.

| SNR | RMSE for the 2D-PSWVD method | RMSE for 1D-PSWVD method |
| :---: | :---: | :---: |
| 2 | 0.0090 | 0.2912 |
| 5 | 0.0067 | 0.0499 |
| 10 | 0.0048 | 0.0122 |
| 15 | 0.0040 | 0.0072 |
| 20 | 0.0037 | 0.0047 |

Table 4.1. Comparison of RMSEs (in radians/pixel) for estimating phase derivative with respect to $x$ at various SNRs (in dB ).

The major advantage of the proposed method is the improved robustness against noise as compared to the one-dimensional PSWVD. The reason is that, a two-dimensional window captures data samples along both $x$ and $y$ for the evaluation of the PSWVD in the proposed method and consequently provides smoothing in both directions, effectively increasing the method's immunity against noise. On the contrary, the 1D-PSWVD method uses a window along only one direction. Hence, although the method is quite computationally efficient due to the use of one-dimensional Fourier transform, its performance is deteriorated in the presence of high noise.

To compare the robustness of both methods against noise, a reconstructed interference field signal similar to the one used for Fig. 4.1 was simulated at different SNRs. The RMSEs (in radians/pixel) for phase derivative estimation obtained by the proposed method and the 1D-PSWVD method at various SNRs (in dB) are shown in Table 4.1. From the table, it is clear that the proposed method exhibits superior performance and provides phase derivative estimates with reasonable accuracy even for very low SNR such as 2 dB. In addition, the computational efficiency of the proposed method can be significantly improved using techniques like fixed-point computations [108] and graphics processing units [109].

To test the practical applicability of the proposed method, a DHI experiment was conducted by subjecting a circularly clamped object to central load and recording two holograms before and after deformation using a Coherent Verdi laser ( 532 nm ). The complex amplitudes of the object wave before and after deformation were obtained by numerical reconstruction performed using discrete Fresnel transform [83]. The reconstructed interference field was obtained by multiplying the post-deformation complex amplitude with the conjugate of the pre-deformation complex amplitude. The corresponding experimental fringe pattern is shown in Fig.4.2(a). The estimated phase derivative with respect to $x$ in radians/pixel is shown in Fig.4.2(b). Similarly, Fig.4.2(c) shows the estimated phase derivative with respect to $y$ in radians/pixel.


Fig. 4.2. (a) Experimental fringe pattern. (b) Estimated phase derivative with respect to $x$ in radians/pixel. (c) Estimated phase derivative with respect to $y$ in radians/pixel.

### 4.4 Summary

This chapter proposed a 2D-PSWVD method for the direct estimation of phase derivative in digital holographic interferometry without requiring any unwrapping or filtering operations. The major strength of the method is its high robustness against noise. In addition, the method enables simultaneous retrieval of phase derivatives with respect to both spatial directions. The applicability of the proposed method is validated using simulation and experimental results.

## Chapter 5

## Complex-lag distribution method

### 5.1 Introduction

In the previous chapters, methods were developed to estimate first order phase derivatives from fringe patterns. However, for many practical applications, the higher order derivatives are also required. For instance, in deformation analysis, the second order phase derivative corresponds to the curvature distribution of a deformed object. This chapter introduces a generalized approach based on complex-lag distributions for the estimation of arbitrary order phase derivatives.

### 5.2 Theory

The complex reconstructed interference field in DHI can be expressed using Eq.(2.1) as

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)]+\eta(x, y) \tag{5.1}
\end{equation*}
$$

For a given row $y$, the above equation could be written as

$$
\begin{equation*}
\Gamma(x)=a(x) \exp [j \phi(x)]+\eta(x) \tag{5.2}
\end{equation*}
$$

The $m^{\text {th }}$ order phase derivative $\phi^{(m)}(x)$ with respect to $x$ is given as

$$
\begin{equation*}
\phi^{(m)}(x)=\frac{\partial^{m} \phi(x)}{\partial x^{m}} \tag{5.3}
\end{equation*}
$$

For the estimation of $\phi^{(m)}(x)$, a generalized complex-lag moment (GCM) [110] based approach is proposed. From $\Gamma(x)$, the GCM is computed as,

$$
\begin{equation*}
\operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \prod_{k=0}^{N-1} \Gamma^{\omega_{N, k}^{N-m}}\left(x+\omega_{N, k} \sqrt[m]{\frac{m!}{N} \tau}\right) \tag{5.4}
\end{equation*}
$$

where $\omega_{N, k}=\exp [j 2 \pi k / N], N$ is a parameter such that $N \geq m$ and $h$ is a real symmetric window having a low-pass behavior. For the simplicity of analysis, the amplitude term within the window region is assumed constant and neglected along with the noise term. So we have,

$$
\begin{equation*}
\operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \exp \left[j \sum_{k=0}^{N-1} \phi\left(x+\omega_{N, k} \sqrt[m]{\frac{m!}{N}} \tau\right) \omega_{N, k}^{N-m}\right] \tag{5.5}
\end{equation*}
$$

Using Taylor series expansion, we have

$$
\begin{equation*}
\phi\left(x+\omega_{N, k} \sqrt[m]{\frac{m!}{N}} \tau\right)=\sum_{p=0}^{\infty} \phi^{(p)}(x) \frac{\omega_{N, k}^{p}}{p!}\left(\sqrt[m]{\frac{m!}{N}} \tau\right)^{p} \tag{5.6}
\end{equation*}
$$

and Eq.(5.5) becomes

$$
\begin{equation*}
\operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \exp \left[j \sum_{k=0}^{N-1} \sum_{p=0}^{\infty} \phi^{(p)}(x) \frac{\omega_{N, k}^{p+N-m}}{p!}\left(\sqrt[m]{\frac{m!}{N} \tau}\right)^{p}\right] \tag{5.7}
\end{equation*}
$$

Noting $\omega_{N, k}^{p+N-m}=\exp [j 2 \pi k(p+N-m) / N]$, we have

$$
\sum_{k=0}^{N-1} \omega_{N, k}^{p+N-m}= \begin{cases}N, & \text { if } p=0 \text { and } N=m \\ N, & \text { if } p=N r+m \\ 0, & \text { otherwise }\end{cases}
$$

where $r$ is an integer such that $r=0,1,2, \ldots$ etc. Consequently, the argument of GCM in Eq.(5.7) vanishes unless $p=N r+m$ or $p=0$ and $N=m$.
Considering the case when $N \neq m$, we have,

$$
\begin{align*}
\operatorname{GCM}_{N}^{m}[\Gamma](x, \tau) & =h(\tau) \exp \left[j N \sum_{r=0}^{\infty} \frac{\phi^{(N r+m)}(x)}{(N r+m)!}\left(\sqrt[m]{\frac{m!}{N} \tau}\right)^{N r+m}\right] \\
& =h(\tau) \exp \left[j \phi^{(m)}(x) \tau\right] \exp [j U(x, \tau)] \tag{5.8}
\end{align*}
$$

where $\phi^{(m)}(x)$ is the desired phase derivative and

$$
\begin{equation*}
U(x, \tau)=N \sum_{r=1}^{\infty} \frac{\phi^{(N r+m)}(x)}{(N r+m)!}\left(\sqrt[m]{\frac{m!}{N} \tau}\right)^{N r+m} \tag{5.9}
\end{equation*}
$$

Within the given window region, the phase usually varies slowly and its $(N r+m)^{t h}$ order derivatives i.e. $\phi^{(N r+m)}(x)$ are negligible for $r \geq 1$. Hence, $U(x, \tau) \approx 0$ and Eq.(5.8) can be written as

$$
\begin{equation*}
\operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \exp \left[j \phi^{(m)}(x) \tau\right] \tag{5.10}
\end{equation*}
$$

The Fourier transform (FT) of the GCM provides the generalized complex-lag distribution (GCD),

$$
\begin{equation*}
\operatorname{GCD}_{N}^{m}[\Gamma](x, \Omega)=\int_{-\infty}^{\infty} h(\tau) \exp \left[j \phi^{(m)}(x) \tau\right] \exp [-j \Omega \tau] \mathrm{d} \tau \tag{5.11}
\end{equation*}
$$

which is essentially the FT of $h(\tau)$ modulated by the term $\exp \left[j \phi^{(m)}(x) \tau\right]$. If the FT of the window $h(\tau)$ is denoted as $\hat{H}(\Omega)$, the frequency shifting property of the Fourier transform yields

$$
\begin{equation*}
\operatorname{GCD}_{N}^{m}[\Gamma](x, \Omega)=\hat{H}\left(\Omega-\phi^{(m)}(x)\right) \tag{5.12}
\end{equation*}
$$

Since the window function is chosen to have a low-pass behavior, GCD is maximum for $\hat{H}(0)$ i.e. when $\Omega=\phi^{(m)}(x)$. Hence the $m^{\text {th }}$ order phase derivative $\phi^{(m)}(x)$ can be obtained by finding the frequency $\Omega$ at which the GCD spectrum attains its maximum. So we have,

$$
\begin{equation*}
\phi^{(m)}(x)=\arg \max _{\Omega}\left|\mathrm{GCD}_{N}^{m}[\Gamma](x, \Omega)\right| \tag{5.13}
\end{equation*}
$$

These equations were obtained for the case $N \neq m$. When $N=m$, an extra phase term corresponding to $p=0$ in Eq.(5.7) would arise and consequently, Eq.(5.8), Eq.(5.10) and Eq.(5.12) are modified as,

$$
\begin{align*}
& \operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \exp \left[j \phi^{(m)}(x) \tau\right] \exp [j N \phi(x)] \exp [j U(x, \tau)]  \tag{5.14}\\
& \operatorname{GCM}_{N}^{m}[\Gamma](x, \tau)=h(\tau) \exp \left[j \phi^{(m)}(x) \tau\right] \exp [j N \phi(x)]  \tag{5.15}\\
& \operatorname{GCD}_{N}^{m}[\Gamma](x, \Omega)=\exp [j N \phi(x)] \hat{H}\left(\Omega-\phi^{(m)}(x)\right) \tag{5.16}
\end{align*}
$$

The above equations show that the additional scaling term $\exp [j N \phi(x)]$ appears when $N=m$. However, it has no effect on the peak-detection strategy of the GCD since the scaling term is independent of $\tau$ and $|\exp [j N \phi(x)]|=1$. Hence Eq.(5.13) remains valid.

So, the proposed method can be summarized in the following steps

1. The complex reconstructed interference field of an arbitrary row or column is considered as in Eq.(5.2).
2. The GCM for the desired phase derivative order $m$ is computed using Eq.(5.4).
3. The GCD is obtained through the Fourier transform of the GCM as in Eq.(5.11).
4. The $m^{\text {th }}$ order phase derivative is calculated by tracing the peak of the GCD using Eq.(5.13).
5. The above steps are repeated for all rows or columns to obtain the overall phase derivative.


Fig. 5.1. (a) Original phase $\phi(x, y)$ in radians. (b) Fringe pattern. (c) Estimated first order phase derivative $\phi^{(1)}(x, y)$ in radians/pixel. (d) First order phase derivative estimation error. (e) Estimated second order phase derivative $\phi^{(2)}(x, y)$ in radians/pixel ${ }^{2}$. (f) Second order phase derivative estimation error.

### 5.3 Simulation and Experimental Analysis

The proposed method was analyzed for the estimation of the first and second order phase derivatives. A complex reconstructed interference field signal (size $256 \times 256$ pixels) of the following form was simulated in MATLAB,

$$
\begin{equation*}
\Gamma(x, y)=\exp [j \phi(x, y)] \tag{5.17}
\end{equation*}
$$

and noise was added at a signal to noise ratio (SNR) of 25 dB using MATLAB's 'awgn' function. The original phase $\phi(x, y)$ in radians is shown in Fig.5.1(a). The corresponding fringe pattern constituted by the real part of the complex reconstructed interference field is shown in Fig.5.1(b). For the estimation of first order phase derivative $\phi^{(1)}(x, y)$, we used $m=1$ and $N=2$ to compute the GCM in Eq.(5.4). So, the corresponding GCM is given as

$$
\begin{equation*}
\mathrm{GCM}_{2}^{1}[\Gamma](x, \tau)=h(\tau) \Gamma(x+\tau / 2) \Gamma^{-1}(x-\tau / 2) \tag{5.18}
\end{equation*}
$$

This expression leads to a pseudo Wigner-Ville-like distribution of the second chapter. Hence, pseudo Wigner-Ville distribution could be considered a special case of the generalized complex-lag distribution. Similarly, for the estimation of the second order phase derivative $\phi^{(2)}(x, y)$, we used $m=2$ and $N=2$ and the corresponding GCM is given as

$$
\begin{equation*}
\operatorname{GCM}_{2}^{2}[\Gamma](x, \tau)=h(\tau) \Gamma(x+\sqrt{\tau}) \Gamma(x-\sqrt{\tau}) \tag{5.19}
\end{equation*}
$$

For the analysis, a Gaussian window of length 65 samples was generated using MATLAB's 'gausswin' function. The estimated first order phase derivative and the corresponding absolute estimation errors in radians/pixel are shown in Fig.5.1(c) and Fig.5.1(d). Similarly, the estimated second order phase derivative and the corresponding absolute estimation errors in radians/pixel ${ }^{2}$ are shown in Fig.5.1(e) and Fig.5.1(f). The root mean square errors for the estimation of the first and second order phase derivatives using the proposed method were 0.008 radians/pixel and $2.443 \times 10^{-4}$ radians $/$ pixel $^{2}$. The pixels near the borders were neglected for the analysis.
To test the practical applicability in DHI, the proposed method was applied on an experimental fringe pattern as shown in Fig.5.2(a). The estimated first order phase derivative in radians/pixel after median filtering is shown in Fig.5.2(b). Finally, the estimated second order phase derivative in radians/pixel ${ }^{2}$ after median filtering is shown in Fig.5.2(c).

### 5.4 Summary

This chapter presented a complex-lag distribution based method for the estimation of phase derivatives of arbitrary order in DHI. The method provides a generalized approach to design distributions based on the desired phase derivative order. This enables direct retrieval of the required phase derivative. In addition, the proposed method does not require


Fig. 5.2. (a) Experimental fringe pattern. (b) Estimated first order phase derivative in radians/pixel. (c) Estimated second order phase derivative in radians/pixel ${ }^{2}$.
phase unwrapping or numerical differentiation operations. Simulation and experimental results validate the strength of the proposed method.

## Chapter 6

## Applications

### 6.1 Introduction

In the previous chapters, the pseudo Wigner-Ville distribution method was introduced for phase derivative estimation from fringe patterns. This chapter presents some of the applications of the PSWVD method in digital holographic interferometry and fringe projection.

### 6.2 Defect detection

For many applications such as quality control and industrial inspection, the automated detection of defects or faults like cracks, debonds etc. from fringe patterns is desired. A defect or fault is characterized by rapid fringe density variations in the fringe pattern. The classification of different types of faults occurring in fringe patterns is detailed in [111]. Various methods based on fringe density estimation [112,113], pattern classification [114117], discontinuity tracking [118], wavelet transform [119], windowed Fourier transform [49] etc. have been proposed for the detection of defects from fringe patterns.

### 6.2.1 Theory

The complex reconstructed interference field in DHI can be expressed using Eq.(2.1) as

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp [j \phi(x, y)]+\eta(x, y) \tag{6.1}
\end{equation*}
$$

The real part of the reconstructed interference field constitutes a fringe pattern.

In the proposed method, two fringe patterns i.e. one defect-free (reference) and the other with defects are considered. Such fringe patterns commonly arise in non-destructive testing applications like condition monitoring where fringe evolution over time is monitored for defects and consequently, a sequence of fringe patterns is captured [111]. Between the two fringe patterns, the change of phase is abrupt near the defect. Effectively, in the vicinity of the defect, the difference in the phase derivatives corresponding to the two fringe patterns is pronounced compared to other regions. Hence, by using the information about the phase derivatives, the defect could be identified.

To obtain the phase derivatives from $\Gamma(x, y)$, two dimensional pseudo Wigner-Ville distribution (2D-PSWVD) was applied. The 2D-PSWVD is given as,

$$
\begin{gather*}
G\left(x, y, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(\tau_{1}, \tau_{2}\right) \Gamma\left(x+\tau_{1}, y+\tau_{2}\right) \Gamma^{*}\left(x-\tau_{1}, y-\tau_{2}\right) \\
\exp \left[-2 j\left(\omega_{1} \tau_{1}+\omega_{2} \tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{6.2}
\end{gather*}
$$

where $w$ is a real symmetric window and (*) denotes the complex conjugate. The phase derivatives with respect to $x$ and $y$ i.e. $\left[\phi_{x}=\partial \phi / \partial x, \phi_{y}=\partial \phi / \partial y\right]$ correspond to the spatial frequencies $\left[\omega_{1}, \omega_{2}\right]$ at which the 2D-PSWVD attains its peak. So we have,

$$
\begin{equation*}
\left[\phi_{x}, \phi_{y}\right]=\arg \max _{\omega_{1}, \omega_{2}} G\left(x, y, \omega_{1}, \omega_{2}\right) \tag{6.3}
\end{equation*}
$$

Denoting the phases corresponding to the reference and defect-containing fringe patterns as $\phi_{1}$ and $\phi_{2}$, the respective phase derivatives [ $\phi_{1 x}, \phi_{1 y}$ ] and $\left[\phi_{2 x}, \phi_{2 y}\right.$ ] are computed using the 2D-PSWVD as shown above.

To design a suitable detection criterion for locating defects, the relative change or difference in the phase derivatives corresponding to the two fringe patterns is considered. Treating the phase derivatives with respect to $x$ and $y$ as vectors in a Euclidean space i.e. $\vec{\phi}_{1 d}=\left[\phi_{1 x}, \phi_{1 y}\right]$ and $\vec{\phi}_{2 d}=\left[\phi_{2 x}, \phi_{2 y}\right]$, the phase derivative change can be analogously interpreted as the distance between the two vectors which is computed by the vector norm. Accordingly, the relative phase derivative difference can be computed as

$$
\begin{align*}
\rho(x, y) & =\frac{\left\|\vec{\phi}_{2 d}-\vec{\phi}_{1 d}\right\|_{2}}{\left\|\vec{\phi}_{1 d}\right\|_{2}} \\
& =\frac{\sqrt{\left(\phi_{2 x}(x, y)-\phi_{1 x}(x, y)\right)^{2}+\left(\phi_{2 y}(x, y)-\phi_{1 y}(x, y)\right)^{2}}}{\sqrt{\phi_{1 x}^{2}(x, y)+\phi_{1 y}^{2}(x, y)}} \tag{6.4}
\end{align*}
$$

where ' $\left\|\|_{2}\right.$ ' denotes the vector norm. Finally, by selecting a threshold value say thr, the defect region can be identified by the following algorithm

```
if \(\quad \rho(x, y) \geq t h r\)
    \(x, y \in\) defect region
else
    \(x, y \in\) defect-free region
```

Accordingly, the steps involved in the detection of defects using the proposed method can be summarized as,

1. The 2D-PSWVD is computed for the reference and defect-containing fringe patterns using Eq.(6.2)
2. The phase derivatives are obtained for the two fringe patterns using Eq.(6.3).
3. The relative phase derivative difference $\rho$ for the two fringe patterns is measured using Eq.(6.4).
4. For each pixel with spatial coordinates $(x, y)$ in the fringe pattern, $\rho(x, y)$ is compared with certain threshold value; if the relative phase derivative difference exceeds the threshold, the pixel corresponds to a defect.

For the analysis, the threshold value was selected as $30 \%$. However, it needs to be emphasized that the choice of the threshold depends on various factors such as fringe quality, noise etc. and could be varied based on the application.

### 6.2.2 Simulation Analysis

For the analysis, reconstructed interference field ( $N \times N$ pixels) corresponding to the reference fringe pattern was simulated as

$$
\begin{equation*}
\Gamma(x, y)=\exp \left[j \omega_{0} x\right]+\eta(x, y) \quad \forall x, y \in[1, N=256] \tag{6.5}
\end{equation*}
$$

where $\omega_{0}=30 / N$ and $\eta(x, y)$ is the additive white Gaussian noise added using MATLAB's 'awgn' function at SNR of 20 dB . The real part of $\Gamma(x, y)$ i.e. the reference fringe pattern is shown in Fig.6.1(a). Similarly, the simulated fringe pattern containing defects of various sizes ( $L \times L$ pixels with $L=19,23$ and 33) is shown in Fig.6.1(b).

The proposed method was applied to locate the defects. For the 2D-PSWVD calculations, a $11 \times 11$ Gaussian window was used. For the analysis, the pixels near the borders of the fringe patterns were neglected to ignore the phase derivative estimation errors at the edges. The computed relative phase difference i.e. $\rho(x, y)$ is shown in Fig.6.1(c). From the figure, it is clear that near the defects, the relative phase derivative difference shows a pronounced increase compared to other neighboring regions. Using the detection algorithm of the proposed method, the defect regions were identified as shown in Fig.6.1(d). To improve


Fig. 6.1. (a) Reference fringe pattern. (b) Fringe pattern with defects. (c) Relative phase derivative difference. (d) Identified defect regions. (e) Highlighted defect regions.


Fig. 6.2. Reference fringe pattern, defect-containing fringe pattern and the highlighted defects at SNR of 16 dB for (a), (b) and (c); 12 dB for (d), (e) and (f); 8 dB for (g), (h) and (i).
detection accuracy, the pixels surrounded by a defect region's pixels were also considered part of the defect region. Finally, the highlighted defect regions in the fringe pattern are shown in Fig.6.1(e). The results show that the proposed method is capable of identifying multiple defects of varying sizes from the fringe patterns.

To test the robustness of the proposed method against noise for defect detection, different fringe patterns with and without defects were simulated at varying levels of SNR. For an SNR of 16 dB , the reference fringe pattern, defect-containing fringe pattern and the highlighted defect regions using the proposed method are shown in Fig.6.2(a-c). Similarly, the corresponding figures for SNRs of 12 dB and 8 dB are shown in Fig.6.2(d-f) and Fig.6.2(g-i). These figures demonstrate that the proposed method provides reliable identification of defects even in the presence of high noise.

The results clearly demonstrate the potential of the proposed method for identifying defects in fringe patterns. The main advantages of the proposed method are the ability to identify defects of varying sizes and robustness against noise. The results demonstrate the potential of the proposed method for non-destructive testing and evaluation applications.

### 6.3 Temporal measurement of surface slopes using fringe projection

For several applications which involve transient phenomena such as crack propagation and impulse loading, the evolution of the displacement derivative with time is usually required [120-125]. In this section, the pseudo Wigner-Ville distribution method is applied in fringe projection technique [3] for dynamic measurement of the displacement derivative.

The fringe projection technique involves projecting a structured pattern (usually a sinusoidal fringe pattern) on an object and recording the image of the fringe pattern, phase modulated by the surface profile of the object. The main advantages of the fringe projection technique are equipment affordability, relative ease of implementation, ability to work with objects of different sizes, and whole-field measurement capability. In addition, fringe projection techniques usually do not require sophisticated instruments like lasers and are hence suitable for factory floor conditions. These techniques have been used for many scientific and industrial applications like MEMS component characterization [126], surface roughness measurement [127], corrosion analysis [128], reverse engineering [129] etc.

### 6.3.1 Theory

If a carrier fringe pattern is projected on the undeformed object, the reflected intensity recorded by the CCD camera has the following form:

$$
\begin{equation*}
I_{1}(x, y)=a_{1}(x, y)+b_{1}(x, y) \cos \left[\omega_{0} x+\phi_{R}(x, y)\right]+\eta_{1}(x, y) \tag{6.6}
\end{equation*}
$$

where $\phi_{R}(x, y)$ is the reference phase which corresponds to the surface profile of the undeformed object, $\omega_{0}$ is the carrier frequency, $a_{1}(x, y)$ is the background intensity or the d.c. term, $b_{1}(x, y)$ is the fringe amplitude and $\eta_{1}(x, y)$ is the noise term assumed to be additive white Gaussian noise. Here, $x$ and $y$ refer to the pixels along horizontal and vertical directions for the $N \times N$ image. This fringe pattern corresponding to the undeformed object would be referred to as the reference fringe pattern in the rest of the paper. Eq.(6.6) can be equivalently written as

$$
\begin{align*}
I_{1}(x, y) & =a_{1}(x, y)+\frac{1}{2} b_{1}(x, y) \exp \left[-j\left(\omega_{0} x+\phi_{R}(x, y)\right)\right] \\
& +\frac{1}{2} b_{1}(x, y) \exp \left[j\left(\omega_{0} x+\phi_{R}(x, y)\right)\right]+\eta_{1}(x, y) \tag{6.7}
\end{align*}
$$

From Eq.(6.7), it is clear that the spectrum of $I_{1}(x, y)$ has contribution from $a_{1}(x, y)$ around the d.c. or low frequencies and around $-\omega_{0}$ and $\omega_{0}$ due to the contribution from the second and third terms.

For a dynamically deformed object, a carrier fringe pattern is projected on the object's surface and the reflected light intensity is recorded as a sequence of say M frames or images. The frames are numbered from 1 to $M$ in steps of unity where each frame number corresponds to the particular time instant at which the frame was captured. For $k^{\text {th }}$ frame where $k \in[1, M]$, the recorded intensity can be given as

$$
\begin{equation*}
I_{2}(x, y, k)=a_{2}(x, y, k)+b_{2}(x, y, k) \cos \left[\omega_{0} x+\phi_{D}(x, y, k)\right]+\eta_{2}(x, y, k) \tag{6.8}
\end{equation*}
$$

where $\phi_{D}(x, y, k)$ contains information about the surface profile of the object for $k^{t h}$ frame. The above equation can be equivalently written as

$$
\begin{align*}
I_{2}(x, y, k) & =a_{2}(x, y, k)+\frac{1}{2} b_{2}(x, y, k) \exp \left[-j\left(\omega_{0} x+\phi_{D}(x, y, k)\right)\right] \\
& +\frac{1}{2} b_{2}(x, y, k) \exp \left[j\left(\omega_{0} x+\phi_{D}(x, y, k)\right)\right]+\eta_{2}(x, y, k) \tag{6.9}
\end{align*}
$$

Filtering the spectra of $I_{1}(x, y)$ and $I_{2}(x, y, k)$ around $\omega_{0}$ thereby removing the contribution of d.c. terms and the negative part of the spectra, we obtain

$$
\begin{align*}
& \Gamma_{1}(x, y)=b_{1}(x, y) \exp \left[j\left(\omega_{0} x+\phi_{R}(x, y)\right)\right]+\eta_{1}^{\prime}(x, y)  \tag{6.10}\\
& \Gamma_{2}(x, y, k)=b_{2}(x, y, k) \exp \left[j\left(\omega_{0} x+\phi_{D}(x, y, k)\right)\right]+\eta_{2}^{\prime}(x, y, k) \tag{6.11}
\end{align*}
$$

Multiplying the complex conjugate of $\Gamma_{1}(x, y)$ with $\Gamma_{2}(x, y, k)$, we have

$$
\begin{equation*}
\Gamma(x, y, k)=\Gamma_{2}(x, y, k) \Gamma_{1}^{*}(x, y) \tag{6.12}
\end{equation*}
$$

which can be approximated as

$$
\begin{equation*}
\Gamma(x, y, k)=b(x, y, k) \exp [j \phi(x, y, k)]+\eta(x, y, k) \tag{6.13}
\end{equation*}
$$

Here '*' denotes the complex conjugate, $\eta(x, y, k)$ is the noise term and

$$
\begin{align*}
& b(x, y, k)=b_{1}(x, y) b_{2}(x, y, k)  \tag{6.14}\\
& \phi(x, y, k)=\phi_{D}(x, y, k)-\phi_{R}(x, y) \tag{6.15}
\end{align*}
$$

Since $\phi(x, y, k)$ corresponds to the difference between the surface profiles of the object before and after deformation, it actually relates to the out-of-plane displacement experienced by the object under deformation for $k^{t h}$ frame. Accordingly, the spatial phase derivative given by

$$
\begin{equation*}
\omega_{x}(x, y, k)=\frac{\partial \phi(x, y, k)}{\partial x} \tag{6.16}
\end{equation*}
$$

corresponds to the displacement derivative for the particular frame. For an arbitrary row $y$ in the $k^{t h}$ frame, Eq.(6.13) can be written as

$$
\begin{equation*}
\Gamma(x, k)=b(x, k) \exp [j \phi(x, k)]+\eta(x, k) \tag{6.17}
\end{equation*}
$$



Fig. 6.3. (a) Membrane (b) Experimental setup

For the estimation of the phase derivative, the PSWVD is applied using Eq.(2.6) as,

$$
\begin{equation*}
W(x, \Omega, k)=\sum_{\tau=-\infty}^{\infty} w(\tau) \Gamma(x+\tau, k) \Gamma^{*}(x-\tau, k) \exp (-j 2 \Omega \tau) \tag{6.18}
\end{equation*}
$$

where $w$ is a Gaussian window. The phase derivative $\omega_{x}(x, k)$ is given as,

$$
\begin{equation*}
\omega_{x}(x, k)=\arg \max _{\Omega} W(x, \Omega, k) \tag{6.19}
\end{equation*}
$$

The above equation gives the phase derivative estimate along $x$ for a given row $y$. The above procedure can be applied for all rows $y \in[1, N]$ to estimate the overall phase derivative $\omega_{x}(x, y, k)$ with respect to $x$ for the $k^{t h}$ frame. Proceeding in a similar manner, the phase derivative estimates can be obtained for all $k \in[1, M]$ and thus the temporal evolution of the phase derivative can be determined.

It needs to be emphasized that a continuous distribution of the phase derivative is directly obtained without relying on any unwrapping operation since no 'arctan' operator is involved in the above procedure. Since the phase derivative has to be estimated for each frame, the low computational footprint of the PSWVD method accompanied by the nonrequirement of unwrapping operation plays an important role in the overall computational cost of the temporal evolution analysis.

### 6.3.2 Experimental Results

To test the practical applicability of the proposed method, a fringe projection experiment was conducted to analyze a dynamically deformed object. A white leather membrane $(60 \times 60 \mathrm{~cm})$ clamped on four sides was taken as the object as shown in Fig.6.3(a). The fringe projection experimental setup is shown in Fig.6.3(b). An EPSON EMP-710 projector was used to project fringes on the membrane and an IMAGINGSOURCE DFK


Fig. 6.4. Experimental fringe patterns for frames (a) $\mathrm{k}=5$, (b) $\mathrm{k}=15$ and (c) $\mathrm{k}=30$. Estimated phase derivative in radians/pixel for frames (d) $k=5$, (e) $k=15$ and (f) $k$ $=30$. The cosine fringes of the estimated phase derivative for frames $(\mathrm{g}) \mathrm{k}=5$, (h) $\mathrm{k}=$ 15 and (i) $\mathrm{k}=30$.

31AF03 Firewire CCD camera was used to record the fringe patterns. The membrane was dynamically deformed by applying a variable load.

As the membrane was being deformed, fringe patterns corresponding to different deformation states of the membrane were recorded in the form of a video by the CCD camera. The frame rate of the camera was 15 frames/second. For the analysis, 36 frames were used and the fringe patterns corresponding to frames $\mathrm{k}=5,15$ and 30 are shown in Fig.6.4(a)(c). The estimated phase derivatives in radians/pixel using the proposed method for the corresponding frames are shown in Fig.6.4(d)-(f). The cosine fringes of the estimated phase derivatives are shown in Fig.6.4(g)-(i). The change in the phase derivative is evident from these figures as the applied load is increased with time. Also, the increasing concentration of the cosine fringes of the phase derivative near the location of loading show the increasing nature of deformation.
The results validate the applicability of the proposed method for measurement of dynamically varying displacement derivatives. In addition, the computational efficiency of the PSWVD makes the method suitable for applications involving transient phenomena. The proposed method also exhibits the inherent advantages of the fringe projection techniques enabling its use in an industrial environment.

### 6.4 Dual color DHI for simultaneous multi-dimensional measurements

Simultaneous measurement of the multi-dimensional displacement derivatives is of great practical significance in DHI. In this section, the 2D-PSWVD method is used in a multicolor setup [130-132] to directly estimate the multiple phase derivatives related to the inplane and out-of-plane displacement derivatives in DHI without requiring any unwrapping or differentiation operations. The technique relies on multi-directional illumination of the object with lasers of different wavelengths and digital recording of holograms using a three charge-coupled device (CCD) sensor camera i.e. 3-Color CCD with red, green and blue (RGB) channels. Since each channel records only the intensity associated with the corresponding wavelength, digital processing of the recorded hologram provides a reconstructed interference field along each channel. The phase derivative is subsequently obtained from the reconstructed interference field using 2D-PSWVD.

### 6.4.1 Theory

In the proposed method, a dual-beam illumination of the diffuse object is considered where red and green beams with wavelengths $\lambda_{r}$ and $\lambda_{g}$ are incident on the object as shown in Fig.6.5. The 3-color CCD camera is located at a distance $d$ from the object. Every channel of the camera records the hologram formed by the superposition of the reference and object beams of the corresponding wavelength. Denoting the reference and object waves in the CCD plane $x^{\prime} y^{\prime}$ as $R_{r}\left(x^{\prime}, y^{\prime}\right)$ and $O_{r}\left(x^{\prime}, y^{\prime}\right)$ for red wavelength and $R_{g}\left(x^{\prime}, y^{\prime}\right)$ and $O_{g}\left(x^{\prime}, y^{\prime}\right)$ for green wavelength, the intensities recorded at the red and green channels of the CCD are given as

$$
\begin{align*}
I_{r}\left(x^{\prime}, y^{\prime}\right) & =\left|R_{r}\left(x^{\prime}, y^{\prime}\right)+O_{r}\left(x^{\prime}, y^{\prime}\right)\right|^{2} \\
& =I_{r 0}\left(x^{\prime}, y^{\prime}\right)+R_{r}\left(x^{\prime}, y^{\prime}\right) O_{r}^{*}\left(x^{\prime}, y^{\prime}\right)+R_{r}^{*}\left(x^{\prime}, y^{\prime}\right) O_{r}\left(x^{\prime}, y^{\prime}\right)  \tag{6.20}\\
I_{g}\left(x^{\prime}, y^{\prime}\right) & =\left|R_{g}\left(x^{\prime}, y^{\prime}\right)+O_{g}\left(x^{\prime}, y^{\prime}\right)\right|^{2} \\
& =I_{g 0}\left(x^{\prime}, y^{\prime}\right)+R_{g}\left(x^{\prime}, y^{\prime}\right) O_{g}^{*}\left(x^{\prime}, y^{\prime}\right)+R_{g}^{*}\left(x^{\prime}, y^{\prime}\right) O_{g}\left(x^{\prime}, y^{\prime}\right) \tag{6.21}
\end{align*}
$$

where * denotes the complex conjugate, $I_{r 0}=\left|R_{r}\left(x^{\prime}, y^{\prime}\right)\right|^{2}+\left|O_{r}\left(x^{\prime}, y^{\prime}\right)\right|^{2}$ and $I_{g 0}=$ $\left|R_{g}\left(x^{\prime}, y^{\prime}\right)\right|^{2}+\left|O_{g}\left(x^{\prime}, y^{\prime}\right)\right|^{2}$. The object wave-field at the object plane $x y$ is numerically reconstructed using the Fresnel transform as [83]

$$
\begin{align*}
& \Gamma_{k 0}(x, y)=\frac{j}{\lambda_{k} d} \exp \left[\frac{-j \pi}{\lambda_{k} d}\left(x^{2}+y^{2}\right)\right] \exp \left[\frac{-j 2 \pi d}{\lambda_{k}}\right] \\
& \quad \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{k}\left(x^{\prime}, y^{\prime}\right) I_{k}\left(x^{\prime}, y^{\prime}\right) \exp \left[\frac{-j \pi}{\lambda_{k} d}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[\frac{j 2 \pi}{\lambda_{k} d}\left(x x^{\prime}+y y^{\prime}\right)\right] \mathrm{dx} x^{\prime} \mathrm{dy}^{\prime} \tag{6.22}
\end{align*}
$$



Fig. 6.5. Dual-beam illumination with red and green wavelengths.
where $\Gamma_{k 0}$ denotes the complex amplitude before object deformation. Here, the subscript $k$ is used to indicate a particular color and $k=r$ or $g$ depending on the red or green wavelength. For our analysis, the terms outside the integral can be neglected since they don't affect the overall interference phase and the above equation can be modified as

$$
\begin{equation*}
\Gamma_{k 0}(x, y)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R_{k}\left(x^{\prime}, y^{\prime}\right) I_{k}\left(x^{\prime}, y^{\prime}\right) \exp \left[\frac{-j \pi}{\lambda_{k} d}\left(x^{\prime 2}+y^{\prime 2}\right)\right] \exp \left[\frac{j 2 \pi}{\lambda_{k} d}\left(x x^{\prime}+y y^{\prime}\right)\right] \mathrm{dx} \mathrm{x}^{\prime} \mathrm{dy}^{\prime} \tag{6.23}
\end{equation*}
$$

For a $N_{x} \times N_{y}$ pixels CCD camera with pixel sizes $\Delta x^{\prime}$ and $\Delta y^{\prime}$ along horizontal and vertical directions, the above equation can be discretized using a two-dimensional inverse Fourier transform and expressed as [83]

$$
\begin{align*}
\Gamma_{k 0}\left(m \Delta x_{k}, n \Delta y_{k}\right) & =\sum_{p=0}^{N_{x}-1} \sum_{q=0}^{N_{y}-1} R_{k}\left(p \Delta x^{\prime}, q \Delta y^{\prime}\right) I_{k}\left(p \Delta x^{\prime}, q \Delta y^{\prime}\right) \exp \left[\frac{-j \pi}{\lambda_{k} d}\left(\left(p \Delta x^{\prime}\right)^{2}+\left(q \Delta y^{\prime}\right)^{2}\right)\right] \\
& \exp \left[j 2 \pi\left(\frac{p m}{N_{x}}+\frac{q n}{N_{y}}\right)\right] \quad \forall m \in\left[0, N_{x}-1\right], n \in\left[0, N_{y}-1\right] \tag{6.24}
\end{align*}
$$

where $\Delta x_{k}$ and $\Delta y_{k}$ are the spatial resolutions in the $x y$ plane and are given as

$$
\begin{equation*}
\Delta x_{k}=\frac{\lambda_{k} d}{N_{x} \Delta x^{\prime}} \tag{6.25}
\end{equation*}
$$

$$
\begin{equation*}
\Delta y_{k}=\frac{\lambda_{k} d}{N_{y} \Delta y^{\prime}} \tag{6.26}
\end{equation*}
$$

From the above equations, it is clear that the spatial resolutions $\Delta x_{k}$ and $\Delta y_{k}$ are functions of wavelength and are hence different for the red and green beams. Using the same procedure for numerical reconstruction as above, the complex amplitude of the object wave after deformation i.e. $\Gamma_{k 1}$ is calculated. Finally, the complex reconstructed interference field $\Gamma_{k}$ is obtained by multiplying the post-deformation complex amplitude with the conjugate of pre-deformation complex amplitude. Substituting $x_{k}=m \Delta x_{k}$ and $y_{k}=$ $n \Delta y_{k}$, we have,

$$
\begin{align*}
\Gamma_{k}\left(x_{k}, y_{k}\right) & =\Gamma_{k 1}\left(x_{k}, y_{k}\right) \Gamma_{k 0}^{*}\left(x_{k}, y_{k}\right) \\
& =a_{k}\left(x_{k}, y_{k}\right) \exp \left[j \phi_{k}\left(x_{k}, y_{k}\right)\right] \tag{6.27}
\end{align*}
$$

where $a_{k}$ is the amplitude and $\phi_{k}$ is the interference phase for a given wavelength $\lambda_{k}$.
In Fig.6.5, the illumination unit vectors are $\hat{\mathbf{e}}_{\mathbf{r}}$ and $\hat{\mathbf{e}}_{\mathbf{g}}$ for the red and green beams and the observation unit vector is $\hat{\mathbf{u}}$. Hence, using Eq.(1.7), we have

$$
\begin{align*}
\phi_{r} & =\frac{2 \pi}{\lambda_{r}} \overrightarrow{\mathbf{d}} \cdot\left(\hat{\mathbf{u}}-\hat{\mathbf{e}}_{\mathbf{r}}\right) \\
& =\frac{2 \pi}{\lambda_{r}}\left[d_{z}(1+\cos (\theta))+d_{x} \sin (\theta)\right] \tag{6.28}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{g} & =\frac{2 \pi}{\lambda_{g}} \overrightarrow{\mathbf{d}} \cdot\left(\hat{\mathbf{u}}-\hat{\mathbf{e}}_{\mathbf{g}}\right) \\
& =\frac{2 \pi}{\lambda_{g}}\left[d_{z}(1+\cos (\theta))-d_{x} \sin (\theta)\right] \tag{6.29}
\end{align*}
$$

Here $d_{x}$ and $d_{z}$ are the in-plane and out-of-plane displacement components. The spatial derivatives with respect to $y$ could be written as

$$
\begin{align*}
& \frac{\partial \phi_{r}}{\partial y}=\frac{2 \pi}{\lambda_{r}}\left[\frac{\partial d_{z}}{\partial y}(1+\cos (\theta))+\frac{\partial d_{x}}{\partial y} \sin (\theta)\right]  \tag{6.30}\\
& \frac{\partial \phi_{g}}{\partial y}=\frac{2 \pi}{\lambda_{g}}\left[\frac{\partial d_{z}}{\partial y}(1+\cos (\theta))-\frac{\partial d_{x}}{\partial y} \sin (\theta)\right] \tag{6.31}
\end{align*}
$$

From the above two equations, we have

$$
\begin{align*}
& \lambda_{r} \frac{\partial \phi_{r}}{\partial y}+\lambda_{g} \frac{\partial \phi_{g}}{\partial y}=4 \pi \frac{\partial d_{z}}{\partial y}(1+\cos (\theta))  \tag{6.32}\\
& \lambda_{r} \frac{\partial \phi_{r}}{\partial y}-\lambda_{g} \frac{\partial \phi_{g}}{\partial y}=4 \pi \frac{\partial d_{x}}{\partial y} \sin (\theta) \tag{6.33}
\end{align*}
$$

The above equations clearly indicate that the in-plane and out-of-plane displacement derivatives can be estimated from the spatial phase derivatives $\partial \phi_{r} / \partial y$ and $\partial \phi_{g} / \partial y$ for the red and green beams. To obtain the phase derivative from the reconstructed interference field $\Gamma_{k}$, the 2D-PSWVD is used which is given using Eq.(4.3) as,

$$
\begin{gather*}
G_{k}\left(x_{k}, y_{k}, \omega_{1}, \omega_{2}\right)=\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w\left(\tau_{1}, \tau_{2}\right) \Gamma_{k}\left(x_{k}+\tau_{1}, y_{k}+\tau_{2}\right) \Gamma_{k}^{*}\left(x_{k}-\tau_{1}, y_{k}-\tau_{2}\right) \\
\exp \left[-2 j\left(\omega_{1} \tau_{1}+\omega_{2} \tau_{2}\right)\right] \mathrm{d} \tau_{1} \mathrm{~d} \tau_{2} \tag{6.34}
\end{gather*}
$$

Here $w$ is a real symmetric window function. For the analysis, a $33 \times 33$ Gaussian window was used. For 2D-PSWVD, the spatial frequencies $\left[\omega_{1}, \omega_{2}\right]$ at which the distribution attains its maximum correspond to the phase derivatives. In other words,

$$
\begin{equation*}
\left[\frac{\partial \phi_{k}\left(x_{k}, y_{k}\right)}{\partial x_{k}}, \frac{\partial \phi_{k}\left(x_{k}, y_{k}\right)}{\partial y_{k}}\right]=\arg \max _{\omega_{1}, \omega_{2}} G_{k}\left(x_{k}, y_{k}, \omega_{1}, \omega_{2}\right) \tag{6.35}
\end{equation*}
$$

Using the above equation, the phase derivative can be estimated for the red and green wavelengths, i.e. for $k=r$ and $g$. Since the derivative is directly obtained, there is no further requirement of unwrapping or numerical differentiation operations. For the sake of convenience, the phase derivative would be henceforth denoted as $\omega_{k}$ in the chapter, where $\omega_{k}=\partial \phi_{k} / \partial y$.

It needs to be emphasized that the phase derivative $\omega_{k}$ is evaluated at spatial coordinates $\left(x_{k}, y_{k}\right)$, which are different for the red and green beams since the spatial resolution [ $\Delta x_{k}, \Delta y_{k}$ ] depends on the wavelength $\lambda_{k}$. Consequently, the phase derivatives for the two wavelengths are evaluated on different grids and hence cannot be directly superimposed as in Eq.(6.32) and Eq.(6.33). This problem originates due to the use of the discrete Fourier transform in Eq.(6.24) which transforms the $\left(N_{x}-1\right) \Delta x^{\prime} \times\left(N_{y}-1\right) \Delta y^{\prime}$ grid in CCD plane to a $\left(N_{x}-1\right) \Delta x_{k} \times\left(N_{y}-1\right) \Delta y_{k}$ grid in the reconstruction plane with the grid resolution proportional to wavelength.
To mitigate this problem, an interpolation scheme is used in the proposed method since the spatial coordinates or grid points $\left(x_{k}, y_{k}\right)$ are known for both wavelengths. Accordingly, the phase derivative obtained for the red wavelength is interpolated on the grid points corresponding to the green wavelength. With $\omega_{g}\left(x_{g}, y_{g}\right)$ and $\omega_{r}\left(x_{r}, y_{r}\right)$ as the estimated phase derivatives for the green and red wavelengths, the interpolated derivative $\omega_{\text {interp }}\left(x_{g}, y_{g}\right)$ is obtained by using MATLAB's 'interp2' function and can be written as

$$
\begin{equation*}
\omega_{\text {interp }}\left(x_{g}, y_{g}\right)=\operatorname{interp} 2\left(x_{r}, y_{r}, \omega_{r}\left(x_{r}, y_{r}\right), x_{g}, y_{g}, ' \text { spline' }\right) \tag{6.36}
\end{equation*}
$$

The 'interp2' function in the above equation interpolates the function $\omega_{r}\left(x_{r}, y_{r}\right)$ over the $x_{g} y_{g}$ grid using cubic spline interpolation in two-dimensions. After the interpolation, the phase derivative estimates for both wavelengths correspond to the same grid. Using Eq.(6.32) and Eq.(6.33), the information about out-of-plane and in-plane components of displacement derivative can be then obtained as,

$$
\begin{equation*}
\frac{\lambda_{r} \omega_{\text {interp }}+\lambda_{g} \omega_{g}}{4 \pi(1+\cos (\theta))}=\frac{\partial d_{z}}{\partial y} \tag{6.37}
\end{equation*}
$$



Fig. 6.6. Schematic of DHI setup with dual-color illumination. BS1-BS3: Beam splitters, BE1-BE3: Beam Expanders, M1-M3: Mirrors, OBJ: Object

$$
\begin{equation*}
\frac{\lambda_{r} \omega_{\text {interp }}-\lambda_{g} \omega_{g}}{4 \pi \sin (\theta)}=\frac{\partial d_{x}}{\partial y} \tag{6.38}
\end{equation*}
$$

### 6.4.2 Experimental Results

The schematic (not drawn to scale) of the optical configuration is shown in Fig.6.6. The green and red beams from the lasers are split by the beam splitters BS1 and BS2 to obtain individual reference and object illumination beams. The reference beams for the red and green colors are combined via beam splitter BS3. For hologram recording, a 3-color CCD camera is used. The red and green channels of the camera store the intensity information related to the interference of the reference and object beams of the corresponding color. Effectively, each color channel records the hologram associated with the corresponding color at the same time, which permits simultaneous multi-color illumination of the object in the optical configuration.

To analyze the proposed method, a DHI experiment was performed where a clamped object was subjected to external loading and in-plane rotation. A Helium-Neon laser ( 633 nm ) and a Coherent Verdi laser ( 532 nm ) were used to generate the red and green


Fig. 6.7. (a) Intensity recorded in green channel. (b) Intensity recorded in red channel. (c) $\left|\Gamma_{g 0}\left(x_{g}, y_{g}\right)\right|^{2}$ (d) $\left|\Gamma_{r 0}\left(x_{r}, y_{r}\right)\right|^{2}$ (e) Fringe pattern for green wavelength. (f) Fringe pattern for red wavelength.


Fig. 6.8. Phase derivatives (a) $\omega_{g}\left(x_{g}, y_{g}\right)$, (b) $\omega_{r}\left(x_{r}, y_{r}\right)$ and (c) $w_{\text {interp }}\left(x_{g}, y_{g}\right)$ in radians $/ \mu \mathrm{m}$. (d) Out-of-plane displacement derivative. (e) In-plane displacement derivative.
beams. A JAI-M9-CL 3-CCD camera (1024 (horizontal) $\times 768$ (vertical) pixels) with pixel resolution $\left[\Delta x^{\prime}, \Delta y^{\prime}\right]=[4.65 \mu \mathrm{~m}, 4.65 \mu \mathrm{~m}]$ was used to record the holograms before and after object deformation. Because of the three color channels, every image recorded by the camera can be expressed in the form of a three-dimensional array of size $768 \times$ $1024 \times 3$ where the third dimension signifies red, green or blue color information.

The intensities recorded in the green and red channels before object deformation are shown in Fig.6.7(a) and Fig.6.7(b). The complex amplitudes $\Gamma_{g 0}$ and $\Gamma_{r 0}$ are obtained for the green and red channels using discrete Fresnel transform and the corresponding intensities are shown in Fig.6.7(c) and Fig.6.7(d). The real and virtual images of the object are clearly visible in the figures. For the analysis, regions of interest were selected from the virtual images of the object for both wavelengths. The centre of the object served as the common origin i.e. spatial coordinate $(0,0)$ for both regions though any other reference location such as a marked point on the object could be equivalently used. The reconstructed interference fields $\Gamma_{g}\left(x_{g}, y_{g}\right)$ and $\Gamma_{r}\left(x_{r}, y_{r}\right)$ were calculated using Eq.(6.27) and their real parts which constitute the fringe patterns are shown in Fig.6.7(e) and Fig.6.7(f) for the selected regions. In the above figures, the coordinates $x_{g}$ and $y_{g}$ for the green wavelength vary in steps or intervals of $\Delta x_{g}$ and $\Delta y_{g}$ whereas $x_{r}$ and $y_{r}$ for the red wavelength vary in intervals of $\Delta x_{r}$ and $\Delta y_{r}$.

The phase derivative estimates $\omega_{g}\left(x_{g}, y_{g}\right)$ and $\omega_{r}\left(x_{r}, y_{r}\right)$ in radians $/ \mu \mathrm{m}$ using 2D-PSWVD for the green and red wavelengths are shown in Fig.6.8(a) and Fig.6.8(b). The interpolated phase derivative for the red wavelength i.e. $\omega_{\text {interp }}\left(x_{g}, y_{g}\right)$ is shown in Fig.6.8(c). The out-of-plane and in-plane displacement derivatives obtained using Eq.(6.37) and Eq.(6.38) with $\theta=30^{\circ}$ are shown in Fig.6.8(d) and Fig.6.8(e).

The utility of the proposed method for practical applications is validated through the experimental results. The major advantage of the proposed method is the feasibility of simultaneous measurement of in-plane and out-of-plane displacement derivatives. In addition, the method directly provides phase derivative without requiring unwrapping operations, numerical differentiation and multiple data-frames.

### 6.5 Summary

This chapter highlighted some important applications of the PSWVD method in digital holographic interferometry and fringe projection. The robust performance of the method in these applications indicates its potential applicability in areas such as non-destructive testing and evaluation, condition monitoring, dynamic deformation analysis and quality assessment.

## Chapter 7

## Digital holographic moiré

### 7.1 Introduction

In the previous chapter, a multi-color optical configuration was presented for multidimensional deformation analysis in digital holographic interferometry. Though the setup permits simultaneous measurements, the experimental complexity might be high for some practical applications due to the requirement of lasers with different wavelengths and 3color CCD camera. In addition, the cross-talk between the different color channels of the CCD poses challenges for accurate measurements. To address these limitations, the chapter introduces the concept of holographic moiré in DHI for simultaneous multi-dimensional deformation analysis. The holographic moiré configuration $[133,134]$ was originally proposed in classical holographic interferometry for the simultaneous measurement of in-plane and out-of-plane displacement components [135-145].

In the digital holographic moiré method, only a single reference beam and multiple object beams are required in an off-axis DHI configuration to record a hologram. By digital processing of the recorded holograms before and after deformation, moiré fringes are obtained which contain information about multiple interference phases corresponding to the different object beams. Demodulation of the moiré fringe pattern and subsequent use of sensitivity vectors enables multi-dimensional measurements.

### 7.2 Theory

To analyze multi-directional illumination of a diffuse object, consider Fig.7.1 where the object is illuminated by two light beams. The beams are assumed to be incident symmetrically on the object with respect to the observation direction. The CCD camera is located at a distance $d$ from the object. In the proposed method, a single reference beam is used in conjunction with the diffusely scattered multiple object beams to record the
hologram at the CCD plane $x^{\prime} y^{\prime}$. Denoting the reference and object waves at the CCD as $R\left(x^{\prime}, y^{\prime}\right), O_{1}\left(x^{\prime}, y^{\prime}\right)$ and $O_{2}\left(x^{\prime}, y^{\prime}\right)$, the intensity recorded at the CCD camera is given as

$$
\begin{align*}
I & =\left|R+O_{1}+O_{2}\right|^{2} \\
& =I_{0}+R\left(O_{1}^{*}+O_{2}^{*}\right)+R^{*}\left(O_{1}+O_{2}\right) \tag{7.1}
\end{align*}
$$

where $I_{0}=|R|^{2}+\left|O_{1}\right|^{2}+\left|O_{2}\right|^{2}+O_{1} O_{2}^{*}+O_{1}^{*} O_{2}$ and (*) denotes the complex conjugate. Here the spatial coordinate $\left(x^{\prime}, y^{\prime}\right)$ is omitted for the sake of brevity. The complex amplitude of the object wave at the $x y$ plane is provided by the Fresnel transformation and is given as [83]

$$
\begin{align*}
\Gamma_{0}(x, y)= & \frac{j}{\lambda d} \exp \left[\frac{-j 2 \pi d}{\lambda}\right] \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} R\left(x^{\prime}, y^{\prime}\right) I\left(x^{\prime}, y^{\prime}\right) \\
& \exp \left[\frac{-j \pi}{\lambda d}\left(\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right)\right] \mathrm{dx} \mathrm{~d}^{\prime} \mathrm{dy} \tag{7.2}
\end{align*}
$$

Using Eq.(7.1), we have

$$
\begin{align*}
\Gamma_{0}(x, y)= & \frac{j}{\lambda d} \exp \left[\frac{-j 2 \pi d}{\lambda}\right] \int_{-\infty}^{\infty} \int_{-\infty}^{\infty}\left[R I_{0}+R^{2}\left(O_{1}^{*}+O_{2}^{*}\right)+|R|^{2}\left(O_{1}+O_{2}\right)\right] \\
& \exp \left[\frac{-j \pi}{\lambda d}\left(\left(x-x^{\prime}\right)^{2}+\left(y-y^{\prime}\right)^{2}\right)\right] \mathrm{dx}^{\prime} \mathrm{dy}^{\prime} \tag{7.3}
\end{align*}
$$

For an off-axis configuration, the contributions arising from the terms $R I_{0}, R^{2}\left(O_{1}^{*}+O_{2}^{*}\right)$ and $|R|^{2}\left(O_{1}+O_{2}\right)$ while calculating the intensity $\left|\Gamma_{0}(x, y)\right|^{2}$ would be spatially separable. This case is similar to the separability of the d.c., real and virtual images in off-axis digital holography due to the inclination of the reference beam with respect to the optical axis of the object [1]. Hence, focusing on the contribution from $|R|^{2}\left(O_{1}+O_{2}\right)$, the complex amplitude before deformation can be written as,

$$
\begin{equation*}
\Gamma_{1}(x, y)=a_{1}(x, y) \exp \left[j \psi_{1}(x, y)\right]+a_{2}(x, y) \exp \left[j \psi_{2}(x, y)\right] \tag{7.4}
\end{equation*}
$$

Here $\psi_{1}(x, y)$ and $\psi_{2}(x, y)$ are random phases corresponding to the two scattered object waves. After object deformation, the complex amplitude can be written as,

$$
\begin{equation*}
\Gamma_{2}(x, y)=a_{1}(x, y) \exp \left[j\left(\psi_{1}(x, y)+\phi_{1}(x, y)\right)\right]+a_{2}(x, y) \exp \left[j\left(\psi_{2}(x, y)+\phi_{2}(x, y)\right)\right] \tag{7.5}
\end{equation*}
$$

where $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ are the phase changes in the two object waves due to deformation and are usually referred as interference phases in DHI. Subsequently, the reconstructed interference field can be obtained by multiplying the post-deformation complex amplitude of the object wave with the complex conjugate of pre-deformation complex amplitude. In other words, we have

$$
\begin{align*}
\Gamma(x, y) & =\Gamma_{2}(x, y) \Gamma_{1}^{*}(x, y) \\
& =a_{1}^{2}(x, y) \exp \left[j \phi_{1}(x, y)\right]+a_{2}^{2}(x, y) \exp \left[j \phi_{2}(x, y)\right] \\
& +a_{1}(x, y) a_{2}(x, y) \exp \left[j\left(\phi_{1}(x, y)+\psi_{1}(x, y)-\psi_{2}(x, y)\right)\right] \\
& +a_{1}(x, y) a_{2}(x, y) \exp \left[j\left(\phi_{2}(x, y)+\psi_{2}(x, y)-\psi_{1}(x, y)\right)\right] \tag{7.6}
\end{align*}
$$



Fig. 7.1. Multi-beam illumination of the object

Here, the last two terms exhibit random behavior due to the presence of random phases $\psi_{1}(x, y)$ and $\psi_{2}(x, y)$ and hence can be considered as part of noise. Finally, the reconstructed interference field in the above equation can be modeled as

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp \left[j \phi_{1}(x, y)\right]+b(x, y) \exp \left[j \phi_{2}(x, y)\right]+\eta(x, y) \tag{7.7}
\end{equation*}
$$

where $\eta(x, y)$ is the noise term. The reconstructed interference field $\Gamma(x, y)$ could be interpreted as the sum of two complex signals whose arguments are the interference phases. Hence, the real part of $\Gamma(x, y)$ constitutes a moiré fringe pattern which encodes information about the two interference phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$.

In Fig.7.1, $\hat{\mathbf{s}}_{\mathbf{1}}$ and $\hat{\mathbf{s}}_{\mathbf{2}}$ denote the unit vectors along the illumination directions whereas $\hat{\mathbf{u}}$ indicates the unit vector along the observation direction. For the simplicity of analysis, a two-dimensional case is considered where all the unit vectors are limited to $x z$ plane. So we have,

$$
\begin{align*}
& \hat{\mathbf{s}}_{\mathbf{1}}=-\sin (\theta) \hat{\mathbf{x}}-\cos (\theta) \hat{\mathbf{z}}  \tag{7.8}\\
& \hat{\mathbf{s}}_{\mathbf{2}}=\sin (\theta) \hat{\mathbf{x}}-\cos (\theta) \hat{\mathbf{z}}  \tag{7.9}\\
& \hat{\mathbf{u}}=\hat{\mathbf{z}} \tag{7.10}
\end{align*}
$$

Here $\hat{\mathbf{x}}$ and $\hat{\mathbf{z}}$ denote the unit vectors along $x$ and $z$. The displacement of the object is denoted by the vector $\overrightarrow{\mathbf{d}}=d_{x} \hat{\mathbf{x}}+d_{z} \hat{\mathbf{z}}$ with $d_{z}$ and $d_{x}$ as the out-of-plane and in-plane components. Using Eq.(1.7), we have

$$
\begin{align*}
\phi_{1} & =\frac{2 \pi}{\lambda} \overrightarrow{\mathbf{d}} \cdot\left(\hat{\mathbf{u}}-\hat{\mathbf{s}}_{\mathbf{1}}\right) \\
& =\frac{2 \pi}{\lambda}\left[d_{z}(1+\cos (\theta))+d_{x} \sin (\theta)\right] \tag{7.11}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{2} & =\frac{2 \pi}{\lambda} \overrightarrow{\mathbf{d}} \cdot\left(\hat{\mathbf{u}}-\hat{\mathbf{s}}_{\mathbf{2}}\right) \\
& =\frac{2 \pi}{\lambda}\left[d_{z}(1+\cos (\theta))-d_{x} \sin (\theta)\right] \tag{7.12}
\end{align*}
$$

From the above equations, we have

$$
\begin{align*}
& \phi_{1}+\phi_{2}=\frac{4 \pi}{\lambda} d_{z}(1+\cos (\theta))  \tag{7.13}\\
& \phi_{1}-\phi_{2}=\frac{4 \pi}{\lambda} d_{x} \sin (\theta) \tag{7.14}
\end{align*}
$$

It is clear from above equations that the out-of-plane and in-plane displacement components $d_{z}$ and $d_{x}$ can be estimated from the sum and difference of the interference phases encoded in the moiré fringe pattern. So, the problem of measurement of multi-dimensional displacement components boils down to demodulation of digital holographic moiré (DHM) fringes.

Reliable estimation of $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ from Eq.(7.7) is a challenging task. The usual 'arctan' operation in DHI for finding the interference phase i.e. $\arctan \left[\frac{\operatorname{Im}\{\Gamma(x, y)\}}{\operatorname{Re}\{\Gamma(x, y)\}}\right]$ with 'Im' and 'Re' indicating the imaginary and real parts would be unreliable since $\Gamma(x, y)$ is the sum of two complex signals. Similarly, analysis in the frequency domain by calculating the Fourier transform (FT) of $\Gamma(x, y)$ would be error-prone due to the overlap between the spectra of the two complex signals. However, this problem could be solved by introducing a spatial carrier in one of the object beams by tilting a mirror in the path of the object beam for one deformation state. For instance, if the spatial carrier is introduced in the first object beam while recording the hologram in one object state, say after deformation, then Eq.(7.5) is modified as

$$
\begin{align*}
\Gamma_{2}(x, y) & =a_{1}(x, y) \exp \left[j\left(\omega_{1} x+\omega_{2} y+\psi_{1}(x, y)+\phi_{1}(x, y)\right)\right] \\
& +a_{2}(x, y) \exp \left[j\left(\psi_{2}(x, y)+\phi_{2}(x, y)\right)\right] \tag{7.15}
\end{align*}
$$

where $\left[\omega_{1}, \omega_{2}\right]$ is the introduced carrier frequency. Consequently, Eq.(7.7) is modified as

$$
\begin{equation*}
\Gamma(x, y)=a(x, y) \exp \left[j\left(\omega_{1} x+\omega_{2} y+\phi_{1}(x, y)\right)\right]+b(x, y) \exp \left[j \phi_{2}(x, y)\right]+\eta(x, y) \tag{7.16}
\end{equation*}
$$

By taking the two-dimensional FT, we have

$$
\begin{align*}
G\left(\omega_{x}, \omega_{y}\right) & =\operatorname{FT}\{\Gamma(x, y)\} \\
& =G_{1}\left(\omega_{x}-\omega_{1}, \omega_{y}-\omega_{2}\right)+G_{2}\left(\omega_{x}, \omega_{y}\right)+N\left(\omega_{x}, \omega_{y}\right) \tag{7.17}
\end{align*}
$$

where

$$
\begin{align*}
G_{1}\left(\omega_{x}, \omega_{y}\right) & =\operatorname{FT}\left\{a(x, y) \exp \left[j\left(\phi_{1}(x, y)\right)\right]\right\}  \tag{7.18}\\
G_{2}\left(\omega_{x}, \omega_{y}\right) & =\operatorname{FT}\left\{b(x, y) \exp \left[j \phi_{2}(x, y)\right]\right\}  \tag{7.19}\\
N\left(\omega_{x}, \omega_{y}\right) & =\operatorname{FT}\{\eta(x, y)\} \tag{7.20}
\end{align*}
$$

Due to the presence of carrier frequency [ $\omega_{1}, \omega_{2}$ ], the Fourier spectra corresponding to $G_{1}\left(\omega_{x}-\omega_{1}, \omega_{y}-\omega_{2}\right)$ and $G_{2}\left(\omega_{x}, \omega_{y}\right)$ are separated in the frequency domain and concentrated around $\left[\omega_{1}, \omega_{2}\right]$ and zero frequencies. Hence by spectral filtering and inverse Fourier transform [24], we obtain the individual complex signals $g_{1}(x, y)=a(x, y) \exp \left[j\left(\phi_{1}(x, y)\right)\right]$ and $g_{2}(x, y)=b(x, y) \exp \left[j\left(\phi_{2}(x, y)\right)\right]$. Subsequently, the interference phases can be obtained using,

$$
\begin{align*}
\phi_{1}(x, y) & =\operatorname{angle}\left\{g_{1}(x, y)\right\} \\
& =\arctan \left[\frac{\operatorname{Im}\left\{g_{1}(x, y)\right\}}{\operatorname{Re}\left\{g_{1}(x, y)\right\}}\right] \tag{7.21}
\end{align*}
$$

and

$$
\begin{align*}
\phi_{2}(x, y) & =\operatorname{angle}\left\{g_{2}(x, y)\right\} \\
& =\arctan \left[\frac{\operatorname{Im}\left\{g_{2}(x, y)\right\}}{\operatorname{Re}\left\{g_{2}(x, y)\right\}}\right] \tag{7.22}
\end{align*}
$$

It is to be noted that the estimates obtained using above equations are wrapped and hence unwrapping operation is required to obtain continuous phase distributions.

In addition to phase, estimation of the multiple phase derivatives from a moiré fringe pattern is highly desired. Since the individual complex signals $g_{1}(x, y)$ and $g_{2}(x, y)$ are available after spectral filtering, the pseudo Wigner-Ville distribution (PSWVD) method is applied to estimate the individual phase derivatives. It needs to be emphasized that, unlike phase estimation above, the PSWVD method provides direct estimates of the phase derivatives without the need of unwrapping operation.

### 7.3 Simulation Analysis

To analyze the proposed method, a complex reconstructed interference field was simulated as,

$$
\begin{align*}
\Gamma(x, y) & =g_{1}(x, y)+g_{2}(x, y) \\
& =\exp \left[j \phi_{1}(x, y)\right]+\exp \left[j \phi_{2}(x, y)\right] \tag{7.23}
\end{align*}
$$



Fig. 7.2. (a) Moiré fringe pattern corresponding to $\Gamma(x, y)$. (b) Moiré fringe pattern corresponding to $\Gamma_{c}(x, y)$. (c) Fourier spectrum of $\Gamma(x, y)$. (d) Fourier spectrum of $\Gamma_{c}(x, y)$
which could be interpreted as the sum of two components $g_{1}(x, y)$ and $g_{2}(x, y)$. Here $x$ and $y$ denote the pixels along the horizontal and vertical directions. Similarly, another complex signal was generated by associating a spatial carrier with frequency $\left[\omega_{1}, 0\right]$ to $g_{1}(x, y)$ as,

$$
\begin{align*}
\Gamma_{c}(x, y) & =g_{1}(x, y) \exp \left[j \omega_{1} x\right]+g_{2}(x, y) \\
& =\exp \left[j\left(\omega_{1} x+\phi_{1}(x, y)\right)\right]+\exp \left[j \phi_{2}(x, y)\right] \tag{7.24}
\end{align*}
$$

For the analysis, noise was added at SNR of 20 dB using MATLAB's 'awgn' function.
The real part of $\Gamma(x, y)$ which constitutes the moiré fringe pattern is shown in Fig.7.2(a). Similarly, the real part of $\Gamma_{c}(x, y)$ which corresponds to the moiré fringe pattern in presence of carrier is shown in Fig.7.2(b). The two-dimensional Fourier spectra corresponding to $\Gamma(x, y)$ and $\Gamma_{c}(x, y)$ are shown in Fig.7.2(c) and Fig.7.2(d). It is clear that the spectra of $g_{1}(x, y)$ and $g_{2}(x, y)$ overlap in Fig.7.2(c) whereas their spectra are quite separable in


Fig. 7.3. (a) Wrapped estimate of first phase $\phi_{1}(x, y)$. (b) Wrapped estimate of second phase $\phi_{2}(x, y)$ in radians. (c) Unwrapped $\phi_{1}(x, y)$ in radians. (d) Unwrapped $\phi_{2}(x, y)$ in radians. (e) Estimation error for first phase in radians. (f) Estimation error for second phase in radians.


Fig. 7.4. (a) Estimated first phase derivative $\phi_{1 y}(x, y)$ in radians/pixel. (b) Estimated second phase derivative $\phi_{2 y}(x, y)$ in radians/pixel. (c) Estimation error for the first phase derivative in radians/pixel. (d) Estimation error for the second phase derivative in radians/pixel.

Fig.7.2(d) due to the presence of a spatial carrier. The main advantage of inclusion of carrier in one of the components is the ensuing spectral separability in frequency domain, which permits the retrieval of individual components.

By Fourier filtering and inverse Fourier transform, the components $g_{1}(x, y)$ and $g_{2}(x, y)$ are recovered and their corresponding wrapped phases are obtained using Eq.(7.21) and Eq.(7.22). The wrapped estimates of $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ are shown in Fig.7.3(a) and Fig.7.3(b). The continuous phase distributions in radians after unwrapping are shown in Fig.7.3(c) and Fig.7.3(d). The root mean square errors for the estimation of the phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ were 0.0820 and 0.0808 radians.
Applying the PSWVD method, the estimated phase derivatives $\phi_{1 y}(x, y)$ and $\phi_{2 y}(x, y)$ in radians/pixel are shown in Fig.7.4(a) and Fig.7.4(b). The corresponding estimation errors are shown in Fig.7.4(c) and Fig.7.4(d). The root mean square errors for the estimation


Fig. 7.5. DHM schematic (BS1-BS2: Beam Splitters, BE1-BE3: Beam Expanders, M1M5: Mirrors, OBJ: Diffuse Object).
of the phase derivatives $\phi_{1 y}(x, y)$ and $\phi_{2 y}(x, y)$ were 0.0017 and 0.0016 radians/pixel.

### 7.4 Experimental Results

The general schematic (not drawn to scale) of the DHM optical configuration is shown in Fig.7.5. The light from the laser is divided by the beam splitter (BS1) into two beams. One beam is incident on mirror M1 to be used as the object illumination beam 1 through the path M1-BE1-OBJ. The second beam passes through another beam splitter (BS2) to be further divided into another two beams to be used as the reference beam (through M3-BE3-M4-CCD) and the object illumination beam 2 (through M5-M2-BE2-OBJ). The illumination beams are diffusely scattered by the object. The CCD records the hologram formed by the superposition of the reference and diffusely scattered object beams.

For the experiment, a Coherent Verdi laser ( 532 nm ) was used as the light source. A SONY XCL-U1000 ( $1600 \times 1200$ pixels) CCD camera was used for the recording of holograms.


Fig. 7.6. (a) Intensity of the numerically reconstructed hologram using discrete Fresnel transform. (b) DHM fringe pattern. (c) 2D FT of $\Gamma(x, y)$. (d) Carrier fringes.

The object was deformed by applying external load as well as in-plane rotation. The carrier was introduced in the first object wave by the tilt of the mirror M1. Two holograms were recorded corresponding to the object states before and after deformation. The numerical reconstruction was performed using discrete Fresnel transform [83] to obtain the complex amplitudes $\Gamma_{1}(x, y)$ and $\Gamma_{2}(x, y)$.

The intensity of the complex amplitude before deformation i.e. $\left|\Gamma_{1}(x, y)\right|^{2}$ is shown in Fig.7.6(a) where the d.c part (undiffracted pattern) and the real and virtual images of the object are visible. Without loss of generality, a finite region was selected from the virtual image for analysis as shown in Fig.7.6(a). The complex reconstructed interference field i.e. $\Gamma(x, y)$ was obtained by multiplying the post-deformation complex amplitude with the complex conjugate of pre-deformation complex amplitude. The real part of the reconstructed interference field constitutes the DHM fringe pattern shown in Fig.7.6(b). The DHM fringes encode information about the desired phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$. To recover the phase information, the 2D Fourier transform of $\Gamma(x, y)$ was calculated and the


Fig. 7.7. (a) Wrapped estimate of $\phi_{1}(x, y)$. (b) Wrapped estimate of $\phi_{2}(x, y)$. (c) Unwrapped $\phi_{1}(x, y)$ in radians. (d) Unwrapped $\phi_{2}(x, y)$ in radians. (e) Estimated $\phi_{1 y}(x, y)$ in radians/pixel. (f) Estimated $\phi_{2 y}(x, y)$ in radians/pixel.
corresponding spectrum is shown in Fig.7.6(c) where two distinct spectral regions due to individual components are visible.

To separate the spectra of individual components efficiently, the carrier frequency was also estimated in the experiment. Since the carrier was introduced in only one of the object waves by the tilt of the mirror, it was estimated by recording two holograms before and after tilting the mirror for the same object state with the second object wave blocked and subsequently using numerical reconstruction to generate the complex signals. The carrier signal was then obtained by multiplying the post-tilt complex signal with the conjugate of pre-tilt complex signal. Mathematically speaking, this operation is equivalent to setting $b(x, y)=0$ (since second object wave was blocked) and $\phi_{1}(x, y)=0$ (since both holograms were recorded for the same object state) in Eq.(7.16) to obtain a complex carrier signal $c(x, y)=a(x, y) \exp \left[j\left(\omega_{1} x+\omega_{2} y\right)\right]$ from which the carrier frequency could be estimated using Fourier transform. The carrier fringes constituted by the real part of the complex carrier signal thus obtained are shown in Fig.7.6(d) for the sake of illustration. It needs to be emphasized that the carrier estimation procedure needs to be performed only once and the obtained information about the carrier frequency could be used for many subsequent deformation measurements of the object as long as the optical configuration remains the same.

Subsequently, the individual components $g_{1}(x, y)$ and $g_{2}(x, y)$ were obtained by spatial filtering and inverse Fourier transform and the wrapped phase estimates of $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ obtained using Eq.(7.21) and Eq.(7.22) are shown in Fig.7.7(a) and Fig.7.7(b). The corresponding continuous phase distributions in radians obtained after unwrapping are shown in Fig.7.7(c) and Fig.7.7(d). Similarly, the estimated phase derivatives $\phi_{1 y}(x, y)$ and $\phi_{2 y}(x, y)$ in radians/pixel are shown in Fig.7.7(e) and Fig.7.7(f).

### 7.5 Summary

In the chapter, the holographic moiré technique is presented for multi-dimensional deformation analysis in digital holographic interferometry. The simulation and experimental results validate the potential of the proposed technique. In comparison with the existing state-of-the-art techniques for multi-dimensional deformation measurements in DHI, the proposed technique enjoys the following advantages:

1. The proposed method does not require multiple reference beams or CCDs for recording holograms. This simplifies the optical configuration for multi-dimensional deformation measurements.
2. In the proposed technique, information about multiple phases and their derivatives is extracted without requiring multiple data-frames, in contrast with the phaseshifting technique based methods. This improves robustness against vibrations and external disturbances.
3. The proposed technique enables simultaneous estimation of multiple phases and derivatives which makes it highly suitable for measurements where multiple components of the displacement or its derivatives have to be measured at the same time.

The feasibility of multi-dimensional deformation analysis from DHM fringes provided by the proposed method could have a strong impact on the use of digital holographic interferometry for many practical applications in areas such as experimental mechanics and non-destructive testing.

## Chapter 8

## Multi-component polynomial phase formulation

### 8.1 Introduction

In the previous chapter, the concept of digital holographic moiré was introduced, where a single moiré fringe pattern encodes information about multiple phases, which are related to the multi-dimensional displacement components. The individual phase signals were separated through spectral filtering using a spatial carrier. However, such approach requires careful control of the carrier in the experimental setup to ensure sufficient spectral separation, which might be difficult in practice. In this chapter, a novel approach based on piecewise multi-component polynomial phase formulation is introduced which is capable of estimation of multiple phases and their derivatives from a moiré fringe pattern without the requirement of an additional spatial carrier.

### 8.2 Theory

As discussed in the previous chapter, the reconstructed interference field in DHM is given as

$$
\begin{equation*}
\Gamma(x, y)=A_{1}(x, y) \exp \left[j \phi_{1}(x, y)\right]+A_{2}(x, y) \exp \left[j \phi_{2}(x, y)\right]+\eta(x, y) \tag{8.1}
\end{equation*}
$$

where $A_{1}(x, y)$ and $A_{2}(x, y)$ represent the amplitudes assumed to be slowly varying, $\eta(x, y)$ denotes the noise and $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ are the interference phases corresponding to the respective beams. Estimation of the individual phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ in Eq.(8.1) is a challenging problem since $\Gamma(x, y)$ is the sum of two complex signals. The applicability of the popular spatial fringe analysis methods based on Fourier transform [24], windowed Fourier transform [82] and wavelet transform [78] is limited to extracting a single phase
distribution from a fringe pattern and their accuracy would be strongly affected for the retrieval of dual phases due to the spectral overlap of the two complex signals in absence of a spatial carrier.

In the proposed method, the reconstructed interference field $\Gamma(x, y)$ is modeled as a piecewise multi-component polynomial phase signal to directly estimate the phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ and their derivatives. Accordingly, a given column/row of $\Gamma(x, y)$ is divided into say $N_{w}$ segments and the phase of each component in every segment is approximated as a polynomial. Hence, for a given column $x$ and segment $i$ where $i \in\left[1, N_{w}\right]$, we have

$$
\begin{align*}
& \phi_{1 i}(y)=\sum_{m=0}^{M} a_{i m} y^{m}  \tag{8.2}\\
& \phi_{2 i}(y)=\sum_{m=0}^{M} b_{i m} y^{m}  \tag{8.3}\\
& \Gamma_{i}(y)=A_{1 i}(y) \exp \left[j\left(\sum_{m=0}^{M} a_{i m} y^{m}\right)\right]+A_{2 i}(y) \exp \left[j\left(\sum_{m=0}^{M} b_{i m} y^{m}\right)\right]+\eta_{i}(y) \tag{8.4}
\end{align*}
$$

Eq.(8.4) represents a multi-component polynomial phase signal of order $M$ and the phases $\phi_{1 i}(y)$ and $\phi_{2 i}(y)$ in the $i^{\text {th }}$ segment can be obtained from the polynomial coefficients [ $a_{i 0}, \cdots, a_{i M}$ ] and $\left[b_{i 0}, \cdots, b_{i M}\right]$. Also, the phase derivatives can be given as,

$$
\begin{align*}
& \frac{\partial \phi_{1 i}(y)}{\partial y}=\sum_{m=0}^{M} m a_{i m} y^{m-1}  \tag{8.5}\\
& \frac{\partial \phi_{2 i}(y)}{\partial y}=\sum_{m=0}^{M} m b_{i m} y^{m-1} \tag{8.6}
\end{align*}
$$

To estimate these coefficients, product high-order ambiguity function (PHAF) [146] is used. The main advantage of using PHAF lies in its ability to suppress the unwanted interference caused due to multiple components, which leads to robust estimation of the desired coefficients.

The $m^{\text {th }}$ order PHAF is computed through the following steps [146]:

1. Initially, the high-order instantaneous moment (HIM) of $m^{\text {th }}$ order is calculated from $\Gamma_{i}(y)$ using a recursive operation,

$$
\begin{align*}
x_{1}(y) & =\Gamma_{i}(y) \\
x_{2}\left(y ; \tau_{k, 1}\right) & =x_{1}(y) x_{1}^{*}\left(y-\tau_{k, 1}\right), \\
& \vdots  \tag{8.7}\\
x_{m}\left(y ; \tau_{k, m-1}\right) & =x_{m-1}\left(y ; \tau_{k, m-2}\right) x_{m-1}^{*}\left(y-\tau_{k, m-1} ; \tau_{k, m-2}\right)
\end{align*}
$$

where "*' denotes complex conjugate and $\tau_{k, m-1}$ is the $k^{t h}$ lag parameter.
2. Subsequently, the high-order ambiguity function (HAF) is obtained from the discrete Fourier transform (DFT) of the HIM as

$$
\begin{align*}
X_{m}\left(\omega ; \tau_{k, m-1}\right) & =\operatorname{DFT}\left[x_{m}\left(y ; \tau_{k, m-1}\right)\right] \\
& =\sum_{y=0}^{N-1} x_{m}\left(y ; \tau_{k, m-1}\right) \exp [-j \omega y] \tag{8.8}
\end{align*}
$$

where $N$ is the sample size. The obtained $m^{t h}$ order HAF i.e. $X_{m}\left(\omega ; \tau_{k, m-1}\right)$ corresponds to a particular lag parameter $\tau_{k, m-1}$.
3. The above steps are repeated for $K$ different lag parameters i.e. $\left[\tau_{1, m-1}, \cdots, \tau_{K, m-1}\right]$ to obtain different HAFs corresponding to $k \in[1, K]$.
4. Finally, the multiple HAFs are scaled in frequency domain by the scaling factor $P_{m}\left(\tau_{k, m-1}, \tau_{1, m-1}\right)$ and subsequently multiplied to obtain the $m^{t h}$ order PHAF of $\Gamma_{i}(y)$ as

$$
\begin{equation*}
X_{K, m}(\omega)=\prod_{k=1}^{K} X_{m}\left(P_{m}\left(\tau_{k, m-1}, \tau_{1, m-1}\right) \omega, \tau_{k, m-1}\right) \tag{8.9}
\end{equation*}
$$

where

$$
\begin{equation*}
P_{m}\left(\tau_{k, m-1}, \tau_{1, m-1}\right)=\left[\frac{\tau_{k, m-1}}{\tau_{1, m-1}}\right]^{m-1} \tag{8.10}
\end{equation*}
$$

For the multi-component case, the interesting property of $m^{t h}$ order PHAF is that its spectrum exhibits peaks corresponding to the $m^{\text {th }}$ order polynomial coefficients. For the dual component case of $\Gamma_{i}(y)$ in Eq.(8.4), if the maxima of the PHAF spectum $\left|X_{K, m}(\omega)\right|$ occur at $\omega_{\max }$, then the coefficients $a_{i m}$ and $b_{i m}$ are given as,

$$
\begin{equation*}
a_{i m}, b_{i m}=\frac{\omega_{\max }}{m!\left(\tau_{1, m-1}\right)^{m-1}} \tag{8.11}
\end{equation*}
$$

To comprehend the working of PHAF, consider a multi-component signal with cubic phases i.e. $M=3$,

$$
\begin{align*}
\Gamma(y) & =A_{1} \exp \left[j\left(a_{0}+a_{1} y+a_{2} y^{2}+a_{3} y^{3}\right)\right] \\
& +A_{2} \exp \left[j\left(b_{0}+b_{1} y+b_{2} y^{2}+b_{3} y^{3}\right)\right] \quad \forall y \in[1, N], N=256 \tag{8.12}
\end{align*}
$$

where the coefficients are $\left[a_{3}, a_{2}, a_{1}, a_{0}\right]=[-0.00002,0.008,0.5,0]$ for the first component and $\left[b_{3}, b_{2}, b_{1}, b_{0}\right]=[0.00001,-0.006,-0.5,0]$ for the second component. For the $m^{t h}$ order PHAF, the optimal lag parameter $\tau_{k, m-1} \approx N / m$ [146] and hence, we used the integer values of $\left[\tau_{1,2}, \tau_{2,2}, \tau_{3,2}\right]=[N / 3, N / 3-10, N / 3+10]$ for $K=3, m=3$ and $\left[\tau_{1,1}, \tau_{2,1}\right]=[N / 2-10, N / 2+10]$ for $K=2, m=2$ in the analysis.
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Fig. 8.1. (a) Third order $(m=3)$ PHAF spectrum for (a) $A_{1}=A_{2}$, (b) $A_{1}<A_{2}$ and (c) $A_{1}>A_{2}$. (d) Second order $(m=2)$ PHAF spectrum. (e) First order $(m=1)$ PHAF spectrum. (f) Original vs estimated first phase in radians.

To obtain the highest order coefficients i.e. $a_{3}$ and $b_{3}$, the third order $(m=3)$ PHAF is computed and its spectrum $\left|X_{K, m}(\omega)\right|$ is shown in Fig.8.1(a) for the case of equal amplitudes i.e. $A_{1}=A_{2}$. As the $m^{\text {th }}$ order polynomial coefficient is related to the frequency through Eq. (8.11), all PHAF plots in the chapter are shown on a frequency scaled axis, i.e. $\omega /\left(m!\tau_{1, m-1}^{m-1}\right)$ instead of $\omega$ so that the coefficients $a_{m}$ and $b_{m}$ directly correspond to the peaks in the PHAF spectrum. From Fig.8.1(a), it is clear that two distinct peaks are visible corresponding to $\omega /\left(6 \tau_{1,2}^{2}\right)=-0.00002$ and 0.00001 i.e. the third order coefficients.

However, for the equal amplitude case, the main difficulty lies in matching the estimated coefficients with their respective components i.e. deciding whether the peak corresponds to $a_{3}$ or $b_{3}$. To resolve this, unequal amplitudes could be used so that the PHAF peak corresponding to the stronger component is dominant. This is shown in Fig.8.1(b) and Fig.8.1(c) for the cases $A_{1}=1, A_{2}=1.5$ and vice-versa. Consequently, $m^{\text {th }}$ order PHAF peak detection would yield the $m^{\text {th }}$ order polynomial coefficient for the stronger component.

For the case $A_{1}=1.5, A_{2}=1$ i.e. $A_{1}>A_{2}$, tracing the peak of the third order $(m=3)$ PHAF spectrum as shown in Fig.8.1(c) provides the estimate $\hat{a}_{3}$ for the stronger component. Subsequently, to obtain the second order coefficient $a_{2}$, a peeling operation is carried out to decrement the polynomial order of the stronger component,

$$
\begin{align*}
\Gamma_{2}(y) & =\Gamma(y) \exp \left[-j \hat{a}_{3} y^{3}\right] \\
& \approx A_{1} \exp \left[j\left(a_{0}+a_{1} y+a_{2} y^{2}\right)\right]+A_{2} \exp \left[j\left(b_{0}+b_{1} y+b_{2} y^{2}+\left(b_{3}-\hat{a}_{3}\right) y^{3}\right)\right] \tag{8.13}
\end{align*}
$$

The stronger component in $\Gamma_{2}(y)$ is reduced to a second order polynomial. Consequently, peak detection of the second order $(m=2)$ PHAF yields the estimate of $a_{2}$. The corresponding PHAF spectrum for $\Gamma_{2}(y)$ is shown in Fig.8.1(d) where the peak corresponds to $\hat{a}_{2}$. Subsequently, to estimate the first order coefficient $a_{1}$, an additional peeling operation is carried out,

$$
\begin{align*}
\Gamma_{1}(y) & =\Gamma_{2}(y) \exp \left[-j \hat{a}_{2} y^{2}\right] \\
& \approx A_{1} \exp \left[j\left(a_{0}+a_{1} y\right)\right]+A_{2} \exp \left[j\left(b_{0}+b_{1} y+\left(b_{2}-\hat{a}_{2}\right) y^{2}+\left(b_{3}-\hat{a}_{3}\right) y^{3}\right)\right] \tag{8.14}
\end{align*}
$$

Since the stronger component in $\Gamma_{1}(y)$ is now a first order polynomial, the peak of the first order $(m=1)$ PHAF provides estimate of $a_{1}$. The corresponding PHAF spectrum for $\Gamma_{1}(y)$ is shown in Fig.8.1(e) where the peak corresponds to $\hat{a}_{1}$. Finally, the contribution of first order coefficient is removed from $\Gamma_{1}(y)$ to obtain,

$$
\begin{align*}
\Gamma_{0}(y) & =\Gamma_{1}(y) \exp \left[-j \hat{a}_{1} y\right] \\
& \approx A_{1} \exp \left[j a_{0}\right]+A_{2} \exp \left[j\left(b_{0}+\left(b_{1}-\hat{a}_{1}\right) y+\left(b_{2}-\hat{a}_{2}\right) y^{2}+\left(b_{3}-\hat{a}_{3}\right) y^{3}\right)\right] \tag{8.15}
\end{align*}
$$

The term $A_{1} \exp \left[j a_{0}\right]$ in the above equation is a constant and does not vary with $y$. It can be separated by taking the mean of $\Gamma_{0}(y)$ and hence the zeroth order coefficient $a_{0}$
and the amplitude $A_{1}$ can be approximately estimated as,

$$
\begin{align*}
& \hat{a}_{0}=\text { angle }\left[\frac{1}{N} \sum_{y=1}^{N} \Gamma_{0}(y)\right]  \tag{8.16}\\
& \hat{A}_{1}=\left|\frac{1}{N} \sum_{y=1}^{N} \Gamma_{0}(y)\right| \tag{8.17}
\end{align*}
$$

The above procedure estimates the first or stronger component's polynomial coefficients iteratively from the highest order to the lowest. The estimates are $\left[\hat{a}_{3}, \hat{a}_{2}, \hat{a}_{1}, \hat{a}_{0}, \hat{A}_{1}\right]=$ $[-0.00002,0.008,0.5001,-0.0650,1.4956]$. Effectively, all the parameters i.e. the polynomial coefficients and the amplitude of the first component are now known. Subsequently, the contribution of the first component is removed from $\Gamma(y)$ to obtain the second component,

$$
\begin{align*}
\Gamma^{\prime}(y) & =\Gamma(y)-\hat{A}_{1} \exp \left[j\left(\hat{a}_{0}+\hat{a}_{1} y+\hat{a}_{2} y^{2}+\hat{a}_{3} y^{3}\right)\right] \\
& \approx A_{2} \exp \left[j\left(b_{0}+b_{1} y+b_{2} y^{2}+b_{3} y^{3}\right)\right] \tag{8.18}
\end{align*}
$$

$\Gamma^{\prime}(y)$ behaves as a third order polynomial phase signal. Accordingly, its third order PHAF spectrum, as shown in Fig.8.2(a), exhibits a dominant peak at $\omega /\left(6 \tau_{1,2}^{2}\right)=0.00001$ which corresponds to the third order coefficient $b_{3}$. The remaining coefficients for $\Gamma^{\prime}(y)$ are obtained in the same way as for the stronger component using successive polynomial order reduction by peeling and corresponding PHAF peak detection. The PHAF spectra for $m=2$ and $m=1$ are shown in Fig.8.2(b) and Fig.8.2(c). The estimated coefficients for the second component are $\left[\hat{b}_{3}, \hat{b}_{2}, \hat{b}_{1}, \hat{b}_{0}\right]=[0.00001,-0.0060,-0.5001,-0.0562]$.

The phases for the first and second components are constructed from the polynomial coefficients as in Eq.(8.2) and Eq.(8.3). The original vs estimated first phase in radians is shown in Fig.8.1(f). Similarly, the original vs estimated second phase in radians is shown in Fig.8.2(d). The corresponding estimation errors in radians for the first and second phases are shown in Fig.8.2(e) Fig.8.2(f).

The above procedure, though shown for a third order multi-component signal, can be easily generalized for other polynomial orders. For the $M^{\text {th }}$ order multi-component signal $\Gamma_{i}(y)$ of Eq.(8.4), the two sets of polynomial coefficients i.e. $\left[a_{i 0}, \cdots, a_{i M}\right]$ and $\left[b_{i 0}, \cdots, b_{i M}\right]$ in the $i^{\text {th }}$ segment are computed using the PHAF based estimation scheme discussed above. To minimize the errors due to noise and cross-component influence, these coefficient estimates are further refined using a multi-component optimization routine based on Nelder-Mead simplex algorithm [147]. Using these coefficients, the multiple phases are constructed for the $i^{t h}$ segment using Eq.(8.2) and Eq.(8.3) and the corresponding phase derivatives are estimated using Eq.(8.5) and Eq.(8.6). Though the estimates obtained along a column are unwrapped, a phase-stitching procedure [148] between adjacent columns is used to obtain continuous phase distributions.


Fig. 8.2. (a) Third order $(m=3)$ PHAF spectrum. (b) Second order $(m=2)$ PHAF spectrum. (c) First order $(m=1)$ PHAF spectrum. (d) Original vs estimated second phase in radians. (e) Estimation error in radians for first phase. (f) Estimation error in radians for second phase.

It needs to be emphasized that the amplitude based separability criterion ensures proper matching of the estimated coefficients to the respective components in each segment. From an experimental perspective, the amplitude inequality between the two components could be achieved in DHI by controlling the relative intensities of the individual object beams.

Finally, the proposed method to retrieve multiple phase distributions can be summarized as

1. Each column of the reconstructed interference field $\Gamma(x, y)$ is divided into $N_{w}$ segments to obtain $\Gamma_{i}(y)$.
2. In each segment, $\Gamma_{i}(y)$ is modeled as a multi-component polynomial phase signal as in Eq.(8.4).
3. The coefficients $\left[a_{i 0}, \cdots, a_{i M}\right]$ of the stronger component are estimated by successive application of the PHAF peak detection and subsequent peeling operation as shown in Eq. (8.11-8.17).
4. The second component is obtained by removing the contribution of the first component from $\Gamma_{i}(y)$ using Eq.(8.18).
5. The coefficients $\left[b_{i 0}, \cdots, b_{i M}\right]$ of the second component are estimated in a similar manner as step 3.
6. The phases $\phi_{1 i}(y)$ and $\phi_{2 i}(y)$ for the $i^{\text {th }}$ segment are obtained using Eq.(8.2) and Eq.(8.3) from the refined coefficients. Similarly, the phase derivatives are obtained using Eq.(8.5) and Eq.(8.6).
7. The above steps are repeated for all segments and subsequently for all columns to obtain the overall multiple phase distributions and their derivatives.

### 8.3 Simulation Analysis

To analyze the proposed method, a reconstructed interference field with multiple phases was simulated in MATLAB,

$$
\begin{equation*}
\Gamma(x, y)=A_{1} \exp \left[j \phi_{1}(x, y)\right]+A_{2} \exp \left[j \phi_{2}(x, y)\right] \tag{8.19}
\end{equation*}
$$

with $A_{1}=2$ and $A_{2}=1$ i.e. amplitude ratio of 2:1. Noise was added at signal-to-noise ratio (SNR) of 20 dB using MATLAB's 'awgn' function. The real part of $\Gamma(x, y)$ which constitutes the moirè fringe pattern ( $256 \times 256$ pixels) is shown in Fig.8.3(a).

To highlight the problem of spectral overlap in the absence of a spatial carrier, the Fourier transform of $\Gamma(x, y)$ was calculated as,

$$
\begin{equation*}
\gamma\left(\omega_{x}, \omega_{y}\right)=\operatorname{DFT}[\Gamma(x, y)] \tag{8.20}
\end{equation*}
$$



Fig. 8.3. (a) Moiré fringe pattern. (b) Fourier spectrum $\left|\gamma\left(\omega_{x}, \omega_{y}\right)\right|$. (c) Estimated $\phi_{1}(x, y)$ in radians. (d) Estimation error for first phase in radians. (e) Estimated $\phi_{2}(x, y)$ in radians. (f) Estimation error for second phase in radians.


Fig. 8.4. (a) Estimated first phase derivative in radians/pixel. (b) Corresponding estimation error in radians/pixel. (c) Estimated second phase derivative in radians/pixel. (d) Corresponding estimation error in radians/pixel.

The Fourier spectrum i.e. $\left|\gamma\left(\omega_{x}, \omega_{y}\right)\right|$ is shown in Fig.8.3(b). From the figure, it is clear that the spectra of the two components are overlapped and not well separated. Due to the spectral overlap, the individual components with the phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ cannot be efficiently filtered in the frequency domain using the Fourier transform. Hence, in the absence of a spatial carrier, retrieval of multiple phases and their derivatives is difficult using current fringe analysis methods.

To estimate the phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ and their derivatives from $\Gamma(x, y)$, the proposed method was applied. For the analysis, we used $N_{w}=4$ and $M=2$. The estimated first phase $\phi_{1}(x, y)$ and the corresponding estimation error in radians are shown in Fig.8.3(c) and Fig.8.3(d). The estimated second phase $\phi_{2}(x, y)$ and the corresponding estimation error in radians are shown in Fig.8.3(e) and Fig.8.3(f). Similarly, the estimated first phase derivative $\partial \phi_{1} / \partial y$ and the corresponding estimation error in radians/pixel are shown in Fig.8.4(a) and Fig.8.4(b). The estimated second phase derivative $\partial \phi_{2} / \partial y$ and
the corresponding estimation error in radians/pixel are shown in Fig.8.4(c) and Fig.8.4(d). The RMSEs for the estimation of the phases $\phi_{1}(x, y)$ and $\phi_{2}(x, y)$ were 0.0479 and 0.0595 radians. The RMSEs for the estimation of the phase derivatives $\partial \phi_{1} / \partial y$ and $\partial \phi_{2} / \partial y$ were 0.0006 and 0.0012 radians/pixel. From the analysis, it is clear that the proposed method is capable of reliable estimation of multiple phases and their derivatives from a single fringe pattern.

### 8.4 Summary

This chapter introduced a piecewise multi-component polynomial phase approximation based method for direct retrieval of multiple phases and their derivatives, which is highly desired for the simultaneous in-plane and out-of-plane deformation measurements in DHI. The major advantage of the proposed method lies in its ability to extract information about multiple components from a single fringe pattern without the need of spatial carrier and spectral filtering, which is a significant advancement compared to the current state-of-the-art spatial fringe analysis methods. In addition, the method provides continuous phase distributions and does not require complex unwrapping algorithms. The proposed method has potential to significantly enhance the applicability of DHI for simultaneous multi-dimensional measurements.

## Chapter 9

## Conclusions

The thesis explored some novel techniques for the estimation of phase gradients or derivatives in fringe analysis. The developed techniques alleviate the limitations imposed by the current state-of-the-art methods for measuring single or multiple phase derivatives from a fringe pattern. The unique advantages such as high estimation accuracy, computational efficiency, robustness against noise and non-requirement of multiple fringe patterns, filtering and unwrapping operations highlight the suitability and utility of these techniques for fringe analysis.

The pseudo Wigner-Ville distribution method introduced in chapter 2 provides an elegant approach for estimating phase derivatives from fringe patterns obtained in digital holographic interferometry. Compared to the other popular phase derivative estimation techniques, the PSWVD method exhibits better accuracy and less computational burden. To further improve the applicability of the PSWVD method, an adaptive windowing approach based on intersection of confidence intervals algorithm was proposed in chapter 3. By adaptively selecting the optimum window length, the approach significantly extends the effectiveness of the PSWVD method to estimate phase derivatives with rapid variations.

Chapter 4 proposed the two-dimensional PSWVD to handle fringe patterns with severe noise. The presence of a 2D window enhances the robustness of the method against noise and also allows the simultaneous estimation of the phase derivatives with respect to both the horizontal and vertical spatial coordinates. These advantages enhance the utility of the method in digital holographic interferometry for many practical and industrial applications.

The above developed techniques allow direct estimation of the first order phase derivative only, whereas, higher order derivatives of phase are also strongly desired for many applications in non-destructive testing and experimental mechanics. To address this problem, a complex-lag distribution based method was proposed in chapter 5. The method provides a generalized approach for estimating phase derivatives of arbitrary order in digital

## holographic interferometry.

Chapter 6 outlined some applications of the developed phase derivative estimation techniques. The pseudo Wigner-Ville distribution based method was applied for locating defects in a fringe pattern. The feasibility of detecting faults and defects provided by the proposed method is of great significance in applications such as quality assessment and reliability testing. Similarly, the PSWVD method was applied in a fringe projection setup for analyzing the temporal evolution of surface slopes of a deformed object subjected to dynamic loading. The high computational efficiency of the method enhances its potential for studying transient phenomena. Finally, a dual-wavelength configuration was proposed in digital holographic interferometry for the simultaneous measurement of in-plane and out-of-plane displacement derivatives in a deformed object.

Chapter 7 introduced the concept of digital holographic moiré for simultaneous multidimensional deformation analysis. In this approach, the information about the in-plane and out-of-plane displacements is encoded in the form of multiple phases of a moiré fringe pattern. Thus, the problem of multi-dimensional measurements in digital holographic interferometry is reduced to estimating the multiple phases and their derivatives from moiré fringes. Compared to the other popular techniques, the proposed method does not require multiple reference beams and CCD cameras and is capable of simultaneous multi-dimensional measurements from a single fringe pattern.

Chapter 8 presented the multi-component polynomial phase formulation for demodulating moiré fringes in digital holographic interferometry. The proposed method enables estimation of multiple phases and their derivatives from a single fringe pattern without the need of an external spatial carrier, filtering and unwrapping operations which is hitherto not possible with the current state-of-the-art fringe analysis methods.

For future work, the applicability of the proposed techniques could be investigated for other interferometric techniques such as digital speckle pattern interferometry. Further, the feasibility of using graphics processing units (GPU) for improving the computational performance of the proposed techniques needs to be analyzed. This could have significant impact on the use of these techniques for real-time applications. Finally, the area of multicomponent fringe analysis presents challenging and exciting opportunities with immense application potential and should be further explored.
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