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Abstract—We consider single-hop broadcast packet erasure set can be used for the 3-user BPEC with 2 messages, where
channels (BPEC) with degraded message sets and instantanso messagd/; is intended for users 1,2 whild/, is intended
feedback regularly available from all receivers, and demostrate for user 3). To this end, and in order to illustrate all aspedt

that the main principles of the virtual-queue-based algorthms this cl f alaorith t th t |
in [1], which were proposed for multiple unicast sessions, an IS class of algorithms, we present three concrete example

still be applied to this setting and lead to capacity-achiemg Of application.
algorithms. Specifically, we propose a generic class of algthms The problem of degraded multicasting (considered here for

and intuitively describe its rationale and properties that result the caseN = 3) has received a lot of attention, since this
in its efficiency. We then apply this class of algorithms 10 getiing naturally models situations such as multipleaydeo

three examples of BPEC channels (with different numbers of . - : .
users and 2 or 3 degraded message sets) and show that thdransmission, where different users request differentityua

achievable throughput region matches a known capacity oute Versions of essentially a single entity (e.g. a video stje@m
bound, assuming feedback availability through a separate gblic ~ recent work is [4], where it was shown that an extension of
channel. If t.he feedback channel is not public, all users castill  the result by Korner and Marton from two to three users (with
decode their messages, albeit at some overhead which result 5 y\vo-message degraded set) is not optimal. As a special case
in an achievable throughput that differs from the outer bound . .
by O(N/L), where L is the packet length. These algorithms do [5] S“%d'e_d a 3-user system W'th 2 degradgd mes_§ages over a
not require any prior knowledge of channel statistics for their Combination network whose links are subject to iid erasures
operation. and derived its capacity region. However, in contrast tg thi
paper, these works did not consider the use of feedback.
) } The paper is structured as follows. Section Il contains
The capacity region of atv-user BPEC channel has beenhe description of the system model and presents the three
determined for the cases of a single multicast session agdamples that will be used to illustrate the proposed cléss o
recently in [2], [1], forV unicast sessions. Both scenarios cagigorithms, along with a summary of the results. Section IlI
be considered as extremes of a more gendfralser setting, presents the class of algorithms and explains, in intuives,

|. INTRODUCTION

in which there exists, for eaci C {1,..., N}, a message the main ideas behind it, including the important feedback-
Ws (equivalently, a set of packetSs) that is intended for all pased actions taken by the transmitter. After a brief surgmar
users inS. in Section IV, of the approach used to derive capacity outer

Since the determination of the capacity region under thgynds for the BPEC channels, Section V presents the exact
most general setting is still an open problem, this papggorithmic procedure for each of the three selected exasnpl
studies some special cases, in the hope that the results wilywe|| as the derivation of the achievable throughput regio
provide further insight into the general case, as well a$ indinner bound). The latter is seen to match the outer bound in

cate the necessary properties of high-throughput algosith 5| 3 cases. Section VI concludes the paper.
Specifically, motivated by the fact that feedback can dyrict

increase the capacity region of a BPEC channel (as has been Il. PROBLEM FORMULATION
convincingly demonstrated in [3] for 2 unicast sessionss t A. System model
paper considers aiV-user BPEC with feedback and & two- \ye consider a time-slotted communication system consist-
degraded message set, as well as the special case of a 3443€6f a single source/transmitter addusers/receivers with a
BPEC with 3 degraded messages, and modifies the algorithiggraded message set requirement. Denote the set of uiers wi
in [1] to propose capacity-achieving algorithms in thistisgt s — {1,...,N}. The source ha® message¥/,..., Wy of
The algorithms in [1] are recast into a systematic qQUeUgsiesR,, ..., Ry, respectively, where usérwants to receive
based approach for performing inter-session network @udiny| messages up to and includifi.. In each slot, the input to
which can also be tailored to problems other than the ongg® channel is a packet of lengthbits (hereafter referred to
studied here (for example, a mod_|f|cat|on of the algorithigg “input symbol”) and the channel is modelled as memoryless
presented for the 3-user BPEC with a 3-degraded mess@@§adcast erasure so that each broadcast packet/symbol is
This work was supported by the ERC Starting Grant Project NRgv €ither received unaltered at a user or is “erased” and is not
ERC-2009-StG-240317. received by the user at all. At the end of each slot, all users



User User respectively, by
1 2 3 1 2 N—-1N
(]
o W .o R R
§W10 o O % 1 O OO O C(b):{RZO:'1m3%1(1_N. +1_1.)§1’
%"3 Wa o O s Wy O R €{i,N} €{i}
W O Ri+Ry<1—c¢ ,
@ (®) P = (N}
2)
User
1 2 N—-1IN and
2V O 0«0 O
2 Ry Ry
s Wy Oee O O C(c): R>0: max + <1,
i=2,...,N \ 1 — 6{1} 1— 6{171-}
()
Fig. 1. The message sets of the three channels under iratistig Bit+ Ry < l:IQI}m,N(l - E{i})’ Ry <1-— 6{1}}’
)

send a simple ACK/NACK reply (through a separate error-fréer arbitrary spatial erasure dependence in both cases.
and zero-delay channel) to inform the transmitter whether t
packet was received or not. I1l. A CLASS OF ENCODING ALGORITHMS
We denote withey;, the probability that a packet is erased - o
by useri and withes the probability that a packet is erased byA. Algorithmic description

gll usersk € S (the packet may also be erased by some USEISor the reader’s convenience, we first succinctly deschibe t
in \—S; such an outcome also belongs to the event measutg ;<o class of encoding schemes, followed by a disaussio
by es). Hence, we explicitly allow for spatial correlation,, the intuition behind it and the reason for its throughput e
between erasures at different users, although the menssry ciency (we hereafter use the term “efficiency” to exclulive
property implies that erasures are temporally iid. We usge t fer to high throughput achievability). We adopt the ramdo
standard information-theoretic definitions [6] of code hNitIinear network coding approach, in which the transmitted
feedback, achie.vable. rate and capacity region. l:urth‘mnoy:gackets are viewed as elements of a finite figld(of size
instead of working with messagé$,..., Wy, we assume _ 9Ly and the transmitter keeps sending suitable linear

that there exist setk’,,..., Ky of packets intended for the ¢ inations of information packets until all users reeeiv
same users. We denof€; = |K;|, for j = 1,..., N, and gyficient number of linearly independent combinationshwit
assumeX; to be sufficiently large to invoke the strong law ofggpect to their intended packets. This can be achieved with
large numbers. probability arbitrarily close to 1 for sufficiently large

We assume that the random coefficient generator used by
the transmitter is also available to all receivers. For alipub

We give a full capacity characterization for this problenfeedback channel, this allows the receivers to use theal loc
when N = 3 and partial capacity characterization when thef@enerators to create the values of the coefficients withuait t
areN users and only two message sets present. More precisBged of having the transmitter append them as packet pream-
we consider the message sets shown in Fig. 1 and prove fes. For non-public feedback (where each user only knows

B. Main Results

following results: its own ACK/NACK), the issue of conveying ACK/NACK to
Theorem 1:The capacity region of the 3-user 3-degrade®l users (so that they can again create the coefficients by
message set (case (a) in Fig. 1) is given by themselves) can be solved through an overhead scheme in the
spirit of [1]; the induced overhead 9(N/L).

Ry Ry + R3 Ry + Ry The algorithm is next described in general terms so that

Clay = {R 20: l—epy  l—enay q it can also be applied to BPEC channels with more general
R ’ degraded message sets than those described in Fig. 1. We

+ ﬁj} <1, Ri + Ry + R3 <1—¢3, (1) analyze this algorithm and characterize the rates it aekiev
—€{23

for the BPEC channels of Fig. 1 in Section V.
Ry Ry Rs 1) Virtual queue structure and indiceghe source main-
L—ey 1—eno 1—enas tains a group of virtual queue3s, indexed by all non-empty
subsetsS C N, as well as non-negative intege?%, for
for arbitrary erasure spatial dependence. all S € N andi € S. The above queues and indices are
Theorem 2:The capacity regions for the BPEC channeldynamically updated during the algorithm’s execution, @ w
with message sets shown in cases (b), (c) of Fig. 1 are givee, subsequently described.




2) Initialization: for the case where user requests the in the form
packets of all set& 1, ..., K;, the packets of sé€; are placed s= Y b (uu+c?, (4)
inqueueQn—_qi,...i—1y, fori=1,..., N.1TheT indices are u€D;
initialized asT% = ||Qs||, where||-|| denotes the number of
packets stored in the queue.

3) Encoding schemethe source sequentially processe?
each non-empty queués, for all S C N, in order of a
increasing|S|; queues with equalS| are processed in order
of increasing number of non-zerf indices (an arbitrary
tie-breaker is used for queues with equd] and number of S
non-zero indices). The reason for selecting this order of prPY ¢ Prior to packets. _ _
cessing will become apparent soon and further demonstrated/e NOW turn to the intuition behind the algorithm. A packet
in Section V. During the processing @fs, the transmitter S that is transmitted from the source at time stotan be
sends a linear combination @fll packets stored in queues USeful” for useri, if received byi, in two different ways:

Qs and Q7, for all T > S. We hereafter denote this joint (1) At the time of transmission, packetis already a token
group of queues a7-s, so that the transmitted packet for useri, so that, upon reception of, user: creates
has the forms =37, as(p)p, with a,(p) the randomly an equation, which can pe made linearly independent of
chosen coefficients. Note that, although multiple queues ar  previously created equations at usethrough a proper
involved, we formally consider this phase as being appled t ~ selection ofas(p)). In this sense, packet offers an

the “processing” ofQs. immediate “benefit” to usei.

4) Feedback-based queue managemaerttile “processing” (2) At the time of transmission, packetis not a token for
queueQs, the source takes certain actions after each trans- User, but since it is received at user it can offer
mitted packet based on its received feedback. Denote the side information to uset. In this sense, packet can

whereb!” (), c{” are both known to usei

The vectorb!” can become known to usérdue to the
ct that the random coefficient generator @f(p) is also
available toi, along with public feedback, which allows user
i to recreate the values of (p), and thereforé'”). The value
of ¢{) can become known to usérdue to packets received

transmitted packet withs and let G be the set of users be combined in the future with a side information packet

that successfully received. The source now performs the  Of another user and create a packet that is useful to both

following actions, collectively referred to aCTFB: of them, thus offering a “delayed benefit”. Note that from
Step 1if G = @ or it holds T = 0, for all 7 2 S and the arrival time of packet at useri onwards, this packet

i € G, thens is retransmitted (using the same coefficients). ~becomes a token for uséras well.

Otherwise, We give an example for these two types of useful informa-

Step 2 for each usei € SNG, find the smallest cardinality tion. A packetp; € I3 offers immediate benefit only to us&r
setS* O S such thatl's. > 0 (with an arbitrary tie-breaker if received successfully at userNonethelesg; can also offer
if more than one such sets exist) and decrédseby 1. delayed benefit as follows: i3 is only received at useX (so
Step 3if N (N —S) # @ ands was erased by at leastthat we denote with p2, where the upper index indicates the
one user inS, thens is added to queu€ s g. Additionally, user who received the packet), it can be potentially conthine
for eachi € & — G with TS > 0, indicesT%, T% , are with a packet of the form, € K later on, so that the resulting
decreased/increased by 1, respectively. linear combination(p, p3) allows both userg and3 to create
The second and third items in the above list do not refan equation upon successful reception. Clearly, this effici
to mutually exclusive cases, and both of them may indeed bxing of side information requires the transmitter to know
performed in a single slot. exactly which user knows which packets; this knowledge is
5) Condition for stopping the processing@f: the source acquired through feedback.
keeps processing each quebe (i.e. it performs items 3,4 of The following statement indicates that the property of
this list) until it holds7% = 0 for all ¢ € S. The algorithm “tokeness” is maintained through linear combinations [1].
terminates when all queua3s, with S C N, have been  Proposition 1: Consider a set of packe® such that each
processed. p € P is a token for all users in a sét. Then, any packet of
the forms =3 1 as(p)p is also a token for all userise U.
Based on the above, the most “useful” type of transmitted
The interpretation of the algorithm is greatly facilitatethacket is a linear combination of packets each of which is
using the concept of token from [1]. a token forall N users. Before any transmissions occur and
Token: We denote withD;, for i € N, the set of packets when no side information has been received yet, each packet
intended for useri so that any transmitted packet is, s a token only for its intended destinations, so that thetmos
potentially, a linear combination of all packets ey D;. efficient packets, at the beginning of the algorithm, belong
Definition 1: Let s = >° o as(p)p be a transmitted to ;. However, as transmissions are scheduled and side
packet. Thens is called atokenfor user iff it can be written jnformation is created, additional packets may becomenske
Lo _ _ ‘ for all N users. For example, for the cadé = 3, a packet
equivalently, the packets in séf; are intended for userg ..., N. For

the most general case where a set of packagsis intended for all users in p2 € K> that is received by 1 becomes, _after .ItS reception,
setS, the packets ofCs are placed in queu€s. a token for all 3 users. Hence, tokeness is a time-dependent

B. The intuition behind the algorithm



notion with an absorbing property, i.e. once a packet besome
a token for a user, it remains a token for this user until the
end of the algorithm. ey el Ny

The indicesTs are interpreted as the number of linearly J Y
independent combinations that usetill needs to receive dur-
ing the processing of)s (item 3 in the list of Section Il1I-A).
When it holdsT% = 0, then useri has gathered all available
information from(@)s and the queue is no longer useful fior
though it is still useful for other users € S with TZ > 0.
Processing o) s therefore stops, as explained, only wredh
Tk, i € S, become 0.

The efficiency of the algorithm lies in the fact that it

tries to “exploit” each slot as much it can, in the sens@!g' 2. ChannelC' shows a BPEC withV = 3 users. Channelg’, C,
are the auxiliary channels used to derive capacity outend®uor the

that the transmitted packet potentially allows each uSBoNU three-message set problem.

successful reception of the packet, to either create antiequa

or gain side information. While processirgs, packets are

being transmitted that are tokens for all usersSinWhen received by all receivers for which it is a token (i.e., akssin
such a packet is received by a uset S, the user forms an S) put is received by some users that do not belon§ {ae.,
equation. When such a packet is, however, received at a Usgékets is not a token for them in the time of transmission).
i ¢ S (for which it is not a token at the time of transmission)After reception of this packet, it also becomes a token for al
the packet can still be useful, if properly handl8CTFB tries  such users (in s&f — S) so that, before the next transmission
to optimally handle this based on the feedback received apécurs, packet has become a token for all users§ng, the
according to the following principle: latter set being maximal. Hence, according to the MT rule,

Maximal tokeness (MT)a transmitted packet should be should be placed id)syg for the next transmission time slot.
placed in queug)s: iff &’ is the maximal set such that  Fyrthermore, although there might be some yserS that
is a token forall users inS’ (e.g. if packets is a token for gig not receive packet (i.e. j € S — G), this information can
usersl,2 as well asl, 2,4, and is not a token for any userpe sent in the future through linear combinations transufitt
j €{1,2,4}, thens is placed in queu€); » 43). from queueQs g, into which packets has been moved. In

NOtice that the queue initialization alSO Conforms to the MTact’ Sinces is now a token for a" users |6‘ U g, |t is more
rule. Since we have qualitatively defined the “efficiency’aof efficient for userj € S — G to receive a linear combination
packet as the number of users for which it is a token, Wgontainings) from Qs_g rather thans itself from Qs, since
conclude that enforcing the MT principle results in a pack@ke former combination can provide information to more sser
Ilfzcoming more efficient as it is stored (s of increasing Thjs is accounted for by decreasing/increasifig 7% ,; by

: one.

Interpretation ofACTFB: The three steps oACTFB follow Remark 1:Since the processing afs may place some
naturally from the MT principle and the interpretation Obackets iNQs, with S 5 S (as well as increase some
indices Ts. Specifically, step 1 captures the fact that it i§i y and since all queues with non-zefo indices have to
possible for a packetto be received by no user, in which casge processed eventually, selecting the order of processing
s is retransmitted, since it still contains useful inforroati The according to increasingS| means that each queug@s will
second condition in step 1 &CTFB is more intriguing but can g processed, according to item 3 of Section I1I-A, in only
be simply restated as follows: if a packetwhich is a linear one stage. Selecting a different order such that, for twe set
combination of all packets 9> is receivedonly by users g s, with 5, > S,, queueQs, is processed befor@s,
which have already recovered all available equationslin gjiows for the possibility tha)s, may have to be processed
queues)7os (i-e. T = 0 for all 72 S), then the packet is yyice, the second time being due to packets newly moved from
retransmitted, since it cannot offer any new informatiothi® Qs,. To avoid this issue, which would make the analysis of

users that received it. Although this may lead to inefficiencine algorithm more difficult, we stick to processing the ceeu
the analysis performed in Section V indicates that this dogsrder of increasings|.
not happen for the message sets in Fig. 1 (i.e. the algorithmgfore we apply this class of algorithms to the message

achieves a capacity outer bound). The question of whetieer theg of Fig. 1 and determine the achievable throughoutmegio

property holds for generaV is an open problem. we briefly summarize, in the next Section, the procedure for
Step 2 says that a usérE S that receives can construct deriving a capacity outer bound.

an equation for its unknown packets (due to Proposition 1 and

the fact that all packets i§s are, by construction, tokens for

all users inS). Hence, the corresponding countg§ should

be decreased by 1 to capture this fact. In this Section, we prove an outer bound only for the 3-user
Finally, step 3 corresponds to the case where paclkehot 3-degraded message set (case (a) in Fig. 1). The other cases

{1y €{2p {3}
A O O

IV. CAPACITY OUTER BOUND



are similarly handled and we refer the reader to [7] for thentire algorithm’s execution. Hencé€)y, 3, has fewer non-

detailed derivation. zeroT indices thanQ), 5, and is processed first. Recall that
Consider any encoding scheme at the source that achiethes processing of)s entails transmitting linear combinations

ratesR;, R. and rateR; over the original erasure chanr@l from all queues)s-s until all 7% become 0.

The cut-set bound yields a trivial outer capacity regionhef t  We denote withZ'¢ the (average) number of slots required

form Co; = {R>0:3,_ R <1—epy, i=1,...,3;. for processing queu@s, and withTs(t) the value ofTg at
The derivation of a tighter capacity outer bound t slot . Hence, it follows that
follows the often-used procedure [8], [3] of introducing-ad T3, (0)

” . ; s . X {3} K3
ditional auxiliary links of infinite capacity among the user T35 = 1 =1 , (6)
More precisely, we consider the auxiliary channels shown in Y123} Y123}

Fig. 2, where dashed lines indicate infinite capacity links. since any packet that is received by at least one user leads,
It is not difficult to see that any encoding scheme at thdue to step 3 oACTFB, to a reduction ofl”f’3 by 1.

source that achieves ratés, R, and rateR; over the original ~ The values of the indices at the end o% processing;

erasure channel, could be used over chann€l to reliably (denote this epoch ag) are

communicate messag#g, andi¥; to user3 and messagé’, 3 .

to userl. Similarly, any such code could be used over channel Tioy(ts) = Ko + Ty (equsy — €q1,2.8)),

C to reliably communicate messag#é, and W, to user2 Tf’lﬂg}(tg = Tf‘g}(e{zg,} — €{1,2,3}) T{llyg}(tg) =0,

)
and messagél’s to user3. Finally, the same code could be T3 (t3) = K1 + T{%} (egsy — €13} — €423} + €12 3})
)

used over channef’ to communicate messad®; to useri -2 : d
K, T{1,2,3} (t3) = T{1,2,3} (t3) = K,

2
for i =1, 2,3. Therefore, these 3 unicast problems give outer Ta5(ts

bounds on the capacity region of our interest; i.e., degotin ()

with C, C, C the capacity regions of the aforementioned unicaghq follow again from the logic of step 3 8CTFB (the terms

problems oveC, C, C' we get inside parentheses express the probability that a packetys
Cay C Ces N enénd. (5) seen by a specific subset of the 3 users).

A To make the equations more compact, we denote with

Over channell', a symbol is actually erased at usein  A{Ti, ASTi the total increase/decrease, respectively, of
channelC iff both usersl, 3 erase the symbol in chann€l, index 7% when the algorithm procességs, with S C T.
while user2 erases the symbol in chanrliff all three users Using this notation, we can write, for e,=x<31mpm{+3}T{32 5y =
erase it in channgl'. This implies that”' is also a BPEC with T{*3}(6{LS} — €1,2.3})- ’
parametersi;iy = ey, €2y = €{1,2,3) andégzy = €q13). The source next processék; s for a total of
Analogous conclusions can be drawn for chantielC.

Furthermore, since channets, C, C are physically de-
graded [9], we have the following well-known results:

» feedback does not increase the capacity of a physicaH
degraded channel [10].

« the capacity region (without feedback) of thé-user
physically degraded BPEC is achieved through timesh
ing among the users [11]. o ] AEFL:J,}T{BLQ,B} = T{*LS}(G{B’} — €{2,3});

Combining the above to evaluate C andC' in (5), the RHS A . T! =77 (1= enn).

of (5) matches (1) of Theorem 1 and provides an outer bound {1.33741,2,3) = 7{1,3} n

to the capacity region of the 3-message set broadcast jpnobl@|otice that if T}, , 5) becomes zero before the processing of

We next show that the region in (1) is also achievable, Whi(@{lﬁ} is comple’té’ then user 1 has received enough linear

completes the proof of Theorem 1. combinations to decode its packets.

V. EXAMPLES OF APPLICATION The source next process€xs, ;) for a total of

A. The 3-message degraded set T? 5 (t3) T{O’Q_,g}(t3)> (10)

The algorithm uses all queuegs, with S C {1,2,3}, T{z.3) = max (1 —eqoy 1 —€qi 3
except forQ, -y, which remains empty for the entire duration o o _
of the algorithm. After placing the packets of séfs, k,, time slots. The modification of the indices @y, 2 5y during
K3 into queuesQq 23y, Qq23), Q3), respectively, and this stage is

3
Tf1,3} =", (8)
¥e slots (sincélﬂf1 3} is reduced if the transmitted packet is

received by either 2 or 3), while the indic@$, , ;,, T}, , 5
e modified, due to step 3 &CTFB as follows

)

initializing the T" indices according to item 2 of Section IlI-A, 3

h h in the followi : T3 Tl ()

the source processes the queues in the following ordey;, AL sy Thos = e (eg3y — €{1,3})5

Q1,31 Qq2,3}, Qq1,2,3- This order is dictated by the rule (see 1,3} (11)

?tem 3 c_)f Section 1l1I-A) of procegsing queuéks in order of AF T2 _ T{22,3}(t3) (eray — € )
increasing|S| and the fact that it holdg’/, ;, = 0 for the (23)7 {123 7 o, VB TR



T¢y 4 (t3)
- * {2,3}
A{273}Tf’17273} - (T{m} T 1 —eqan (1 —€g3y)s
{1,3} (12)
A7 L T? = | Tk — M (1 — e )
{2,3}7{1,2,3} {23} 7 7 () (21)-

Hence, at the end of processin@y, s, (denote this
epoch with ty3), the indices inQy 53 have the val-

ues Tf1,2,3}(t23) [Tf1,2,3}(t3)+ ZSA}_T{il,Q,3}

Y5 AsT{, 54", where the summation is performed over

S e {{1,3},{2,3}} and [2]* max(z,0). Therefore,
the processi_ng 0fQ1,2,3y by itself requiresT{*Lm} =
max;—i,...3 T117273}(t23)/(1 — €g43) slots. Denoting the sum
of the slots for all phases ag*, the algorithm achieves a
rate of R; = K;/T* for j =1,...,3. Simple algebra reveals
that the throughput region exactly matches (1). Notice tioat
assumption on spatially independent erasures was made
that the result holds for arbitrary erasures.

B. 2-message degraded set: case (b) in Fig. 1

The algorithm only operates on queu@s such thatN €
S and initially places the packets of set§, Ky into Qu,
Qw3 respectively. Additionally, since, far# N andS c V,
all indicesT¢ are always 0 (users,..., N — 1 only require
packets fromQ ), there is no point in combining eadis
with all queues), with 7 O S. Hence, it suffices to combine
Qs directly with Q.

For S C N, we denote withl's, T2 (¢), respectively, the
number of slots required for processing and the value of

index T2 at the beginning of the processing, so that it holds

A recursive formula can

T = T (ts)/(1 - 6/\/—(3—{1\/}])\[)-
(ts) for all S € A, from

be written [7] for computingl’s

which the total number of slots required by the algorithm

can be computed (and hence, the achieved rate). Again,

proposed algorithm achieves capacity for arbitrary eesur

spatial dependence.

C. 2-message degraded set: case (c¢) in Fig. 1

This is the simplest of the 3 cases to be examined, in th[g]

sense that only two queues are required, nanigly and
Qn—{13- The packets of set&;, Ko are placed intoQ s,

Qn—{1}, respectively, along with the suitable initialization of
Ti and T}, ,,,. The source first combines the two queuess]

until all Tj\,f{l} become 0 and then processgss by itself
as usual.

Thinking in similar lines as for the analysis of the 3-megsag

degraded set, the number of sl(itjg_{1 required to process
_QN*“} is Tf(pu} = MaXien (1} 175{217”. Thg cgmulative
increase and decrease@f; can be computed similar to (11),
(12) as

Ky
1-— €{1,i} (E{i} - E{M})’

— e * K2

1-— 6{171'}
The rest of the analysis follows the lines of Section V-A and
reveals, after some simple algebra, that the proposeditgor
achieves capacity. Notice that, again, this result holds fo
arbitrary erasure spatial dependence.

AT =
(13)

VI. CONCLUSIONS

This paper revisited the virtual-queue based coding algo-
rithm proposed in [1] for BPEC channels with multiple unicas
sessions and demonstrated that its main concepts of token
handling and keeping track of the number of linearly inde-
pendent equations required by each user are still appéicabl
far the setting of degraded message sets, essentiallyrayeat

whole “class” of algorithms for BPEC channels. Three simple
examples were chosen to illustrate the main ideas of théscla
and it became apparent that the complexity of this algorithm
class (in terms of the number of virtual queues needed) is
mainly determined by the number of sessions and the relation
between the message sets rather than the number of users.
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