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Charge transition levels of carbon-, oxygen-, and hydrogen-related defects at the SiC/SiO, interface
through hybrid functionals
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We calculate charge transition levels of various defects at the SiC/SiO, interface within a scheme based on
hybrid density functionals, which accurately reproduce the involved band gaps and band offsets. The defect levels
are first evaluated in bulk models of the interface components and then aligned with respect to the interface band
diagram through the use of a model interface showing good structural and electronic properties. Interface-specific
polarization effects are evaluated separately through classical electrostatics. We considered carbon-related defects
involving single atoms and dimers in both the crystalline SiC substrate and the amorphous SiO, oxide. Our
investigation also comprises oxygen- and hydrogen-related defects, including the Si-Si bond (O vacancy), the
Si,-C-O structure, the peroxy linkage, and the hydrogen bridge (Si-H-Si). Among the defects studied, the Si,-C-O
structure represents the best candidate for the high defect density measured near the conduction band of SiC.
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I. INTRODUCTION

With its wide band gap, high thermal conductivity, high
saturated electron drift velocity, and high breakdown elec-
tric field, silicon carbide (SiC) is the candidate of choice
for high-temperature, high-power, high-frequency, and high-
speed electronic devices.! Despite these remarkable bulk prop-
erties, SiC-based devices are still facing many performance
challenges due to the high density of defect states (Dj) at
the SiC/SiO; interface, which remains up to two orders of
magnitude larger than at Si/SiO, interfaces.”® The literature
suggests that two main classes of defects contribute to the
distribution of the Dy across the SiC band gap. On the one
hand, a first class of defects spans the entire SiC band gap with
adensity not exceeding 10'> cm~2 eV . Several distinct peaks
and shoulders of Dy could be identified,*”~? the positions of
which may slightly vary depending on the growth method, the
applied measurement method, and the polytype under study.
On the other hand, a second class of defects consists of electron
traps in the upper half of the band gap giving rise to a peak
reaching 10" cm~2 eV~! near the 4H-SiC conduction band.
The atomic-scale nature of these defects has not yet clearly
been established.

During thermal oxidation of SiC, most of the excess
carbon is believed to be removed from the interface through
the formation and diffusion of CO molecules in the oxide.
However, some of the carbon can remain in the oxide
and form carbon clusters or graphitic regions. Some insight
into the nature of the interface defects comes from elec-
tron spin resonance experiments on oxidized porous SiC,
which identified sp? carbon dangling bonds.'® Graphite-
like clusters and sp?-bonded carbon atoms as observed in
amorphous carbon were also proposed to be predominantly
responsible for the high defect state density.* Comparison
between internal photoemission spectra of oxidized SiC and
amorphous, hydrogenated carbon films deposited onto SiO,
suggested that small, 7w -bonded carbon clusters are responsible
for the interface states observed in the lower part of the
SiC band gap, while larger carbon islands give rise to a
graphite-like band structure, responsible for some of the traps
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near the band edges.* The presence of interfacial carbon
clusters was inferred by atomic-force microscopy experiments
revealing nanometer-sized platelet-shaped inhomogeneities at
the interface'!' and electron energy loss spectroscopy probing
an interfacial 10-15 A thick C-rich region.'> Subsequently,
surface-sensitized Raman spectroscopy (SERS) measurements
claimed the identification of nanographitic structures and
polyenes at the interface.' The size of the graphitic structures
was estimated to be <2 nm. The authors thus suggested that
such carbon structures could be responsible for the interface
states.!> However, this assignment was later questioned.14 X-
ray photoelectron spectroscopy (XPS) also detected graphitic
regions at the SiC surface prior to oxidation, but these regions
dissolved during in sifu oxidation and no form of graphite
could finally be found at the SiC/SiO, interface.'>!® In
summary, there is a general agreement that some interface
states, predominantly in the lower part of the SiC band gap,
are due to excess carbon at the interface. On the contrary,
the presence of large graphitic clusters has not clearly been
established. However, carbon-only structures may not fully
account for the Dj; in the lower and mid parts of the band gap.
Indeed, XPS measurements'”!'® indicate that the interfacial
layer also contains Si-O-C linkages,'>!7 and Si-Si bonds,'® as
well as vacancies surrounded by oxygen. '

Intrinsic defects in SiO, (Refs. 6,20-23) have been
proposed to account for the Dj in the upper band gap.
Using photon stimulated tunneling (PST), Afanas’ev et al.
detected oxide defects located close to the interface and
suggested that these defects are responsible for the observed
mobility degradation.?!*> PST measurements on SiC devices
revealed a mean energy barrier of 2.8 eV,?!?? indicating that
these negatively charged near-interface trap (NIT) levels are
positioned 0.1 eV below the conduction band of 4H-SiC.
Similar experiments on Si-based MOS structures located NIT's
at the same energy level with respect to the conduction
band of SiO; and with a density comparable to that found
in the case of SiC. This corroborated the attribution of
these traps to defects of the oxide, probably related to
(H-complexed) oxygen vacancies.’*?3 Schérner et al. per-
formed capacitance-voltage measurements of n-type MOS
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structures based on 4 H-SiC, 6 H-SiC, and 15R-SiC.2* PST and
capacitance-voltage experiments are generally not expected to
measure the same defect energy levels. Nevertheless, Schorner
et al. also found defect levels close to the SiC conduction
band and concluded that these levels would be responsible
for the low inversion channel mobility in 4H-SiC.>* These
defects were suggested to be inherent to all SiC polytypes
and energetically pinned at ~2.9 eV above the SiC valence
band.?* In this view, the interface traps would become resonant
with the SiC conduction-band states for the polytypes with
band gaps smaller than 4H-SiC, e.g., 6H- and 15R-SiC,
thereby explaining the lower Dj and higher inversion layer
mobility of 6 H- and 15R-SiC MOS structures compared to
4 H-SiC MOS structures. It was demonstrated using constant-
capacitance deep level transient spectroscopy (CCDLTS) that
the electron-capture cross sections of these interface traps are
small and vary over several orders of magnitude, suggesting
that a large portion of the traps is located not at the interface
but at some distance into the oxide.?> These NITs were
subsequently observed on SiC-based MOS structures grown on
different SiC polytypes, on different crystal orientations, and
with various oxidation conditions.?*">8 In a subsequent study,
Olafsson et al. applied the thermally stimulated current (TSC)
technique to investigate the high density of shallow traps near
the 4 H-SiC/SiO; interface. The TSC spectra revealed two
distinguishable peaks, thereby indicating that the high Dj; close
to the SiC conduction band may result from different types
of defects.?’ More recently, CCDLTS and double CCDLTS
of as-oxidized 4H-SiC/SiO, interfaces were used to show
that the D;; near the SiC conduction band consists of several
overlapping distributions of interface states distinguished by
their different capture cross sections.’*3!

Numerous treatments have been applied to SiC/SiO,
interfaces in order to improve their quality, with different
outcomes and suggestions regarding the origin of the Dj.
Reoxidation (a post-oxidation heat treatment in oxygen below
oxidation temperature) was shown to have a double-fold effect:
a significant decrease in the Dj in the lower half of the
band gap, but also a slight increase in the Dj; in the upper
part of the band gap.” In contrast with Si/SiO, interfaces,
annealing in H, up to 400 °C does not lead to any appreciable
passivation of these interface defects, suggesting that dangling
bonds give an insignificant contribution to the D;..*> However,
partial passivation of interface states could be achieved by
nitridation, either by post-oxidation annealing®’**3 or by
oxidation in a gas mixture containing nitrogen.®*¢3” NO has
proven to be the most effective nitrogen precursor; because of
safety reasons, N,O is more often used, but its effectiveness
is also attributed to its dissociation into NO. As NO itself
can dissociate, atomic oxygen was also proposed to have
an effect on the interface state density reduction. Oxidation
in an ozone gas ambient containing O3 molecules thermally
dissociating into atomic oxygen led indeed to a significant
reduction in the Dj. Atomic nitrogen was also shown to be
effective in the form of a radical irradiation®® or by nitrogen
implantation prior to oxidation.*® Recently, it was shown
that a post-oxidation anneal in nitric oxide followed by a
post-metallization anneal in hydrogen through a platinum
gate known to catalyze atomic hydrogen formation resulted
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in a reduction of the trap density by over an order of
magnitude near the conduction band.***! It was suggested
that this treatment could eliminate the threefold-coordinated
atoms responsible for the high interface trap density either by
hydrogen passivation or by nitrogen replacement.**> XPS
investigations also led to the proposal that nitrogen could
dissolve carbon clusters, leading to the removal of carbon
from the interface.*>* Nitrogen could also saturate Si dangling
bonds and replace oxygen in strained Si-O-Si bonds.** Overall,
nitridation seems to affect both the Dj; in the lower and upper
parts of the band gap, with a more effective reduction of the
latter.® Recently, oxidation in an alumina environment instead
of conventional quartz was shown to enhance the mobility at
the grown interfaces even further than nitridation.*> It was
first proposed that metallic impurities introduced during the
growth in the alumina environment were responsible for this
effect;** however, it was then demonstrated that the reduction
of the NITs was correlated with enhanced oxide growth*’ due
to sodium originating from sintered alumina.*® However, the
gate oxide of these devices contains metal impurities causing
adverse effects, such as high threshold voltage shifts*’ and
sensitivity to bias temperature stress.*’ Overall, the reoxidation
or passivation treatments do not provide tangible evidence
toward the identification of a class of defects.

Recent density functional calculations provided insight
on the nature of typical defects occurring at the SiC/SiO,
interface. Knaup et al. studied the oxidation mechanism of 4 H -
SiC and typical defects occurring on the semiconductor side of
the interface.® While the identified defects closely correspond
to the Dy in the lower part of the SiC band gap, the defects
responsible for the high Dj close to the conduction band
remained unexplained. In a subsequent work, Knaup et al. then
considered both intrinsic and C-related defects on the oxide
side of the interface.’! In particular, these authors identified Si
interstitials and doubly bonded C-C dimers as possible defects
in the oxide on the basis of their energy levels in the SiC band
gap. However, these defects could not fully account for the
photon-stimulated tunneling measurements, indicating similar
defect concentrations at Si/SiO, and SiC/SiO, interfaces.?'-??
Very recently, Wang et al. reconsidered possible origins of the
high Dy in the SiC band gap.>> Correlated C dangling bonds
were proposed as the primary cause for the observed Dj, their
passivation by H, being hindered because of their opposed
orientations.”> However, the calculated levels were located
about 1 eV below the SiC conduction-band edge, thereby
ruling them out as possible candidates for the Dy close to the
conduction band. In a previous study, we investigated carbon
single-atom and pair defects at the SiC/SiO, interface.’* Our
results indicated that such defects concurrently contribute to
the defect density in the low and mid parts of the SiC band
gap and near the SiC conduction band, establishing a strong
correlation between the defect densities in these energy ranges.
Moreover, this study showed that the contribution of these
carbon defects to the defect density is expected to consist of
broad peaks because of the sensitivity to the local structure and
environment. Thus, the origin of the intense and narrow peak
observed experimentally in the vicinity of the SiC conduction
band and uncorrelated with any significant defect density in
the lower part of the SiC band gap could not be assigned.>
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Density functional calculations are indeed a powerful
tool to investigate the nature of defects at the SiC/SiO,
interface. However, the accuracy of such calculations relies
on crucial requisites, and some difficulties can be encountered
when focusing on interfacial systems. The first requirement
is an accurate description of band gaps and band offsets.
Yet, standard density functionals are known to give a poor
description of these electronic properties. Second, Kohn-
Sham energy levels are often used to predict defect levels.
However, their physical significance is questionable. It is
preferable to describe defect levels through the determination
of charge transition levels, which are based on total-energy
differences. Indeed, significant quantitative differences might
occur between Kohn-Sham levels and charge transition levels
of possible defects occurring at the SiC/SiO, interface.’'3
However, the treatment of charged defects at interfaces through
periodic slab configurations is particularly challenging as the
spurious electrostatic contributions at the interface between
different dielectric materials can not trivially be estimated.

In this paper, we determine charge transition levels for
a set of defects at the SiC/SiO, interface. The considered
set comprises various defects invoked in previous literature,
including carbon-, oxygen-, and hydrogen-related defects on
both the substrate and the oxide sides of the interface. We
use a scheme based on hybrid density functionals>* that gives
an accurate description of the involved band gaps and band
offsets.>> To overcome the problem of dealing with charged
defects at the interface, we first calculate charge transition
levels in bulk models of the interface components. The defect
levels are subsequently located within a band diagram of the
interface through the use of an atomistic model structure of the
SiC/SiO, interface.’® Polarization effects due to the interface
are estimated through classical electrostatics. A preliminary
and partial account of some of the results in this paper was
presented in Ref. 57.

This paper is organized as follows. Section II is devoted to
the description of the methods and atomistic models used in
this work. In Secs. IIL, IV, and V, we consider carbon-, oxygen-,
and hydrogen-related defects, respectively. The conclusions
are drawn in Sec. V. The Appendix comprises a comparison
between Kohn-Sham energy levels and charge transition levels.

II. METHODS AND MODELS

A. Computational setup

We describe the electronic structure using a spin-dependent
plane-wave pseudopotential scheme based on the generalized
gradient approximation proposed by Perdew, Burke, and
Ernzerhof (PBE).%® A plane-wave basis set with a cutoff energy
of 70 Ry is used for the wave functions of the valence electrons.
In all calculations, core-valence interactions are described by
norm-conserving PBE pseudopotentials.®® A full structural
relaxation at the PBE level is performed for each model. The
electronic properties are then addressed using hybrid PBE den-
sity functionals®* to achieve an improved description of band
gaps.%%%! In these functionals, a fraction of the PBE exchange
interaction is replaced by nonlocal Fock exchange. Following
a recently proposed approach,’ the fraction of Fock exchange
included in bulk material calculations is tuned to recover
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the experimental band gap. The fraction « of included Fock
exchange will be denoted in parentheses after the functional
acronym, i.e., PBE(«), for notation convenience. We take
care of the integrable divergence of the exchange term, thus
enabling I"-point sampling.®> We here use the CPMD package.®

B. Atomistic models

We consider in this work both the 4H-SiC/SiO; and
the 6H-SiC/Si0, interfaces. We first study for reference
the components of the interfaces in their bulk phase, i.e.,
crystalline 4 H-SiC, crystalline 6 H-SiC, and amorphous SiO,.
The models of 4 H-SiC and 6 H-SiC, a 96-atom and a 144-atom
structure, respectively, were presented in a previous study.>
The 4 H-SiC and 6 H-SiC Kohn-Sham band gaps calculated at
the PBE level (2.2 and 2.0 eV, respectively) severely underesti-
mate the experimental values (3.3 and 3.0 eV, Ref. 1), as usual
at this level of theory. At variance, a hybrid functional calcu-
lation including 15% of nonlocal Fock exchange results in the
valence-band edge going down by ~0.6 eV with respect to the
electrostatic potential and the conduction-band edge going up
by ~0.4 eV. This fraction of Fock exchange thus essentially
yields the experimental band gap for both SiC polytypes.

For amorphous SiO,, we consider two models consisting
of chemically ordered networks of corner-sharing tetrahedra at
the experimental density of 2.2 g/cm?>. The smaller model con-
tains 72 atoms and was obtained previously by ab initio molec-
ular dynamics.®* The second model was generated through the
sequential use of classical and ab initio molecular dynamics.®
The two models essentially differ by the presence of a larger
concentration of three-membered rings in the 72-atom model.
The average Si-O-Si bond angle in the 72-atom model slightly
underestimates (by ~8%) the experimental value (151°,
Ref. 66), while this property is well reproduced in the 144-atom
model. At the PBE level of theory, the calculated band gaps
are 5.3 and 5.4 eV for the 72-atom and the 144-atom models,
respectively. The experimental band gap of 8.9 eV is recovered
for a hybrid PBE calculation including 35% of Fock exchange.

We also consider an «-quartz crystalline model of SiO,.
This model contains 72 atoms in an orthorhombic supercell
of dimensions 9.95 x 8.63 x 10.9 A3. The structure shows a
mean Si-O bond length of 1.65 A and a Si-O-Si angle of 144°.
The calculated band gaps are 5.7 and 9.2 eV at the PBE and
PBE(0.35) levels of theory, respectively.

The 4 H-SiC/Si0, model interface used here was generated
previously through a sequential scheme involving classical
molecular dynamics and density functional calculations.’® Our
model contains a crystalline substrate with eight planes of
alternating Si and C atoms (8.2 A thick) connected without
any coordination defect to an amorphous oxide layer with a
thickness of 16 A. The model structure shows good structural
parameters and an oxide density typical of amorphous Si0,.%
The 6H-SiC/SiO, model interface was then generated by
substituting the 8-plane 4H-SiC substrate with a 12-plane
6 H-SiC substrate and allowing the structure to relax further.

C. Alignment

Via the use of a hybrid functional with a fixed fraction of
Fock exchange, it is not possible to recover the experimental
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band gaps for both interface components. Indeed, the use of
o = 15% required for SiC is inappropriate for the band gap
of SiO,, which is reproduced with o = 35%. Furthermore,
the interface calculations described suffer from the quantum
confinement effect due to the finite thickness of the SiC slab.>
To circumvent these limitations, we generalize a well-known
scheme in which the interface components are described by
bulk models with properly aligned electronic structures.®”68
To reproduce the experimental band gaps of both interface
components, the fraction of Fock exchange is separately
adjusted in the hybrid functional calculations of the bulk
models of the two interface components.”® In each bulk
calculation, the band extrema are first determined with respect
to the electrostatic potential and then aligned in an interface
band diagram according to the offset of the electrostatic
potential derived from the interface calculation. In the model of
amorphous SiO,, the average electrostatic potential is subject
to fluctuations due to the disorder and we therefore use the
oxygen 2s states for the alignment. The reliability of the
present scheme rests on the fact that the electrostatic potential
across the interface does not depend sensitively on the fraction
of Fock exchange used.” Indeed, the difference between
the average electrostatic potential offset across the SiC/SiO,
interface in PBE(0.15) and PBE(0.35) calculations does not
exceed 0.1 eV. The validity of this scheme is strengthened
by the generally very good agreement with experiment that
is found for band offsets.> For the 4H-SiC/SiO, interface
model, we derive valence- and conduction-band offsets of
3.0 and 2.6 eV, respectively, in excellent agreement with
their experimental counterparts of 2.9 and 2.7 eV.! For the
6H-SiC/Si0O; interface model, a similar agreement is found
with calculated valence- and conduction-band offsets of 3.0
and 2.9 eV, respectively, comparing well with the respective
experimental values of 2.9 and 3.0 eV.! These results are
graphically illustrated in Fig. 1.

The adopted scheme is particularly useful in the study of
defects for which the alignment to the band edges is a critical

4H-SiC Si0, 6H-SIC
2.6 (2.7) 2.9 (3.0)
3.3(3.3)| | 8.9(8.9) |3.0(3.0)
3.0 (2.9) 3.0 (2.9)

FIG. 1. Interfacial band alignments at the 4 H-SiC/SiO, and 6 H -
SiC/Si0, interfaces, as found in our theoretical scheme. The scheme
reproduces the experimental band gaps by construction, but the band
offsets are a result of the calculations. Corresponding experimental
values from Ref. 1 are given in parentheses. Energies are given in eV.
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issue. In particular, it is important to stress that, unlike the
band edges, the positions of the defect levels with respect to
the average electrostatic potential are essentially independent
of the adopted fraction of nonlocal Fock exchange.®>° This
implies that the different fractions used for the two interface
components do not affect the relative positions of defect energy
levels associated to defects situated on opposite sides of the
interface. The present description offers the advantage of
situating the defect levels in an interfacial band diagram, which
closely reproduces the experimental one. Such an alignment
scheme has already led to several studies in which relative
energies of defect levels of various charge states in different
interface components are obtained.”'~"’

In the following, the defect levels are given within a band
diagram for the 4 H-SiC polytype, which shows the largest
band gap among the two polytypes. In case the defects need
to be referred to the band edges of 6 H-SiC, these can be
found by displacing the conduction-band edge of 4 H-SiC by
—0.3 eV (cf. Fig. 1).

In this work, the band bending due to space-charge effects’®
is neglected. Indeed, for the typical density of fixed charge
at SiC/SiO, interfaces, ~10'> cm~2,7° band-bending effects
occur over several hundred or thousands of angstroms. It is un-
derstood that the defects considered in this work are located at
distances from the interface for which this effect is negligible.

D. Defect levels

In this work, the various investigated defects are generally
generated in the 96-atom model of 4 H-SiC or in the 72-atom
model of SiO,, unless mentioned otherwise. The formation
energy of a defect state with charge ¢ is determined as a
function of the electron chemical potential p with respect to
the edge of the valence band €, of the defect-free system as

Ef(w) = E* — E*+q(ey + jt+ AV) + Ecor, (1)

where E? and E° are the total energies for the defect with
charge g and the neutral defect, respectively. AV is required
for the accurate positioning of the valence band by aligning
the electrostatic potential far from the defect to that of the
defect-free bulk model.?? E, is a correction that accounts
for the spurious electrostatic interactions of the charged defect
occurring when periodic boundary conditions are used.
When periodic boundary conditions are used, the defect
charge is compensated by a uniform background in order to
avoid the divergence of the electrostatic energy of the system.
Such a periodic system gives rise to spurious electrostatic
effects resulting from both the background charge and the
image charges. The energetics appropriate to an isolated
defect are recovered in the limit of large supercell through
a slow convergence.?' Hence, several electrostatic correction
schemes have been proposed,®>-®° but no consensus has yet
been reached on the best methodology. In this work, we use
the monopole term of the correction proposed by Makov and
Payne.82 For defects in SiC, we use a dielectric constant of
9.6 (Ref. 1), giving rise in our 96-atom model to corrections
of ESI€ = 0.21 eV and ESIC = 0.84 eV for charges |g| = 1
and 2, respectively. For defects in SiO,, we use a dielectric
constant of 4.0, leading in our 72-atom model to ESI02 =

corr

0.5eV and E392 =20 eV for |¢| = 1 and 2, respectively.

corr
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The advantage of this correction is that it is simple and
that the uncorrected result can easily be recovered. However,
the adopted Makov-Payne correction has been found to over-
correct in some cases.®! This might give rise to inaccuracies,
especially in the case of high charge states (|g| = 2). In fact,
in the attempt of going beyond the monopole term, Lany
and Zunger found that the Makov-Payne correction should
be scaled to about two thirds of its value.®* Comparing the
two schemes allows one to obtain an estimate of residual
inaccuracies. Such effects are more significant for oxide
defects. For the SiO, defects studied in this work, the
largest inaccuracies correspond to 41/ + 2 (—1/—2) charge
transition levels, with Lany-Zunger corrected values higher
(lower) by 0.5 eV with respect to the Makov-Payne corrected
values given in our work. For SiC defects, the transition
levels involving the same charge states behave similarly but
differ by only 0.2 eV. Along the same lines, 0/—1 and +1/0
charge transition levels are estimated to be subject to residual
inaccuracies of 0.07 and 0.17 eV for defects in SiC and in
Si0,, respectively.

In this paper, the defect levels are studied through their
charge transition levels. These levels correspond to specific
values of the electron chemical potential for which two charge
states have equal formation energies. Unlike the formation
energies, the location of the charge transition levels does not
depend on the chemical potentials of the involved atomic
species. This is particularly advantageous, especially when the
chemical potentials can not be well determined, as this might
be the case during a complex process as the thermal oxidation
of SiC. We focus on transitions between thermodynamic
ground states of different charge states of the defect. These
levels correspond to the defect levels that are detected in
capacitance-voltage measurements and can thus directly be
compared to measured interfacial defect densities. Based
on careful comparisons between calculated and measured
charge transition levels,®%7 it is fair to expect that defect
levels determined through hybrid functionals deviate from
experiment by not more than ~0.2 eV when the band gap is
well reproduced. At variance, in photon-stimulated tunneling
experiments,”!?? different defect levels are probed since the
atomic structure does not have time to relax to its ground state
upon the optical excitation. The transition levels pertaining to
such experiments are referred to as vertical transition levels and
differ from charge transitions levels by the involved relaxation
energies.

In an amorphous environment as that of SiO,, the determi-
nation of charge transition levels may significantly be affected
by the structural disorder leading to a spread of the formation
energies.® ! In this respect, we note that the targeted defects at
the origin of the high defect density just below the conduction
appear to give rise to a narrow peak, thus suggesting that
their atomic structure is reproducibly defined. This argument
can thus be used to reject defect models showing large
structural reorganizations and large spreads of energy levels.
An additional complication concerning the determination of
defect formation energies in an amorphous environment is
associated with the fact that it is difficult to distinguish
defect-induced relaxations from lattice relaxations.”” The
lattice relaxation effects are nevertheless expected to be largely
independent of charge state and would thus affect the charge
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transition levels only marginally. To monitor the role of lattice
relaxations, we systematically controlled the recovery of the
original structures upon consideration of the inverse charge
transition.”?

E. Interface-specific polarization effects

An obvious limitation of the adopted description is its
incapability of describing the polarization conditions at the
interface. The extra energy contribution due to the dielectric
discontinuity at the interface can be estimated through a simple
classical electrostatics model. We consider a system of two
adjacent semi-infinite dielectrics with dielectric constants €gic
and €gjo,. For instance, a point charge ¢ is embedded in the
semi-infinite SiC substrate at a distance d from the interface.
Using the image method, an image charge ¢’ symmetric to ¢
with respect to the interface plane is responsible for a potential
V given by

1 g i0, — €si
v=—9 inh q’:_<u)q_ 2)
€si0, 1 €sic

Finally, the electrostatic energy AE due to the charge g at
a distance d from the interface is given by AE = % qV.When
q is placed in SiO,, the same equation applies provided the
dielectric constants are exchanged.

Figure 2 shows the electrostatic energy AE as a function
of the distance of the charge from the interface. The curve
is interrupted at a distance of 2 A because of the artificial
divergences occurring in classical electrostatics. The cutoff
of 2 A roughly corresponds to the involved bond lengths,
which have been shown to determine the typical length scale
required for recovering the bulk susceptibility at interfaces.”>%*
Due to the higher dielectric constant of SiC, the image charge
interaction for a charge g placed in the substrate is only a
fraction (esio,/€sic ~ 1/2.4) of that for g placed in the oxide.
It should also be noted that the value of the image charge
interaction scales as g2, which makes it particularly important
when the defect is doubly charged.

0.5 T T T
offﬁ lg| =1 i
< ql= //—/
2
L
<
0.5 -
lgl=2 SO,
1 1 I 1
-20 -10 0 10 20

distance from the interface (A)

FIG. 2. Polarization corrections to the defect formation energies
due to the SiC/SiO, interface, as obtained from classical electrostat-
ics.
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(a) SiC (b) SiO,
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FIG. 3. (Color online) Schematics of the energy range spanned by
+2/4+1,+1/0,0/—1, and —1/—2 charge transition levels (CTLs) at
the SiC/SiO, interface as obtained through electrostatics corrections
for defects located (a) in SiC and (b) in SiO,. The highlighted energy
range corresponds to defects located at distances larger than 2 A from
the interface (see text).

To illustrate the size of this polarization correction, we
show in Fig. 3 the range of energies over which the charge
transition level may vary depending on the distance of the
defect to the interfacial plane. We explicitly consider the cases
of +2/+1,+1/0,0/—1, and —1/—2 charge transition levels
for defects located on both the substrate and oxide sides of the
interface. Similar corrections can be found for other charge
transitions. All charge transition levels calculated in the fol-
lowing sections are subject to these corrections, which depend
on the location of the defect with respect to the interfacial
plane.

It should also be mentioned that our approach does not
capture any structural relaxation that is specific to the interface.
These effects can be estimated by creating the defects directly
in the interface model and by monitoring the differences
with respect to the corresponding bulk defects through the
Kohn-Sham levels.* Such relaxation effects appear to be
minor. Indeed, the properties of substrate defects are preserved
due to the rigidity of the crystalline network, while the
high flexibility of the oxide network ensures that oxide
defects are only marginally affected by the proximity of
the substrate.>® The difference between structural relaxations
in bulk and interfacial systems is thus neglected in the
following.
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III. CARBON-RELATED DEFECTS

Carbon-related defects have been the object of several
previous investigations in which their defect levels were deter-
mined through Kohn-Sham levels.’*-3%°> While such studies
are useful for providing an understanding of the available
defect levels, it has been found that significant quantitative
differences might occur with respect to a description based
on charge transition levels.’'* Therefore, we here reconsider
the energy levels of such carbon-related defects on both the
substrate and oxide sides of the SiC/SiO; interface. A detailed
comparison between Kohn-Sham energy levels and charge
transition levels is given in the Appendix.

A. Excess carbon in SiC

We start the investigation of excess carbon in SiC by
considering in detail the case of the single-carbon interstitial.
This defect gives rise to a C-C pair defect situated at a C
site in bulk 4H-SiC, as illustrated in Fig. 4. In this defect
configuration, the carbon atoms of the C-C pair only have
Si neighbors. In bulk SiC, there are two variants of this
defect corresponding to two inequivalent C sites. These C sites
differ by the distance dc_s;, between the unperturbed C atom
occupying the site and a nearby Si atom belonging to the next
bilayer, as shown in Fig. 5. The considered pair defect models
are labeled in the following as (C-C)s;ic for dc_si, = 3.17 A
and (C-C);. for dc_g;, = 3.63 A.

Upon charging, the defect structure undergoes significant
modifications. When one electron is introduced in the (C-C)s;c
configuration, one carbon atom of the C-C pair binds to
a neighboring silicon atom, which thus becomes fivefold
coordinated [Fig. 6(a)]. It should be noted that this fivefold-
coordinated Si atom is not a neighboring atom of the C-C
pair defect in the neutral (C-C)g;c configuration. This bonding
arises due to the relatively small distance dc_si, = 3.17 A
between the C lattice site and a Si atom of the next bilayer
in the (C-C)gic configuration (cf. Fig. 5). In the (C—C)'SiC
configuration, the larger distance dc_s;, = 3.63 A prevents this
bonding, and the introduction of a negative charge results in
two first-neighbor Si atoms of the C-C pair becoming fivefold
coordinated [Fig. 6(b)]. These fivefold-coordinated Si atoms
belong to two adjacent Si-C bilayers. Upon the introduction
of a second electron, the (C-C)sic and (C'C),SiC structures
undergo only minor changes. The main structural parameters
are summarized in Table I.

The formation energies of the negative (—1) charge state of
the (C-C)s;ic pair defect versus electron chemical potential in

(@)

Si_ Si
/C\

Si” 'Si
}

Si_ Si

si”  si

FIG. 4. (Color online) (a) Schematics and (b) ball-and-stick
representation of the C-C pair defect in bulk SiC.
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(a) (b)
d =317 A
d; =363 A
[0001]
[1100]
[1120] A B C

FIG. 5. (Color online) (a) Schematics of the basic structural unit
of SiC consisting of a tetrahedron of four carbon atoms with a silicon
atom at its center. Si and C atoms are represented by open and filled
balls, respectively. The dark C atoms are located in the plane of the
paper. (b) Projection of the stacking sequence of Si and C bilayers in
4H-SiC/SiO, on the (1120) plane. The two shortest distances (dotted
lines) between a C atom and a Si atom of the next bilayer identify
two different C sites.

bulk 4 H-SiC are shown at the PBE and PBE(0.15) levels of
theory in Fig. 7. The position of the charge transition level
EY%=1 is defined as the value of the chemical potential at
which the neutral and singly negative charge states of the
C-C pair defect have equal formation energies. E%~! in PBE
and PBE(0.15) calculations differ considerably when referred
to the conduction band. It locates at £.—0.36 eV and E.—
0.73 eV at the PBE and PBE(0.15) levels of theory, respec-
tively. However, when referred to the electrostatic potential,
E%~=1 determined with the two functionals agrees very well,
in accord with the general behavior of atomically localized
defects,69:70:96.97

A similar agreement between PBE and PBE(0.15) is found
for E*?*1 and E*!/0 as shown in Fig. 8. At the PBE level, the
E~1/=21evel falls above the conduction band after the Makov-
Payne correction is applied.®> However, the defect in the charge
state ¢ = —2 can be relaxed and gives a localized defect wave
function. When the band gap is opened at the PBE(0.15) level,

(a) (C-C) g (a=-1)

FIG. 6. (Color online) The C-C pair defect in bulk 4 H-SiC. The
(a) (C-C)sic and (b) (C-C)g;,c models are shown in the charge state
g = —1. Overcoordinated Si atoms resulting from defect charging
are highlighted in yellow and circled by ellipses.
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TABLE 1. Distance and angle parameters of the C-C defect
structures in bulk SiC and bulk SiO,, in the neutral and negative
charge states. Charges (g) are given in atomic units and distances in
A. Si* refers to the silicon atom fivefold (sixfold) coordinated to one
(two) of the carbon atoms of the C-C pair. The two Si*-C distances
are averaged in the doubly negatively charged (C-C)sio, structure.
The values in parentheses indicate standard deviations.

g C-C Si-C Si*C  /Si-C-Si  Z(sp*pl)
(C-C)sic 0 137 179 138.4° (1.3°) 89.3°
(C-C)sic  —1 143 179 208  135.0° (2.6°)
(C-O)sc -2 148 181 196 132.1° (16.2°)
(C-Cge 0 135 1.79 137.4° (0.7°) 84.2°

(C-C)ge —1 141 184 192
(COgec -2 147 183 191
(C-Osi0, 0 137 1.86

(C-O)s0, —1 151 1.86 1.95
(C-O)si0, —2 162 181 196

128.1° (3.7°)
127.0° (0.7°)
124.0° (13.6°)  6.4°
117.8° (7.8%)
120.8° (14.1°)

€Oy, 0 146 191 94.6° (5.8°) 80.4°
(C-C)go, —1 150 185 95.4° (5.1°) 73.6°
(C-O)g0, —2 157 180 96.8° (4.5°) 78.1°

the E~1/=2 level falls well within the SiC band gap.”® We note
that the charge transition levels involving high charge states
(lg| = 2) are possibly subject to the largest inaccuracies due
to the Makov-Payne®? overcorrection effect (see Sec. I1D).
For instance, the application of the Lany-Zunger correction
scheme®® would lead to +2/ + 1 (—1/—2) levels, which are
higher (lower) by 0.2 eV.

To estimate the energy range spanned by the charge
transition levels at the SiC/SiO; interface, it is necessary
to include the interface-specific electrostatics corrections
discussed in Sec. ITE. The calculated charge transition levels

i N
— PBE
-~ PBE(0.15)

.15) . . PBE(0.15)
Ev electron chemical potential (eV) Ec

FIG. 7. (Color online) Formation energies of the —1 charge state
of the (C-C)g;c defect vs electron chemical potential in bulk 4 H-SiC
at the PBE (solid black) and PBE(0.15) (dashed red) levels of theory.
The formation energies are referred to that of the neutral defect. The
valence band of bulk 4 H-SiC in the PBE(0.15) calculation is used as
the reference for the electron chemical potential. The valence- and
conduction-band edges at the PBE level are positioned with respect
to those at the PBE(0.15) level through the alignment of the average
electrostatic potential.
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(a) PBE (b) PBE(0.15)
— 3.3
29 3.18— S— 2.87
1.86 — —1.84 252747 =57 2.49
108 9 9 106 159 — 2 {55
0.66 7+ —*_0.18 117— +
s i = L ++ —0.65
— 0.0 ++ " 50
(C-C),.. (C-C) g :
SiC SiC _ —
(C C)SiC © C)SiC

FIG. 8. Charge transition levels (CTLs) of the C-C pair defect
in bulk 4H-SiC in a schematics of the SiC band gap. The CTLs
are calculated at the (a) PBE and (b) PBE(0.15) levels. The two
calculations are aligned through the average electrostatic potential of
the unperturbed bulk. The energies are referred to the SiC valence
band. Energies are given in eV. Interface-specific electrostatics
corrections are not included.

are first positioned with respect to the SiC band edges, as in
Fig. 8. The electrostatics correction depends on distance to the
interface. To consider a representative range, we take a minimal
distance of d = 2 A (cf. Sec. I E). This determines the energy
range over which the charge transition level varies. For defects
located on the SiC side of the interface, the correction shifts
the +2/ + 1 and +1/0 charge transition levels downward and
the 0/—1 and —1/—2 charge transition levels upward (Fig. 3).
For instance, considering the two defect configurations, we
find that the 0/—1 charge transition level at the interface is
expected to locate between Egic—0.8 eV and Egic—0.7 eV,
where ESIC is the energy of the SiC conduction band, while
the —1/—2 charge transition level extends from E3€—0.4 eV
to E (S:iC +0.2 eV. The energy ranges spanned by the other defect
levels can be determined in a similar way.

The C-C defect on the SiC side of the interface shows energy
levels spanning the whole band gap of SiC. In particular, it
also presents defect levels lying close to the conduction band.
Howeyver, the characteristics of this defect do not match the
properties of the experimentally observed peak of NITs since
this peak does not present any correlation with defect levels in
the lower part of the SiC band gap. We therefore conclude that
it is unlikely that C-C pairs in SiC are at the origin of the NITs
observed just below the SiC conduction band. This conclusion
confirms previous considerations based on Kohn-Sham energy
levels.>%3

Carbon interstitials in SiC are expected to be highly
mobile,” and the energetics for aggregation is particularly
favorable.'® We therefore also considered the double-carbon
interstitial in SiC.%’ Following the same scheme, we found
four charge transition levels for this defect in the SiC band
gap: +2/+ 1, +1/0,0/—1, and —1/-2, at 0.49, 0.71, 3.02,
and 3.21 eV from the valence-band maximum, respectively.®’
Given the number and the distribution of the energy levels of
this defect, the same considerations apply as for the single
interstitial, ruling the double interstitial carbon out as origin
for the high defect density near the conduction-band edge.
Nevertheless, following an alternative reasoning, a recent
study has identified this defect as the main origin for the poor
mobilities at SiC/SiO, interfaces.”

We here do not extend our study to consider aggregation
states involving a higher number of carbon atoms. Indeed,
the tendency observed for the single and double interstitials

PHYSICAL REVIEW B 84, 235320 (2011)

suggests that such aggregates would give rise to numerous
defect levels distributed quite uniformly throughout the SiC
band gap, in agreement with expectations based on general
considerations.* Hence, such defects are expected to contribute
to the background defect density, but their distribution in the
band gap is inconsistent with the high defect density found in
the vicinity of the conduction-band edge of SiC.

B. C-C pair defect in SiO,

We also considered excess carbon in the form of a C-C
pair defect located in the amorphous SiO, on the opposite
side of the interface.’!>3 Several models can be designed,
which mainly differ by the dihedral angle between the two
planes defined by the threefold-coordinated C atoms and by
the nature of the first neighbors.>® The C-C pair defect with
Si neighbors is expected to give defect levels falling close to
the conduction band, while C-C pairs with carbon or oxygen
neighbors give higher-lying levels.>®> We here thus consider
two configurations with Si nearest neighbors, as illustrated in
Fig. 9. These two configurations are referred to as (C-C)sio,,
and (C—C)'Sioz and mainly differ by the involved dihedral angles
(cf. Table I).

Upon charging, different scenarios occur. When a spectator
Si atom is found nearby the C-C defect as for the (C-C)sio,
structure, this Si atom becomes fivefold coordinated upon
addition of one electron [Fig. 10(a)], in a similar way as
observed on the SiC side of the interface. Upon introduction of
a second electron, the fivefold-coordinated Si atom bonds to
the second carbon atom of the (C-C)sio, pair and becomes
sixfold coordinated [Fig. 10(b)]. At variance, there are no
nearby Si atoms in the (C-C)/Sioz configuration [Fig. 10(c)] and
the structure hardly changes upon charging. To ensure that the
charge transition levels are not affected by lattice relaxations
of the amorphous network, we checked that the configurations
in Fig. 10 return to their stable neutral configurations upon
decharging.”?

In Fig. 11, the charge transition levels of the two defect
configurations are positioned within the band diagram of the
SiC/Si0; interface, as obtained at both the PBE and PBE(0.35)
levels of theory. When the two calculations are aligned through
the electrostatic potential, corresponding charge transition
levels are again found to lie very close.%7%997 The charge
transition levels obtained within the hybrid functional scheme
can directly be compared with experiment as the description
of the band gaps and the band offsets are well reproduced.®*-%7

(@) (b) (C-C)
si_ si

Sio,

Si” S

si_ Si
/C-C\
Si Si

FIG. 9. (Color online) (a) Schematics and (b) ball-and-stick
representation of the C-C pair defect in bulk SiO;.
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FIG. 10. (Color online) The C-C pair defect in bulk SiO,. The
(C-C)sip, model is shown in the charge states (a) ¢ = —1 and
(b) g = —2, and the (C-C)/SiOZ is shown in the (c) neutral state
(g = 0). Overcoordinated Si atoms resulting from defect charging
are highlighted in yellow and circled by ellipses.

In the following, we will therefore focus the discussion only
on the results achieved with hybrid functionals.

Because of the varying structural environment in the
amorphous oxide, the charge transition levels of the considered
defect configurations are noticeably different. However, both
configurations show defect levels just below the conduction
band and in the proximity of the valence band. Due to Makov-
Payne overcorrection, the +2/ 4 1 (—1/—2) charge transition
levels are subject to the largest inaccuracies and might shift
upward (downward) by up to 0.5 eV (see Sec. II D). Interfacial
electrostatics effects lower the 0/—1 charge transition level by
~0.2 eV, but increase the 0/ + 1, +1/ + 2, and 0/ + 2 ones
by ~0.2, ~0.5, and ~0.7 eV, respectively. The defect levels
lying close to the SiC valence band might escape detection,
but those lying close to the conduction band can be found as
low as at EZ€—0.7 eV. Our work thus leads to defect levels,
which are in substantial agreement with those previously found
by Knaup et al.>' However, we reach a different conclusion
about these defects as a possible origin of the observed NITs.
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(a) PBE (b) PBE(0.35)
8.9
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FIG. 11. Charge transition levels (CTLs) of the C-C pair defects
in bulk SiO; in a band diagram of the SiC/SiO, interface. The CTLs
are calculated (a) at the PBE and (b) at the PBE(0.35) levels. The two
calculations are aligned through the average electrostatic potential of
the unperturbed bulk. The energies are given in eV and are referred to
the valence-band edge of SiO,. The method presented in Sec. II C is
used for determining the band offset. Interface-specific electrostatics
corrections are not included.

According to the analysis in Ref. 53, C-C defects in amorphous
Si0, with other nearest neighbors are expected to give defect
levels lying even higher in the SiC band gap. This analysis
thus suggests that the charge transition levels associated to
C-C defects in SiO, finally span a broad energy range around
the SiC conduction band, which is expected to contribute in
some form to the density of defect states in the upper part of
the SiC band gap. However, the properties of this defect appear
unlikely to give rise to a narrow feature in the defect density
near the conduction-band edge, as observed for the NITs.

C. Single-carbon atoms in SiO,

Two defect structures involving single-carbon atoms in
the oxide are studied here. We first consider a carbon atom
replacing a silicon atom and thus forming a bond to four
oxygen atoms, labeled as C-Oy4 in the following. Then, we
study a CO unit replacing an oxygen atom of a Si-O-
Si linkage and thus forming a Si;-C-O structure in three
different configurations, labeled as (Si,-C-O),, where n is
the configuration number. The latter defect has previously
been identified as a metastable defect occurring during SiC
oxidation.'! Schematics and ball-and-stick representations for
these two defects are shown in Figs. 12 and 13, respectively.

When one carbon atom replaces one silicon atom in the
oxide network, the structural rearrangement is driven by the
shorter C-O distance. In the relaxed structure, the average C-O
bond length is 1.40 A, about 16% shorter than the average Si-O
bond length in the oxide. All the other structural parameters
remain almost unchanged upon replacement of a silicon atom
by a carbon atom, even upon charging. The chemical similarity
of carbon and silicon is also noticeable in the positions of the
charge transition levels of the C-O4 defect model, as shown
in Fig. 14. The 4+1/0 and the 0/—1 charge transition levels
are located in the close vicinity of the SiO, conduction and
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FIG. 12. (Color online) (a) Schematics and (b) ball-and-stick
representation of the C-Oy structure. The inserted carbon atom is
gray (dark).

valence bands, respectively. The C-O4 defect model does not
give rise to any defect level in the SiC band gap.

In the three models of the Si,-C-O structure, the carbon
atom 1is threefold coordinated in the neutral charge state
[cf. Fig. 13(b)]. The average Si-C bond length of 1.89 A
is comparable to the bond length in the SiC substrate, and
the average C-O bond length is 1.24 A. The Si-C-O angles
are about 115°. The three angles on the C atom sum up
to 357.7° on average, indicating that the defect structure
is very close to planar. Different scenarios take place upon
charging (cf. Fig. 15). Either one [Figs. 15(a), 15(b), and
15(d)] or two [Fig. 15(c)] of the neighboring Si atoms can
become fivefold coordinated. The carbon atom can remain
threefold coordinated [Figs. 15(b) and 15(d)] or become
fourfold coordinated [Figs. 15(a) and 15(c)].

However, these differences in structural configurations do
not have a major impact on the overall location of the charge
transition levels (Fig. 16). In the three configurations, the +1/0
charge transition level extends from E\S,iC to E\S,ic—}- 0.4 eV,
where EJC corresponds to the valence-band edge of SiC, while
the 0/—1 charge transition level locates between EZ€+ 0.1 eV
to E(S:ic+ 0.4 eV. The —1/—2 charge transition level is less
localized but is found well above the conduction band of SiC,
and this result is not affected by the possible overestimation
of the Makov-Payne correction (see Sec. II D). Consideration
of the interfacial electrostatics effects discussed in Sec. IIE
leads to a lowering of the 0/—1 charge transition levels over
an energy range spanning ~0.2 eV, while the 4-1/0 level would
shift over a comparable range in the opposite direction. The
0/—1 charge transition level of a Si-C-O defect close to the
interface would then locate just below the SiC conduction
band, while its +1/0 charge transition level would fall near

(@) (b) (Si,~C-0),
Si_  Si

0~ ¢-0
Si Si

FIG. 13. (Color online) (a) Schematics and (b) ball-and-stick
representation of the Si,-C-O structure. The inserted carbon atom
is gray (dark) and is threefold coordinated, while its neighboring O
atom is nonbonding. The (Si,-C-O); structure is represented in its
neutral charge state.
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26 ~—— 8.80
3.3 0
3.0 — 0.35

FIG. 14. Charge transition levels of the C-O4 defect at the
PBE(0.35) level in a schematics of the band-gap evolution across
the SiC/SiO; interface. Energies are given in eV. Interface-specific
electrostatics corrections are not included.

to the valence-band edge of SiC. Within the intrinsic errors of
our approach, the Si,-C-O defect could therefore present an
electron trap level near the conduction band edge of SiC, while
its associated donor state could remain undetected due to its
proximity to the valence band. The defect levels of the Si,-C-O
structure might therefore be consistent with the distribution of
NIT levels measured experimentally at the SiC/SiO, interface.
The assignment of the Si,-C-O structure to the observed traps
is also consistent with the observed correlation of the latter
defects with the availability of carbon at the interface.'%? Also,
it appears straightforward to picture the effect of passivation
by nitridation, in which the nitrogen atom could replace the
carbon atom preserving the local threefold coordination.

On the other hand, this assignment can not trivially be
reconciled with the observation that the defects at the origin
of the NITs at SiC/SiO, interfaces would occur in similar
concentrations at Si/SiO, interfaces.>'”> However, the latter
observation relies on photon-stimulated tunneling experiments
detecting vertical transition levels, and it is not clear whether
the involved defects correspond to the same NIT defects
measured in capacitance-voltage experiments. To illustrate this
difference, we calculate vertical transitions associated to the
three Si,-C-O defects studied in this work. To reproduce the

(a) (Si,~C-0),

(9=-2)

FIG. 15. (Color online) Ball-and-stick representations of the Si,-
C-O structure in different configurations and charge states. (a) The
first configuration is represented in the doubly negative charge state
q = —2, the second configuration in the charge states (b) ¢ = —1
and (c) ¢ = —2, and (d) the third configuration in the charge state
q = —1. The fivefold coordinated Si atoms are highlighted in yellow
are circled by ellipses.
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FIG. 16. Charge transition levels for the three models of the Si,-
C-O structure in a schematics of the band-gap evolution across the
SiC/SiO, interface, as obtained at the PBE(0.35) level. Energies
are given in eV. Interface-specific electrostatics corrections are not
included.

experimental conditions,?’">> we consider the —1 — 0 charge

transition without allowing the structure to relax in the final
state. The corresponding vertical charge transition levels are
found at 6.08, 5.04, and 4.44 eV from the SiO, valence band.'??
We note that these levels are located well within the band gap
of SiC and are broadly distributed, in strong contrast with the
thermodynamic 0/—1 charge transition levels calculated for
the same structures (Fig. 16).

IV. OXYGEN-RELATED DEFECTS

Intrinsic defects in SiO, have been proposed to account for
the Dj; in the upper band gap of SiC.%?*2* We here consider
a series of such defects associated to oxygen deficiency and
oxygen excess, respectively.

A. Oxygen-deficiency defects

The transition layer at the SiC/SiO, interface has been
shown to contain partially oxidized silicon atoms'* consisting
of oxygen-deficient centers such as oxygen vacancies. Oxygen
vacancies in amorphous SiO, may give rise to a large variety of
defect configurations.®® However, the only one that may give
rise to a well-defined and reproducible local atomic structure
is the Si-Si dimer bond (Fig. 17). We generated such a defect
by extracting an O atom from our bulk model of SiO, and
allowing for structural relaxation. In the neutral charge state,
we find a bond distance of 2.47 A, only slightly larger than
for a Si-Si bond in an isolated cluster (2.35 A) (Ref. 105) and
close to results for a-quartz [2.45 A (Ref. 106) and 2.4 A
(Ref. 107)]. This suggests that the structural model for the
Si-Si bond adopted in this work is a valid representative of a
typical situation.

We also consider this defect in the positive and negative
charge states, and calculate charge transition levels as de-

(@)

FIG. 17. (Color online) (a) Schematics and (b) ball-and-stick
representation of the Si-Si bond defect. The Si atoms forming the
Si-Si bond are highlighted in yellow and circled by an ellipse.

PHYSICAL REVIEW B 84, 235320 (2011)

26| — 7.81
0

3.3

soll 3 2.16

FIG. 18. Charge transition levels of the Si-Si bond defect cal-
culated at the PBE(0.35) level in a schematics of the band-gap
evolution across the SiC/SiO, interface model. Energies are given
in eV. Interface-specific electrostatics corrections are not included.

scribed in Sec. IID. The relaxations of the defect structures
lead to Si-Si bond lengths of 3.36 and 3.86 A in the
positive and negative charge states, respectively. Otherwise,
the bonding arrangement remains the same throughout the
different charge states. The positions of the charge transition
levels are schematically represented in Fig. 18. The +1/0
charge transition level occurs 0.8 eV below the SiC valence
band, in good agreement with previous results,'°%1%% while the
0/ — 1 charge transition level occurs 1.5 eV above the SiC
conduction band. Both charge transition levels are therefore
far from the SiC band gap. To have this defect contribute to
the defect density in the band gap, considerable broadening
needs to be invoked because of structural disorder.®® Hence,
the Si-Si bond defect is not expected to be at the origin of the
narrow peak occurring close to the conduction-band edge of
SiC.

Another variant of the O vacancy in SiO, is the Si
dangling-bond defect, in which the Si atoms facing the vacancy
undergo asymmetric relaxations.'”’ In a-quartz, this defect is
known as E| and has been the object of numerous theoretical
studies.'06:107:109-111 Tp 3 study using the same methodology
as applied in this work, the 4+1/0 charge transition level was
found at 5.6 eV from the valence-band edge of SiO,, i.e.,
within the SiC band gap at 0.6 eV from the conduction band.'*®
This location is in qualitative agreement with a calculation
at the semilocal level, which found the defect level in the
middle of the Si band gap.'” Electrostatics corrections for
defects lying close to the interface shift this level to higher
energies, up to about 0.2 eV. While a systematic study of
the charge transition levels of the corresponding £, defect in
amorphous SiO; is to our knowledge not yet available, this
defect is not expected to give rise to a narrow peak in the
defect density. Indeed, the stabilizing agent of E ’y is a suitably
located O atom, which becomes threefold coordinated upon
positive charging,!06:19%:109-111 thereby making the formation
of this defect highly dependent on the local environment.5%!1!
Thus, the E ; defect can not plausibly be invoked as a possible
origin of the observed NITs. This conclusion supports previous
considerations on the role of E’, 5!

The silicon interstitial was studied by Knaup ef al. as a
possible candidate among the oxygen-deficiency defects.!
Careful inspection of their model structure reveals that this
defect configuration corresponds to a Si atom in the partial
oxidation state +2. In other terms, this defect can be pictured
as two nearby oxygen vacancies giving rise to a chain of 3
Si atoms connected by Si-Si bonds. Knaup et al. studied one
configuration of this kind. A 0/ — 1 charge transition level was
found at 6.83 eV from the valence band of SiO,, only slightly
higher than the conduction-band edge of SiC, while a +1/0
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charge transition level occurred well below the valence-band
edge of SiC at 2.49 eV from the valence band of Si0,.>! On
the basis of these results, Knaup et al. could therefore propose
the silicon interstitial as a possible origin of the NITs.’! To
further examine this possibility, we also generate two different
defect structures of this kind, showing Si-Si-Si chains in our
144-atom model of SiO,. For one of these defects, we calculate
+1/0 and 0/ — 1 charge transition levels at 3.67 and 7.69 eV,
respectively, while for the other we obtain respective levels at
4.07 and 7.60 eV. In our approach, both levels are located at
higher energies with respect to results of Knaup et al.>' The
0/ — 1 levels are found well above the conduction-band edge
of SiC, while the 4-1/0 levels now occur in the lower part of
the band gap of SiC. According to these results, this kind of
defect structure no longer appears as a viable candidate for
the high defect density of the NITs. Furthermore, given the
extended nature of this defect with a core involving three Si
atoms, we expect its energy levels to be particularly sensitive
to the environment and to give rise to a broad distribution of
levels in the defect density.

B. Excess oxygen defects

We then investigate excess oxygen defects resulting from
the oxidation of SiC. For instance, a single oxygen atom could
incorporate a Si-C bond of the SiC substrate [Fig. 19(a)]. As
another possibility, a carbon atom of the SiC substrate could be
replaced by the two oxygen atoms of an incoming O, molecule,
giving rise to two regular Si-O-Si linkages [Fig. 19(b)]. An
additional oxygen atom could also incorporate in a Si-O-Si
bond, thereby forming a Si-O-O-Si bridge (peroxy linkage)
[Fig. 19(c)].

(a) Si~0-C

(b) (Si-O-Si),

Si Si Si Si
NI N %

C — O O

/N [ N

Si Si Si Si
(c) Si-O-0-Si
si Si
N
o —
| N
Si Si

FIG. 19. (Color online) Schematics and ball-and-stick represen-
tations of three excess oxygen-related defects modeled in (a), (b) bulk
SiC and (c) a-quartz (cf. text for details). The oxygen atoms of the
Si-O-O-Si bridge are represented by dark balls (in dark blue).
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FIG. 20. (Color online) The Si-O-O-Si bridge defect in a-quartz
is shown in the charge state ¢ = —1. The oxygen atoms of the Si-O-
O-Si bridge are highlighted in dark blue and circled by an ellipse.

The Si-O-C and (Si-O-Si), structures are modeled in bulk
SiC. In the neutral charge state, these structures feature small
structural relaxations of the defect environment compared to
the defect-free structures. For example, the single interstitial
oxygen atom in a Si-C bond [Fig. 19(a)] buckles out of a Si-C
bilayer and has regular Si-O and C-O bond lengths of 1.61
and 1.42 A, respectively. The replacement of one carbon atom
by two O atoms leads to a structure [Fig. 19(b)] presenting an
average Si-O bond length of 1.64 A and an average Si-O-Si
angle of 161.8°, which are typical values for amorphous SiO5.
Upon charging, the structural relaxations in the Si-O-C and
(Si-O-Si); structures are minor due to the stiffness of SiC and
the bonding arrangement remains unaffected. Moreover, no
charge transition levels are found in the SiC band gap, which
discards these two defect structures as candidates for the high
Dj; near the SiC conduction band.

The Si-O-O-Si bridge defect has been the object of nu-
merous theoretical studies.''>11® To model this bridge defect,
we first use the a-quartz structure of SiO;. This crystalline
structure accounts for the stiffness of the oxide at the SiC/SiO,
interface. In the neutral charge state, the Si-O bonds involved
in the Si-O-O-Si bridge feature regular lengths of 1.66 and
1.67 A. The neighboring Si atoms of the O-O bond are
significantly relaxed, increasing the Si-Si distance by 0.6 A
with regard to unperturbed «-quartz. The O-O bond distance
is 1.51 A. In the charge state ¢ = —1, the peroxy linkage
transforms to a double-bridge structure, as shown in Fig. 20.
The double-bridge structure corresponds to the most stable
configuration also in the charge state ¢ = —2. The relaxed
configurations found in our study are in good agreement with
those identified in previous investigations of the Si-O-O-Si
bridge defect in a-quartz and amorphous SiO,.!1?-116

The corresponding charge transition levels are shown in a
schematics of the band-gap evolution across the interface in
Fig.21.In order to locate the charge transition levels calculated
in a-quartz in an energy diagram of the interface model, the
electronic structure of a-quartz is aligned to that of amorphous
SiO, model through the O 2s levels.”

The charge transition levels related to the peroxy linkage
(Si-O-O-Si bridge defect) span the upper half of the SiC
band gap. After proper alignment,”> we find the 0/ — 1
and —1/—2 charge transition levels at 5.43 and 5.97 eV
from the valence-band edge of SiO, (Fig. 21). Applying the
electrostatics correction scheme of Lany and Zunger®® rather
than that of Makov and Payne,82 we find that these levels
would fall slightly deeper in the band gap, at 5.26 and 5.47 eV,
respectively (see Sec. II D). In a previous study at the semilocal
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FIG. 21. Charge transition levels of the Si-O-O-Si bridge defect in
a schematics of the band-gap evolution across the SiC-SiO, interface.
The charge transition levels were calculated with the PBE(0.35)
functional in «-quartz SiO, and incorporated in the band diagram
via the alignment of the O 2s states. Energies are given in eV.
Interface-specific electrostatics corrections are not included.

level, Stoneham et al. found corresponding levels at 3.10
and 3.35 eV,''"* which compare well with our results after
correcting for the band-gap underestimation through a shift
of the valence band by 2.5 eV.%%7% Electrostatics correction
due to the interface push the levels downward, enlarging the
involved energy range further. Hence, on the basis of these
results, this defect is not expected to contribute to the high Dj
near the SiC conduction band. We also modeled the Si-O-O-Si
bridge defect in three different configurations in amorphous
Si0,, finding qualitatively similar results as for «-quartz, in
accord with a previous study.''*

As a final consideration concerning excess oxygen defects,
we focus on the interstitial O, molecule, which plays an
important role in the oxidation of SiC and Si. In a previous
study,’>!%® this molecule was found to have a 0/ — 1 charge
transition level at 6.6 eV from the valence-band edge of SiO,,
i.e.,at 0.3 eV above the conduction-band edge of 4 H-SiC. This
calculated level substantially agrees with the value of 7 eV,
derived by correcting®’> the result of a previous study at the
semilocal level.!'* Interface-specific electrostatics corrections
would bring this defect level in the close vicinity of the
conduction-band edge of 4 H-SiC for molecules located close
to the interface.”® Since this interstitial defect does not show
any other levels in the SiC band gap, its energy spectrum
matches that of the NITs observed in the interface density
of states at SiC/SiO, interfaces. However, such interstitial
0O, molecules correspond to the most stable form of oxygen
in amorphous SiO, and are only weakly bound to the oxide
network.®> It is therefore expected that they could easily be
outgassed by thermal processing.

V. HYDROGEN-RELATED DEFECTS

We here investigate the hydrogen-complexed oxygen va-
cancy (or hydrogen bridge defect), in which a hydrogen atom

(a) (b) Si-H-Si
Si-0_
| si Rer P

Si*— H\ O}r’ﬂh

Si

FIG. 22. (Color online) (a) Schematics and (b) ball-and-stick
representation of the hydrogen bridge defect. Si* refers to the silicon
atom lying closer to the bridging hydrogen atom.
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TABLE II. Structural parameters for the hydrogen bridge defect
structure averaged over four different configurations for each charge
state g. Si* refers to the silicon atom lying closer to the bridging
hydrogen. Standard deviations are given in parentheses.

q -1 0 +1
Si*-Si (A) 3.24 (0.27) 3.18 (0.20) 3.09 (0.20)
Si*-H (A) 1.51 (0.07) 1.49 (0.02) 1.60 (0.07)
Si-H (A) 2.34 (0.32) 2.32 (0.09) 1.88 (0.28)
/ Si*-H-Si 113.2° (7.6°) 119.8° (17.6°) 129.2° (20.6°)

is located at an oxygen vacancy and bridges two silicon
atoms,'®!""7 as shown in Fig. 22. This defect has been
proposed in the literature as a possible origin of the NITs.?0%3

The defect is created in the 72-atom bulk SiO, model
introduced in Sec. II B. Four different configurations of the
hydrogen bridge defect are investigated. For each configura-
tion, the structure is fully relaxed in three charge states (—1, 0,
and +1). The averaged structural parameters for the hydrogen
bridge defect structure are summarized in Table II. One notices
that in the negative and neutral charge states, the position
of the hydrogen atom is strongly asymmetric with respect to
the two silicon atoms. The Si-H distances differ by ~35%
and the H atom does not fall on the line joining the two Si
atoms. When the system accommodates a positive charge, the
distances between the hydrogen and the silicon atoms differ
much less and the hydrogen atom locates closer to the Si*-Si
line. The standard deviations of the angle and the distances
show that the hydrogen bridge defect features slightly different
configurations, depending on the environment.

We then calculate the charge transition levels as described
in Sec. IID. The average +1/0 and 0/ — 1 charge transition
levels calculated at the PBE(0.35) level are located at 4.73
and 6.40 eV above the SiO, valence band, respectively. As
schematically shown in Fig. 23, the +1/0 and 0/ — 1 charge
transition levels are both located in the upper part of the SiC

2.6eV

> +/0

3.0eV

FIG. 23. Charge transition levels of the hydrogen bridge cal-
culated at the PBE(0.35) level in a schematics of the band-gap
evolution across the SiC/SiO; interface. The levels are schematically
illustrated with Gaussian functions with the same standard deviation
as the distribution of calculated defect levels. Interface-specific
electrostatics corrections are not included.
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C-C C-C (C-C) C-O, §i,-C-O Si-Si E, §i-0-0-Si O, Si-H-Si H,
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FIG. 24. (Color online) Charge transition levels of several defects calculated in this work in a schematics of the band-gap evolution across
the SiC/SiO; interface. The positions of the Si band edges are also shown for convenience on the right. The C interstitial (C-C) is found in
the SiC substrate. The defects in the SiO, oxide comprise two different configurations of the carbon-pair defect [C-C and (C-C)'], the single-C
atom coordinated by 4 O atoms (C-O,), the Si,-C-O structure, the Si-Si bond (Si-Si), the peroxy linkage (Si-O-O-Si), and the hydrogen bridge
(Si-H-Si). The defect levels of the E ; defect, the interstitial oxygen molecule (O,), and the interstitial H atom (H;) are taken from Ref. 108.
When several configurations result in similar defect levels, only the average value is given. Interface-specific electrostatics corrections are not
included. The Si,-C-O defect is highlighted (blue, gray) because it is identified as a good candidate for the high defect density close to the SiC

conduction band.

band gap and are separated by only 1.7 eV. The 0/ — 1 charge
transition level falls in close proximity of the conduction band
of SiC, and this property is not spoiled by the consideration of
interface-specific electrostatics. However, the experimentally
determined density of defect states within the SiC band gap
does not show a peak in correspondence of the calculated
+1/0 charge transition level of the hydrogen bridge defect.
The hydrogen bridge defect can therefore not be invoked as
the main origin of the high density of defect states just below
the conduction band, which is experimentally characterized by
a unique sharp peak.

Hydrogen also occurs in the interstitial form in SiO,. This
defect has been the object of numerous investigations and
corresponds to an amphoteric defect, which is either found in
the positive or negative charge state.”+°1:106.108.117-119 {jging
the same approach as in this work, previous studies situate the
+1/—1 charge transition level at 5.6 eV from the valence-band
edge of Si0,,”*+1%8117 j e  in the band gap of SiC at 0.7 eV
from the conduction-band edge. This result is in substantial
agreement with previous results at the semilocal level, which
found the +1/—1 level at 3.43 eV in «-cristobalite (Ref. 118)
and at 3.25 eV in amorphous SiO, (Ref. 91), provided
the valence-band edge is shifted downward by 2.5 eV to
correct for the band-gap underestimation.®®”> We note that this
+1/—1 charge transition level is not subject to electrostatics
corrections (cf. Sec. I E). We conclude that the location is too
low in the band gap of SiC to match the high defect density in
the vicinity of the conduction band of SiC.

VI. CONCLUSIONS

We investigated several candidate defects at the SiC/SiO,
interface with the main aim of identifying the origin of the
large increase in the defect density observed experimentally at
the conduction-band edge of SiC. We resorted to a scheme
based on hybrid density functionals in order to overcome

the band-gap underestimation of semilocal functionals, which
would prevent an unambiguous comparison between theory
and experiment. Indeed, the identification of typical near-
interface defects is expected to mainly rest on the position
of energy levels with respect to the relevant band edges.

Our scheme relies on the use of bulk models for the
determination of defect levels and on an alignment procedure
relying on an atomistic model interface of the SiC/SiO,
interface. The validity of this scheme is supported by the
calculated band offsets, which are found to agree with their
experimental counterparts within 0.1 eV. This level of accuracy
for the band diagram at the interface appears to be suffi-
ciently reliable to envisage the identification of defect states
through a match between calculated and measured energy
levels.

In Fig. 24, we give a comprehensive description of the
energy levels of the main defects addressed in this work. For
completeness, we also include some oxide defects studied
previously in Ref. 108 within the same theoretical scheme
as used in this work.

Carbon interstitial defects in the SiC substrate (C-C) give
charge transition levels that span the whole band gap of SiC,
in accord with previous studies based on Kohn-Sham energy
levels.’'3 Hence, this kind of carbon-related defect certainly
contributes to the defect density in the band gap of SiC, but
the correlation between higher- and lower-lying defect levels
makes it an inadequate candidate for the NITs observed close
to the conduction band of SiC.

We also considered carbon-pair defects on the SiO, side
of the interface. We studied two configurations in which the
C-C pair is coordinated by Si atoms [C-C and (C-C)']. These
configurations are found to behave differently upon charging
due to the amorphous structure of the oxide, and lead to
different distributions of defect levels. When the chemical
nature of the first neighbors is varied, the energy levels are
expected to shift upward,>* leading to broad distributions. The
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broad nature of this defect distribution is incompatible with
the sharp peak of the NIT states.

Two single-carbon atom defects in SiO, were considered.
The C-O4 defect model, in which a carbon atom replaces a
silicon atom of the SiO, network, does not give rise to any
charge transition level in the SiC band gap. At variance, the
Sip-C-O structure, in which a CO unit substitutes an oxygen
atom in a Si-O-Si linkage, features charge transition levels
lying close to the valence and conduction bands of SiC. The
Sip-C-O defect could therefore present an electron trap level
in correspondence of the experimentally observed NIT levels,
while the detection of the associated donor state would be
prevented due to its proximity to the valence band of SiC.

Among the oxygen-related defects, we studied defects
arising from both oxygen deficiency and oxygen excess. The
Si-Si bond defect reveals two charge transition levels far away
from the SiC band gap. This defect is therefore not expected
to contribute to the Dy in the SiC band gap. The E!, variant
of the oxygen vacancy instead gives a state in the SiC band
gap,'%® but its position does not correspond closely to those of
the observed NITs.

Upon oxidation, oxygen penetrates into the substrate. We
considered the Si-O-C structure, in which an oxygen atom
incorporates a Si-C bond of the SiC substrate. As another
possibility, we considered a model structure in which a carbon
atom of the SiC substrate is replaced by two regular Si-O-Si
linkages. None of these oxidized structures gives any defect
level in the SiC band gap (not shown in Fig. 24). We then
modeled the peroxy linkage (Si-O-O-Si), finding two defect
levels in the upper part of the SiC band gap. However, these
levels appear too low to originate the experimental NIT peak.
The interstitial O, molecule (O,) was discussed as it shows a
charge transition level in the vicinity of the conduction-band
edge of SiC,'% but was discarded as origin of the NITs because
of its weak bonding to the network structure.5>%°

Finally, our study concludes with the consideration of
hydrogen-related defects. We took under consideration the
hydrogen bridge defect, in which a hydrogen atom bridges two
silicon atoms in SiO, (Si-H-Si) and the interstitial hydrogen
defect (H;). The hydrogen bridge defect has a defect level
in the close vicinity of the SiC conduction band, where the
NITs show a sharp peak. However, the same defect also shows
another defect level much deeper within the band gap of SiC,
which dismisses it as a contributor to the NITs. The hydrogen
interstitial is also ruled out since it gives a single defect level
well within the band gap of SiC.!%®

In conclusion, this study comprises a detailed analysis of the
charge transition levels of several defects that could occur at the
SiC/SiO; interface. Among the defects studied in this work,
the features of the Si,-C-O structure provide the best match
with those of the experimentally observed NITs, which are
responsible for the high defect density close to the conduction-
band edge of SiC.
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FIG. 25. (Color online) Comparison of the positions of the Kohn-
Sham energy levels (black) and their corresponding charge transition
levels [blue (gray)] in the (C-C)g;c structure at the (a) PBE and (b)
PBE(0.15) levels of theory. The band structures are aligned through
the electrostatic potential. The relative positions of the valence-band
edges obtained with the different functionals are indicated. Energies
are given in eV.

Most of the calculations were performed on the BlueGene
computer of EPFL. We also used the cluster PLEIADES-EPFL
and other computational facilities at DIT-EPFL, CSEA-EPFL,
and CSCS.

APPENDIX: KOHN-SHAM ENERGY LEVELS VERSUS
CHARGE TRANSITION LEVELS

Figures 25 and 26 show the comparison between the posi-
tions of the Kohn-Sham energy levels and their corresponding
charge transition levels in the (C-C)gic structure and in the
(C-CO)sio, structure, respectively. The different behavior of
the Kohn-Sham energy levels and the charge transition levels
upon incorporation of a fraction of nonlocal Fock exchange
is noticeable. The occupied Kohn-Sham energy levels tend to
follow the evolution of the valence band, while the unoccupied

(a) PBE (b) PBE(0.15) (c) PBE(0.35)
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FIG. 26. (Color online) Comparison of the positions of the Kohn-
Sham energy levels (black) and their corresponding charge transition
levels [blue (gray)] in the (C-C)sio, structure at the (a) PBE, (b)
PBE(0.15), and (c) PBE(0.35) levels of theory. The position of the
SiC band extrema are shown. The band structures are aligned through
the electrostatic potential. In (a) and (b), the valence-band edges of
SiC are obtained consistently within the respective functionals. In (c),
the alignment procedure described in Sec. II C is used. Energies are
given in eV.
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Kohn-Sham energy levels follow the conduction band. On
the other hand, the charge transition levels do not vary
when referred to the electrostatic potential. This leads to
charge transition levels being up to 1.2 and 1.8 eV below
the corresponding Kohn-Sham levels at the PBE(0.15) and
PBE(0.35) levels of theory, respectively. Overall, the large
variations of the Kohn-Sham energy levels with the functional
used indicate that they can not be used to describe accurately
the electronic structure of defects. However, they constitute
an adequate step to get a qualitative picture from which
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trends can be extracted. In the present case, the comparison
between the positions of the Kohn-Sham energy levels and
their corresponding charge transition levels indicates that the
C-C pair defects featuring unoccupied Kohn-Sham energy
levels above the SiC conduction band are expected to have
0/ —1 and —1/—2 charge transition levels in the upper
part of the SiC band gap (cf. Fig. 26). This confirms that
the Kohn-Sham energy levels can not be used to describe
accurately the electronic structure of defects, but can provide
useful indications in the investigation of defects.
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