
POUR L'OBTENTION DU GRADE DE DOCTEUR ÈS SCIENCES

acceptée sur proposition du jury:

Prof. H. Lashuel, président du jury
Prof. M. Dal Peraro, directeur de thèse

Prof. S. Bernèche, rapporteur 
Prof. P. De Los Rios, rapporteur 

Prof. O. Michielin, rapporteur  

Molecular Modeling of Bacterial Nanomachineries

THÈSE NO 5404 (2012)

ÉCOLE POLYTECHNIQUE FÉDÉRALE DE LAUSANNE

PRÉSENTÉE le 22 juin 2012

 À LA  FACULTÉ DES SCIENCES DE LA VIE
UNITÉ DU PROF. DAL PERARO

PROGRAMME DOCTORAL EN BIOTECHNOLOGIE ET GÉNIE BIOLOGIQUE

Suisse
2012

PAR

Matteo Thomas Degiacomi





Try to learn something about everything, and everything about something.

— Thomas Henry Huxley





Acknowledgements
I wish to thank Prof. Matteo Dal Peraro for offering me to work on this project, trusting me,

and allowing me freedom to explore, some of my apparently weird ideas.

I owe a lot to all my lab mates for both their scientific support and advices, and the warm,

friendly atmosphere they contributed to create in LBM. Therefore, I heartly thank Dr. Marco

Stenta for his enthusiasm and willingness to spread his extraordinary knowlege to all of us,

Dr. Davide Alemani and Enrico Spiga for helping the computer scientist I was to grasp the

physicist’s view on molecular modeling, and Christophe Bovigny, for devoting so much time

and efforts to the smooth functioning of our lab’s hardware and software. Finally, a special

mention goes to Thomas Lemmin, who shared all my joys and struggles during this work and,

after spending four years side by side, ended up knowing everything about it as well.

It has been an honor to collaborate with Prof. Gisou Van der Goot and Ioan Iacovache (now

doctor!). I’m thankful to them in number of ways but, if I had to pick just one, I’d simply say

thank you for believing in me, and in what molecular simulation has to offer to biology.

When I first joined LBM, we just had two offices and number of boxes containing brand new

computers to be installed. If it hadn’t been for Sebastien Ferrara and Nicholas Michel, mem-

bers of the Life Sciences IT crew, I’d still be under a desk, tangled in some cables, wondering

how to recompile that Linux kernel.

I’m grateful to my parents Ulderica and Giovanni, and my grandparents Berny, Eris, Virgilio

and Ermanno. They played a central role in my education, and life in general, and always

supported me in any possible way.

Finally I’ve been blessed to have good friends supporting me during hard times, and enduring

hearing me talking about this work way too much. I wish I could mention all of them here, but

I’d need way, way more space. So, well, I’ll thank you personally, guys!

Lausanne, 21 may 2012 M. T. D

v





Abstract
Proteins have the ability to assemble in multimeric states to perform their specific biological

function. Unfortunately, characterizing experimentally these structures at atomistic resolution

is usually difficult. For this reason, in silico methodologies aiming at predicting how multiple

protein copies arrange to form a multimeric complex would be desirable.

We present Parallel Optimization Workbench (POW), a swarm intelligence based optimization

framework able to deal, in principle, with any optimization problem. We show that POW can

be applied to biologically relevant problems such as prediction of protein assemblies and

the parameterization of a Coarse-Grained force field for proteins. By combining POW opti-

mizations, Molecular Dynamics simulations, Poisson-Boltzmann calculations and a variety of

experiments, we subsequently study two bacterial nanomachieries: Aeromonas hydrophila’s

pore-forming toxin aerolysin, and Yersinia enterocolitica injectisome. These structures are

challenging both for their size, and for the timescales involved in their functioning.

Aerolysin is a pore-forming toxin secreted as an hydrophilic monomer. By means of large

conformational changes, the protein heptamerizes on the target cell’s surface, and finally

inserts a β-barrel into its lipid bilayer, causing cell death. The main hurdle in the study of this

structure is the complexity of the mode of action, which spans timescales currently unreach-

able by classical molecular dynamics. We show that aerolysin C-terminal region has the dual

role of preventing premature oligomerization and helping the folding of tertiary structure,

qualifying therefore as an intramolecular chaperone. We study the transmembrane β-barrel

properties and compare them with those of the homologous protein α-hemolysin. We show

that aerolysin’s barrel is more rigid than α-hemolysin’s, and should be anion selective. We

present models for aerolysin heptamer both in prepore and, for the first time, in membrane-

inserted conformation. Our results are validated experimentally, and are consistent with

known biochemical and structural data.

The injectisome is an example of a type III secretion system. Its most striking feature is proba-

bly its size: hundreds of proteins assemble in a unique structure spanning the Gram-negative

bacterial double membrane, and protruding outside the cell as a needle for tenth of nanome-

ters. Obtaining an atomistic representation of this massive structure, and therefore some

insights about its mode of action, is one of the greatest challenges. We show that the final

length of injectisome’s needle is determined by the secondary structure content of a ruler
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protein located inside its cavity during assembly. Using POW, we also produce the first model

for Yersinia injectisome’s basal body, highlighting the flexibility of this region in adapting

between the inner and outer membranes.

As a whole, this work demonstrates that a synergy of dry and wet experiments can provide

precious insights into macromolecular structure and function.

keywords: macromolecular assembly, Particle Swarm Optimization, optimization, molecular

dynamics, biomolecular modeling, aerolysin, pore-forming toxin, injectisome
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Résumé
Les protéines ont la capacité à s’assembler de façon multimérique pour effectuer des taches

biologiques spécifiques. Malhereusement, leur charactérisation à résolution atomique reste

atypique. C’est pourquoi, des méthodologies in silico ayant pour objectif la prédiction d’ar-

rangement multimérique de protéines apporteraient un appui non négligeable à la partie

expérimentale.

De ce fait, un nouveau environement basé sur du swarm intelligence, Parallel Optimization

Workbench (POW), à été développé. Celui-ci est capable de résoudre ce type de problème, tout

aussi bien que n’importe quel autre problème d’optimisation. Dans ce travail nous démon-

trons que POW résoud de façon optimale des structures biologiques, tout aussi bien que des

questions concernant la paramétrisation de champs de force Coarse-Grain pour des protéines.

En combinant POW avec des simulations de dynamique moléculaire, des calculs Poisson-

Boltzmann, et diverses d’expériences in vitro, on a étudie deux nanomachines bactériennes :

la toxine aérolysine, et l’injectisome de Yersinia enterocolitica. Ces deux systèmes réprésentent

un défi à la fois par leur dimention et par le temps nécessaire à leur fonctionnement.

Aérolysine est une toxine sécrètée par Aeromonas hydrophilprobla sous une forme monomé-

rique hydrophile. Par le biais de changements conformationels majeurs, la protéine hepta-

mérise sur la surface de la cellule cible, et insère un β-barrel à travers la membrane, ce qui

entraine la mort de la cellule. La plus grande difficulté dans l’étude de cette structure est

la complexité de son méchanisme d’action, qui a lieu dans des temps inaccessibles par la

classique dynamique moléculaire. On montre que la région C-terminale d’aérolysine joue

un double rôle : prévenir une oligomérisation prématurée, et faciliter le repliement dans

la structure tertiaire, ce qui le désigne comme un chaperon intramoléculaire. Une séconde

étude s’est portée sur les propriétés du β-barrel transmembranaire, et les comparaisons avec

celles de sa protéine homologue α-hémolysine. On démotre que le barrel d’aérolysine est

plus rigide, et qu’il devrait être sélectif aux anions. On présente deux models de aérolysine en

conformation heptamérique en état de prépore et, pour la première fois, inserée dans une

membrane. Nos résultats sont validés expérimentalement, et sont cohérents avec des donnés

structurales et biochimiques connues.

L’injectisome est un exemple de type III secretion system. La charactéristique la plus remar-

quable est probablement sa dimension : des centaines de protéines s’assemblent dans une
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structure unique traversant la double membrane Gram-négative, et s’étendant dans le mi-

lieu extracellulaire sous un forme d’aguille longue des dizaines de nanomètres. Un des plus

grands défis consiste dans l’obtention d’une réprésentation atomique de cette structure et,

ainsi, l’aquisition d’informations sur son fonctionnement. On prouve que la longeur finale de

l’aguille extracellulaire est déterminée par la quantité de structure secondaire d’une protéine

petite règle localisée à l’intérieur de la cavité lors de son assemblage. En utilisant POW, le

premier model du corps basal de l’injectisome de Yersinia est modélisé.

En conclusion, ce travail démontre que la synergie entre simulation et expériment permet

d’obtenir de précieuses informations concernant la structure et la fonction de macromolé-

cules.

mots clés : assemblage macromoléculaire, Particle Swarm Optimisation, optimisation, dyna-

mique moléculaire, modeling biomoleculaire, aérolysine, toxine, injectisome
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Riassunto
Le proteine hanno la capacità di assemblarsi in stati multimerici per assolvere una specifica

funzione biologica. Sfortunatamente, caratterizzare sperimentalmente queste strutture ad

una risoluzione atomistica è spesso arduo. Per questa ragione, l’esistenza di metodologie

in silico aventi come obiettivo di predire come diverse proteine possano aggregarsi in un

complesso sarebbe di grande beneficio.

In questo lavoro presentiamo Parallel Optimization Workbench (POW), una piattaforma basata

su swarm intelligence capace, in principio, di risolvere un qualsiasi problema di ottimizzazio-

ne. Mostriamo come POW possa essere applicato a problemi di rilevanza biologica come la

predizione di assemblaggi di proteine e la parametrizzazione di campi di forza coarse-grained

per proteine. In seguito, combinando POW con simulazioni di dinamica molecolare, calcoli

Poisson-Boltzmann ed una varietà di esperimenti, studiamo due nanomacchine batteriche:

aerolisina, una tossina secreta da Aeromonas hydrophila, ed il type III secretion system di

Yersinia enterocolitica. Queste strutture rappresentano una sfida sia per le loro dimensioni

che per i tempi necessari al loro funzionamento

Aerolisina è una tossina secreta sotto forma di monomero idrofilico. Attraverso grandi cam-

biamenti conformazionali, la proteina ettamerizza sulla superficie della cellula obiettivo e

inserisce un β-barrel nella sua membrana lipidica, causandone la morte. Il maggiore ostacolo

nello studio di questa struttura è la complessità del suo meccanismo di azione, che ha luogo in

tempi inaccessibili alla dinamica molecolare classica. Mostriamo che la regione C-Terminale

di aerolysin ha un doppio ruolo: prevenire una prematura oligomerizzazione, e aiutare il

ripiegamento della struttura terziaria, agendo in tal modo come chaperone intramolecola-

re. Studiamo le proprietà del β-barrel transmembranale, e le compariamo con quelle della

proteina omologa α-emolisina. Mostriamo che il barrel di aerolisina è più rigido di quello di

α-emolisina, e che questo dovrebbe essere selettivo agli anioni. Presentiamo due modelli di

aerolisina in conformazione ettamerica sia in stato di preporo che, per la prima volta, inserita

in membrana. I nostri risultati sono validati sperimentalmente, e sono coerenti con dati

strutturali e biochimici noti.

L’Injectisome è un esempio di type III secretion system. La sua caratteristica più rilevante è

probabilmente la sua dimensione: centinaia di proteine si assemblano in un’unica struttura in

grado di attraversare la doppia membrana Gram-negativa, ed estendersi all’esterno della cellu-
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la sotto forma di ago per decine di nanometri. Una delle maggiori sfide consiste nell’ottenere

una rappresentazione atomica di questa enorme struttura, e dunque preziose informazioni sul

suo funzionamento. Mostriamo che la lunghezza finale dell’ago extracellulare è determinata

dalla quantità di struttura secondaria di una proteina righello localizzata all’interno della

cavità durante il suo assemblaggio. Usando POW, produciamo in seguito il primo modello del

corpo basale dell’Injectisome di Yersinia.

Nel complesso, questo lavoro dimostra come una sinergia tra simulazione ed esperimento

permetta di ottenere preziose informazioni sulla struttura e la funzione di macromolecole.

parole chiave: assemblaggio macromolecolare, PSO, ottimizzazione, dinamica molecolare,

modeling biomolecolare, aerolisina, tossina, injectisome
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1 Introduction

1.1 Biology in silico

Biomolecules are dynamic structures, responding to the changing cellular environmental con-

ditions in order to accomplish a specific biological function. Molecular modeling techniques

aim at capturing their structural and dynamic characteristics by reproducing the ensemble of

physical forces acting at the atomic level. In latest years, the role of modeling in biology has

become increasingly important. Nowadays, in silico studies can not only explain known exper-

imental results, but also correctly predict biomolecular properties that can be subsequently

validated in vitro. This is achieved by exploiting a large variety of experimental inputs, from

genetic sequences to crystal structures, from cryo-EM maps to functional studies. By bridging

theory to experiment in biology, molecular modeling constitutes therefore a valuable tool to

understand Nature at its finest detail.

Still, describing precisely the nature of atomistic interactions requires complex and finely

calibrated physical models. As an additional hurdle, the evaluation of all the physical terms

included in such models usually comes with a very high computational cost. For molecular

simulation to be an effective and reliable tool, two main objectives must therefore be pursued:

performance and accuracy. Data production should indeed be as fast, but nevertheless as

precise as possible.

One of the available computational techniques is molecular simulation, aiming at describing

the evolution of atomic systems along time by iteratively computing the forces acting on every

individual atom. Since its foundations, in early 1960s, the accessible timescales and system

sizes have not stopped growing. Remarkably, while initially few tenth of atoms could be stud-

ied for timescales in the picosecond range, nowadays large macromolecular assemblies can

be simulated for microseconds, and more. The factors affecting this evolution can be mainly

identified in the continuous refinement of existing physical models, the development of new

computational paradigms, and the steady, concurrent progress in hardware architectures and
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algorithmic efficiency.

Novel computational paradigms typically aim at either reducing the systems complexity, or

speeding up their conformational sampling. An example of the first approach is coarse-grained

(CG) modeling which, by adopting a simplified version of the studied system, both reduces its

size and increases the usable simulation’s timestep. This is achieved by grouping individual

atoms into bigger pseudo-atoms. As a consequence, larger molecular systems are accessible

for longer timescales. Other techniques do not modify the way the system is represented, but

how the molecules conformational space is explored instead. These "enhanced sampling"

schemes, such as metadynamics or umbrella sampling, aim at making more likely the obser-

vation of rare events in simulation via the addition of specific biasing forces.

Clearly, a pivotal role is also played by technological improvements, leading to the construc-

tion of increasingly powerful computers. According to Moore’s Law, an empirical observation

done in 1965 by Intel co-founder Gordon E. Moore, transistor density doubles every 2 years.

Similarly, Kryder’s Law predicts that data storage doubles annually. Beyond all original expec-

tations, newly developed computers still respect these trends. Recently, a major technological

breakthrough has been accomplished by assembling computational nodes exploiting Graphi-

cal Processing Units (GPU). This development has large implications for molecular simulation.

Indeed, GPU revealed to be much more efficient than the classic Central Processing Units

(CPU) in the computation of atomic interactions, with a comparable precision. The great

advantage of GPU is that molecular simulations are not bound to supercomputers, but can

also be performed on simple workstations. Codes performing molecular simulation have

been constantly adapted to exploit available computational resources at their best. With no

exception, new software performing molecular simulations on GPU is currently emerging.

It is remarkable how the steady progress of molecular simulations observed during the last 50

years heirs from fruitful interactions and collaborations of scientists having different back-

grounds, from physics to chemistry, biology, mathematics and computer science.

1.2 The Role of Minimization

Combinations of in vivo, in vitro and in silico experiments can nowadays tackle biological

problems of great complexity, such as the prediction of structural and functional properties of

biological nanomachines. Still, despite all the improvements in algorithms and computing

resources, lots remains beyond the limits of modern molecular simulation. Technical improve-

ments are continuously extending its ranges of application, but developments of alternative

computational paradigms are still needed. Or, in other terms, to reach a destination faster and

safer one needs a good car, but also a good street.
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On one hand better, more refined physical models are still needed. Force fields describing

molecular interactions are still being tuned and extended in order to generate simulations

reproducing exactly experimentally measurable macroscopic features. This can be done both

by introducing new functional forms, and by optimizing the parameters controlling these

functions. CG force fields are no exception. In fact, while there is a general agreement about

the functional forms describing all atom interactions, the description of CG interactions is still

matter of debate.

Instead of improving an existing street, some particularly challenging problems might require

the creation of a new one. Within these, we find the prediction of protein folding, and how

folded proteins assemble into multimeric complexes. Often monomeric proteins arrange in a

multimeric structure in order to achieve a specific task. As the folded state of single proteins,

the stable conformation of these assemblies is also unique. From the experimental side, owing

to their size and complexity, multimers are difficult to crystallize. In principle, knowing the

structure of the individual subunits it would be possible to predict in silico the structure of the

whole assembly. Unfortunately, these subunits can change conformation when multimerizing,

and these conformational changes might span timescales way beyond the limits of any current

simulation capability. In silico prediction could be a precious source of information, but at

present the use of molecular simulations in this context is possible only for a very limited

number of cases.

The parameterization of a force field and the prediction of protein assembly seem to be

different problems, but they share in fact an important characteristic: both require minimiza-

tion. When parameterizing a CG force field, one tries to minimize the difference within a CG

simulation and given data, either experimental, either computational (e.g. All Atom simu-

lations).When predicting a protein assembly, one tries to find the multimeric conformation

having unique structure and minimal energy. Unfortunately, problems related to biological

systems often imply very large and complex search spaces. In this context, minimization algo-

rithms based on classical mathematical approaches (such as steepest descent or conjugate

gradient) will fail to converge to the global minimum, and are therefore unsuitable. For this

reason, tackling these problems with a minimization technique robust to local minimum is of

capital importance. It is also important to point out that (at least in some cases) we are not

blind in our search: experimental results can, and should be used as a guide.

1.3 Objectives

With a combination of known and new computational techniques, we study two biological

systems being challenging both for their size, and for the timescales involved in their function-

3



Chapter 1. Introduction

ing: (i) Aeromonas hydrophila’s pore-forming toxin Aerolysin, and (ii) Yersinia enterocolitica

injectisome.

• Aerolysin is a pore-forming toxin secreted as an hydrophilic monomer. By means of

some conformational changes, the protein oligomerizes on the target cell’s surface,

and finally inserts into its lipid bilayer, causing cell death. The main hurdle in the

study of this structure is the complexity of this mode of action, which spans timescales

unreachable by classical molecular dynamics.

• The injectisome is an example of a type III secretion system. Its most striking feature

is probably its size: hundreds of proteins assemble in a unique structure spanning the

Gram-negative bacterial double membrane, and protruding outside the cell as a needle

for tenth of nanometers. Obtaining an atomistic representation of this massive structure,

and therefore some insights about its mode of action, is one of the greatest challenges.

These macromolecular structures, which qualify as nanomachines, are studied by means of

molecular dynamics techniques, Poisson-Boltzmann calculations, and a newly developed

minimization framework called Parallel Optimization Workbench (POW). The latter is used to

predict the most likely assembly of monomeric proteins on the basis of known experimental

restraints. Our computational results are compared and validated with in vitro experiments,

and used to guide further experimental investigation.

This thesis is structured as follows. First, the main computational techniques we adopted are

briefly described (Chapter 2). Subsequently, POW implementation and benchmarks are de-

tailed (Chapter 3). Finally, computational results on aerolysin (Chapter 4) and the injectisome

(Chapter 5), as well as their comparison with experimental data, are presented.
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2 Methods

The main computational techniques adopted in this work are based on molecular simulation

and estimation of binding free energy. In this chapter we describe the physical foundations of

these techniques, as well as their implications for the study of biological systems.

2.1 Molecular Simulations

Molecular Mechanics Force Fields

In molecular simulation, one describes atoms as being immersed in an energy potential field

generated by the physical characteristics of its environment. In a All-Atom (AA) representation,

each atom is represented as a charged point mass interacting via bonded and non-bonded

interactions with its neighbors. Every interaction is represented using a potential having a

predetermined functional form. With the assumption that all the contributions are simply

additive, the potential acting on one atom can be represented with the following sum:

U =Ubond +Uang l e +Udi hedr al +Ui mpr oper︸ ︷︷ ︸
bonded

+UvdW +Ucoulomb︸ ︷︷ ︸
non−bonded

(2.1)

Ubond represents the covalent bond within two neighboring atoms. For small displacements

with respect of an equilibrium distance, the potential of a single bond can be approximated by

an harmonic term:

Ubond (r ) = kb(r − r0)2 (2.2)

where kb is the spring constant defining the force at which the two atoms are restrained around

the equilibrium distance r0.

Uang l e represents the angle potential within three consecutive covalently bonded atoms, and
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is also approximated with a following harmonic term (summing over all the angles α):

Uang l e (α) = ka(α−α0)2 (2.3)

where ka is the spring constant defining the force at which the three atoms are restrained

around the equilibrium angle α0.

Udi hedr al describes the dihedral angles within 4 consecutive covalently connected atoms.

It is a periodic potential represented as the following sum of cosines (summing over all the

dihedrals multiplicity n):

Udi hedr al (ψ) =∑
n

kd
[
1+ cos(nψ−ψ0)

]
(2.4)

where kd is the spring constant defining the force at which the four atoms are restrained

around the equilibrium angle ψ0. The value of n affects the potential periodicity, and depends

on the nature of interacting atoms.

Ui mpr oper describes the out of plane rotation of one atom, and is usually used in order to

enforce planarity (summing over all the impropers i ):

Ui mpr oper (φ) = ki (φ−φ0)2 (2.5)

where ki is the spring constant defining the force at which the improper angle within the four

atoms is restrained around the equilibrium angle φ0.

UvdW describes the non-bonded van der Waals interaction within two atoms. Typically, this

interaction is computed only for atoms not being covalently connected within each other by a

bond (1-2 interaction) or angle (1-3). Sometimes, the Van der Waals interaction within atoms

having a 1-4 distance is also ignored or, if accounted, scaled. UvdW has usually the form of a

12-6 Lennard-Jones potential:

UvdW (r ) = 4ε

[(σ
r

)12
−

(σ
r

)6
]

(2.6)

This energy term has a single minima located at σ, and converges to zero at infinite. The depth
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of the potential well is determined by the value of ε. Other functional forms, such as the Buck-

ingham or Morse potential, can be used. However, the 12-6 Lennard-Jones is usually favoured

for its lighter computational weight. In order to further decrease the computational cost of

UvdW , a cutoff distance is usually imposed. Only interactions of atoms being closer than a

predefined threshold ct are added to the UvdW sum. This approximation is acceptable since

UvdW , which converges to 0 with r−6, is considered as short-ranged. Typically, a switching

function scales the UvdW value for distances greater than a predefined threshold cswi tch , so

that UvdW is equal to 0 at ct . The switching function preserves the continuity of the potential

as well as that of its first derivative.

UCoul omb describes the electrostatic interaction within non-bonded atoms. Again, 1-2, 1-3

and sometimes 1-4 interactions are ignored:

UCoul omb(r ) = 1

4πε0εr

q1q2

r
(2.7)

Where q1 and q2 are the charges of the two atoms. The computation of long-ranged Ucoulomb

is extremely costly, for this reason two main approaches are typically used to lessen its compu-

tational weight. The first approach, is to simply apply a cutoff distance as previously described

for UvdW . The main disadvantage is that in highly polar systems the potential at cutoff dis-

tance could fluctuate due to entry and exit of charged atoms in the exclusion zone. Results

of simulations performed with different cutoff values could even vary. To lessen this phe-

nomenon one should select a very large cutoff value, which however rapidly leads to more

computationally expensive calculations. Indeed, the complexity of the cutoff method is O(N 2).

The second approach, called Particle Mesh Ewald (PME) is usually more suitable since it is

not only insensitive to boundary effects, but has a complexity of O(N .log N ) [32]. In PME, the

electrostatic potential is decomposed in a sum of two terms, a short-range term computed in

real space, and a long range term computed in reciprocal space via Fast Fourier Transform.

Additional terms can be added to the sum 2.1. These can be as different as cross-correlation

terms defining correlation within bonded potentials, external biasing forces or distance re-

straints keeping specific atoms at a desired distance. In some cases a bonded potential within

atoms at 1-3 distance, called Urey-Bradley potential, is also added to the functional form. The

coefficients in the equations above depend on the nature of involved atoms. The functional

form of the interactions, as well as their parameterization, determines what is called a force

field. In this work we mainly used the Amber99SB [21] and CHARMM27 [86] force fields.

Within all the force fields available for biomolecular simulations, these have been shown to

be within the most accurate in reproducing experimental results. Remarkably, Amber99SB

is reported to better reproduce structural features of proteins solved both via NMR [75] and

X-ray crystallography [23] as compared to other popular force fields such as OPLS or Gromos.
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Unfortunately, at present the official Amber force field does not feature any parameterization

for lipids. For this reason, in order to simulate eukaryotic membrane models, we adopted to

CHARMM27 force field, which features an accurate parameterization for POPC and POPE

lipids.

Molecular dynamics

Molecular Dynamics aims at simulating the evolution of an atomic ensemble over time. This

is done by computing in an iterative way the forces acting on every atom on the basis of a

Molecular Mechanics force field. Let X (t ) the position of an ensemble of atoms at time t . The

potential UM M (X (t )) generates a force on every atom:

F (X (t )) =−∇U (X (t )) (2.8)

The force is calculated and evaluated on the atoms of a molecular structure in an iterative

manner, usually for steps being in the femtosecond scale. To do so, Newton’s law of motion is

converted into an iterative scheme. This scheme, called Verlet, is defined as follows:

Xn+1 = 2Xn −Xn−1 +∆t 2M−1∇Un(X (t )) (2.9)

Vn = (Xn+1 −Xn−1)

2∆t
(2.10)

Where Xn and Vn are atom’s position and velocity at time timestep n, ∆t the timestep size and

M the atoms mass. Therefore, in Verlet integration scheme two system positions are needed

to update system’s velocity. Three main variations of this scheme exist: leapfrog, position and

velocity Verlet, the latter being the most popular. The integration timestep should be suffi-

ciently small to sample the phenomena having the highest frequency, that is the fluctuation of

a covalent bond within a hydrogen and a heavy atom. This fluctuation has a frequency in the

order of 1014 H z, and can be sampled with a timestep of 1 fs. After position Xn+1 is computed,

algorithms such as SHAKE [124] or LINCS [50] can modify it by imposing distance constraints.

Constraining the oscillation of hydrogen distance to its heavy atom and bonds within heavy

atoms allows the timestep to be increased to 2 fs. This timsetep site is sufficient to sample the

oscillation of a covalent bond within two heavy atoms.

Molecular dynamics simulations of biomolecules typically take place inside a cubic domain,

8



2.1. Molecular Simulations

which we call unit cell. The cell is usually cubic, but other geometries (triclinic, truncated

octahedron,...) are also possible. The cell is periodically replicated in every direction. In order

to avoid an atom to interact with both another atom and its image in a neighboring cell, the

minimum image convention is applied: every atom interacts only with the closest image of

other atoms.

Real biological systems evolve in specific temperature (around 300-310 Kelvin) and pressure

(around 1 atmosphere) ranges. In order for a MD simulation to reproduce faithfully their char-

acteristics, having a control on these quantities is therefore required. Simulation in a specific

thermodynamic ensemble can be performed by controlling pressure and temperature via a

barostat and a thermostat. Berendsen [15] and Nose-Hoover [104, 52] thermostats control the

system’s temperature by modifying the equations of motion so that atoms velocities V (n) are

scaled. As such, a coupling to a thermal bath is reproduced. Differenly, Langevin thermostat

[125] acts via additional forces, a dissipative friction term and a random term, applied on

every atom.

A barostat controls atoms positions X (n) so that the system is maintained around a desired

pressure. As a consequence, this will also affects the unit cell’s size. In order to evaluate a

system’s internal pressure, the virial theorem can be exploited:

P = 2

3V
(Ek − vi r ) (2.11)

This theorem relates the pressure P to the system’s volume V , kinetic energy Ek and virial vi r .

Several equations reproducing the effect of a barostat have been proposed. Berendsen and

Nose-Hoover thermostats, for instance, can be reinterpreted in order to act as a barostat.

Finally, the Parrinello-Rahman [111] barostat extends Nose-Hoover by also allowing the simu-

lation of anisotropic systems (i.e. allowing each system dimension to vary independently).

Given a sampling time of a system’s phase space (positions and velocities) tending to infinite,

the ergodic theorem states that the time average of a measured quantity will be equal to its

ensemble average. MD simulations cannot however sample a phase space for an infinite time.

Still, by simulating a system for a time much longer than the timescales required to observe a

desired phenomenon, one can suppose that the ergodic theorem is satisfied. This "ergodic

hypothesis" is, in fact, at the basis of MD simulations. The time needed to sufficiently sample

a relevant biological event is related to the number of atoms present in the system being

simulated. MD being extremely computationally expensive, sampling techniques artificially

enhancing the phase space sampling have been developed. Within these, we will mention

metadynamics [74] and umbrella sampling [134].

Molecular Dynamics codes running on multiple processors are available. In this work, we used

9



Chapter 2. Methods

NAMD [116]. NAMD features a very good scaling on multiple processors, and can simulate

molecular systems parameterized with both Amber and CHARMM force fields.

The ensemble of successive atomic conformations obtained via MD, also called trajectory,

are analyzed in order to assess relevant structural features. Within the most direct quantities

measured in this work we find the following:

• Root Mean Square Deviation (RMSD). Let X1 and X2 the atomic positions of two systems

containing the same amount of atoms. RMSD quantifies how similar the two systems

are:

RMSD(X1, X2) =
√∑n

i=1(X1,i −X2,i )2

n
(2.12)

Tracking the RMSD of atoms configurations of a system simulated in MD with respect of

a reference structure is useful to determine whether the system has reached equilibrium.

Indeed, at equilibrium the system’s RMSD is indeed expected to converge to a constant

value.

• Root Mean Square Fluctuation (RMSF). RMSF quantifies how much an atom position X

fluctuates around a mean point along time:

RMSF (X ) =
√∑T

t=1(X t − X̄ )2

T
(2.13)

where X is an ensemble of measures and X̄ their mean value in time T . In a protein, the

more an amino acid’s RMSF is low, the more it is stable, and viceversa. In fact RMSF is

related to beta-factor measured in X-ray crystallography as follows:

β(X ) = 3

8
π2RMSF (X )2 (2.14)

• amino acids’ secondary structure. Amino acids in a polypeptide chain arrange locally

according to their intrinsic nature and to the characteristics of the environment. This

local arrangement, called "secondary structure" is determined by the values of amino

acid backbone’s dihedral angles φ and ψ. Specific couples of these angles can lead to

polypeptide chains being totally extended, coiled in an helical conformation or simply

randomly arranged. Secondary structure can be classified in seven different categories

according to the Dictionary of Protein Secondary Structure (DSSP) [63]. Tracking the

secondary structure evolution of a protein in a MD simulation is a useful tool to highlight

conformational changes.

Additional specific analysis techniques of MD trajectories are described in dedicated sections

in the following of this work.

10



2.2. Binding Free Energy Calculations

2.2 Binding Free Energy Calculations

In order to compute the binding free energy of two binding partners we adopted the MM/PBSA

(Molecular Mechanics/Poisson-Boltzmann/Surface Area) method [133], readily available in

Amber Tools suite [21]).

According to the thermodynamics cycle shown in picture 2.1,the binding free energy ∆G of

two molecules, ligand and receptor, can be decomposed in the following sum of molecular

mechanics, solvation and entropic contributions:

∆G =−
(〈
∆G l i g and

sol v

〉
+

〈
∆Gr eceptor

sol v

〉)
+〈
∆Eg as

〉+〈
∆Gcompl ex

sol v

〉
−T 〈∆Ssol ute〉 (2.15)

GAS 

SOLVENT 

∆Egas 

∆Gsolv ∆Gsolv ∆Gsolv 

∆Gbind 

ligand receptor complex 

Figure 2.1: A ligand is depicted in red, a receptor in blue. In order to compute the binding free
energy between the two binding partners, the following thermodynamics cycle can be adopted.
∆Gsol v represents the energy difference between solvated and desolvated state, and ∆Eg as the
binding free energy of the binding partners in vacuo

∆Eg as defines the energy difference within separated binding partners and their complex in
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gas phase. This contribution is simply determined by electrostatic, Van Der Waals and internal

terms computed via molecular mechanics (see previous section):

UM M =UC +UvdW +Ui nt (2.16)

The solvation Gsol vati on of every state is constituted by a polar and a nonpolar contribution.

The Polar Solvation contribution GPS is computed via the Poisson-Boltzmann (PB) equation:

~∇· [ε(~r )~∇Ψ(~r )
]=−ρ f (~r )−∑

i
ci zi qλ(~r )exp

[
− zi qΨ(~r )

kB T

]
(2.17)

Where ε is the dielectric,Ψ(~r ) the electrostatic potential, ρ f (~r ) the solute’s charge density, zi

and ci the charge and concentration of ion i far from the solute, q the charge of a proton, λ(~r )

a function determining the accessibility of ions to every point in space and kB the Boltzmann

constant. The solution of this differential equation with respect toΨ(~r ) constitutes the polar

contribution to solvation energy. Since computingΨ(~r ) with the Poisson-Boltzmann equation

is computationally expensive, models approximating it have been developed. Within these we

find the general Born (GB) model [45]. Adopting the GB model leads to a very large gain in

terms of computational time, the resulting measurement will however be less accurate.

One of the most popular ways to approximate a solute’s nonpolar solvation term GN S , i.e. the

energy needed for the formation of a cavity, is by means of a linear correlation with its solvent

accessible surface area (SASA):

∆GN P = γS AS A+b (2.18)

Where γ is the surface tension coefficient and b the nonpolar solvation energy of a point solute.

These adjustable parameters are usually set on the basis of experimental measures of solvation

energies of small molecules.

The term T∆Ssol ute is also added in order to account for the entropy change of the system

at a given temperature T in vacuo. In order to estimate it, Normal Modes Analysis (NMA) or

Principal Component Analysis (PCA) of the given trajectory can be performed. These calcula-

tions are however computationally expensive, and are therefore often omitted. Still, entropic

contribution in large molecules can be important.
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2.2. Binding Free Energy Calculations

The ensemble averages on all the presented terms should be performed on a set of decorre-

lated conformations generated via a molecular mechanics simulations. Two approaches exist,

namely multiple and single trajectory. In the first case, MM/PBSA calculation is performed

on the basis of molecular dynamics simulations independently run for ligand, receptor and

complex. In the second case a single trajectory of the complex is computed, and trajectories

for ligand and receptor are generated by simply extracting their coordinates from the complex.

The first technique is usually more precise, but is however more computationally expensive.

Precision of computation in ∆G within large macromolecules such as proteins is often limited.

The size of these systems, with the effect of possible conformational changes upon binding,

can indeed be hard to estimate. Conversely, the computation of ∆∆G (for instance the differ-

ence in binding free energy within a Wild Type and mutated molecule to the same receptor)

can be highly accurate. Higher accuracy is mainly due to a cancelation of the entropic contri-

butions. In this context, Alanine Scanning can lead to accurate predictions. By mutating an

amino acid to alanine, most of its interactions with the environment are canceled. Therefore,

the difference in binding free energy within Wild Type and alanine mutated protein defines

the importance of the mutated amino acid’s sidechain for its binding.
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3 Parallel Optimization Workbench
(POW)

Optimization problems related to the macromolecular assembly of biological systems often

imply very large and complex search spaces. In this context, traditional minimization methods

tend to be inefficient. To tackle this problem, we developed Parallel Optimization Workbench

(POW), a general optimization framework based on Particle Swarm Optimization.

3.1 The engine: Particle Swarm Optimization (PSO)

Let a function f (~x), where~x ∈ F n ⊂ Rn . We will call f fitness function, and search space the

multidimensional real space F n in which the function is defined. We want to find a point

~xmi n ∈ F n such that ymi n = f ( ~xmi n) is the function’s global minima.

PSO is a particularly robust heuristic optimization technique aiming at finding the point ~xmi n

having the lowest fitness. This technique, invented in 1995 by James Kennedy and Russell

C. Eberhart, represents the search process as a model of birds’ social behavior when flocking

[67]. To do so, an ensemble of solutions (also called particles p) have their position x(p) and

velocity v(p) randomly initialized in the multidimensional search space. At every discrete

timestep, the velocity of every particle is updated. This, in turn, is used to compute a new

position, where the fitness f will have to be evaluated. Every particle keeps track of the value

f_best(p) and position x_best(p) of its best found solution, and also compares it to the

best solution found by neighboring particles (solution located at position x_best’). These

quantities will be used to update the swarm state. Algorithm 1 represents a typical PSO

implementation.

Typically, within 20 and 60 particles are initialized. Their velocity in the search space is affected

by 3 factors. w is called inertia, and determines how the chosen particle trajectory is preserved

along time. This value varies within 0 and 1. It has been shown that improved performance

can be achieved by starting inertia at high values and gradually reducing it while optimization

proceeds [128]. A high inertia value produces a more "turbulent" swarm, which is ideal for an
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Algorithm 1 Particle Swarm Optimization

for every timestep t do:
for every particle p do:

i ner t i a ← w ∗ v(p, t −1)
per sonal ← cp ∗ r and(0,1)∗ (x(p, t −1)−xbest (p))
g l obal ← cn ∗ r and(0,1)∗ (x(p, t −1)−x ′

best )
v(c, t ) ← i ner t i a +per sonal + g l obal
if |v(p, t )| ≥ si ze(space) then

v(p, t ) ← nor m(v(p, t ))∗ si ze(space)
end if
x(p, t ) ← x(p, t −1)+ v(p, t )
if f (x(p, t )) ≤ fbest (p) then

fbest (p) ← f (x(p, t ))
xbest (p) ← x(p, t )

end if
end for

end for

initial exploratory phase. Reducing the inertia has a "cooling" effect, which is more suitable

when areas of interest have been discovered. cp scales the influence of knowledge of best

found solution by the current particle, whereas cn scales the influence of best solution found

by neighbors. While in literature values for initial and final w to 0.9 and 0.4 are usually accepted,

values of cn and cp are subject to debate. In this context, meta-optimization approaches (op-

timization of parameters to improve PSO performance for a specific problem) have been

proposed [114, 91].

A particle’s neighborhood can be defined either as indexed, either as geographic. In the first

case, an index is assigned to every particle, and a predefined connectivity is set. This can

go from a fully connected graph (so called gbest neighborhood) to a ring in which particles

having consecutive indexes are considered as neighbors (lbest). In geographic neighborhood,

a particle will select as neighbors only particles being close in the search space. Either the n

first neighbors, either all the neighbors in a predefined cutoff can be kept into account. The

nature of neighborhood relationship can have an effect on PSO performance. Interestingly, it

has been observed that a fully connected swarm would converge faster, but perform poorly

than a partially connected one, being more sensitive to local minima [66, 68].

Search space boundary conditions can be enforced in several ways, the most common being

periodic and reflexive. In periodic boundary conditions, the unit cell containing the search

space is replicated periodically in every direction. A particle leaving the unit cell, will reappear

in the neighboring cell. in reflexive boundary conditions, cell borders are considered as hard

walls. Particles would therefore bounce elastically against them. An upper threshold for

particles’ velocity corresponding to the search space size is usually set.
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At the beginning of every new timestep every particle is updated about the swarm status

(current position of all particles, and their respective best found solution value and location).

Subsequently, their position and velocity are updated independently. After having been up-

dated about the swarm’s state at the beginning of a new timestep, particles act as independent

agents. For this reason PSO can be considered as embarrassingly parallel.

As a halting condition, a maximal number of timesteps can be set. Alternatively, the best found

fitness value can be tracked, and PSO search can be stopped once a predefined convergence

criteria is met. Finally, measures of swarm position, velocity, or cognitive diversity can be

exploited [26]. Position diversity tracks the spread of particles in the search space. Velocity

diversity assesses the amount of particles movement, which is expected to drop when search

converges. Finally, cognitive diversity defines the spread in best solutions stored in particles

local memory. Measuring a swarm’s diversity can be seen as a way to assess the swarm’s

"exploration vs. exploitation" balance. Initially, the particles roam randomly in the search

space (exploration) but, as the search proceeds, they subsequently focus more and more on

specific regions of interest (exploitation). One does not want the swarm either to explore

excessively (which would correspond to a random search) either to exploit excessively (which

would resemble to a gradient descent, prone to lead to the discovery of suboptimal solutions).

Importantly, this criterion also holds for other distributed stochastic optimization techniques

such as Genetic Algorithm.

Applicative studies show that this algorithm is both highly robust to local minima and usu-

ally converges as fast, and in some cases even faster, than other heuristic approaches such

as Genetic Algorithm or Simulated Annealing [16, 38, 102, 11, 2]. However, it has also been

shown that when the fitness function’s profile becomes extremely rough, the search might

still terminate with a premature convergence, that is, with all particles stagnating in local

minima [11]. In the following, we briefly review the main variations proposed to increase PSO

robustness and convergence rate.

Some approaches try to avoid early convergence by controlling particles velocities or positions.

FATPSO (Fuzzy Adaptive Turbulent PSO [2]) does so by perturbing particles’ velocity when this

drops below a threshold adaptively tuned via a Fuzzy Logic controller. Similarly, Gregarious

PSO [113] randomizes particles velocities when these get stuck close to the global minima.

VBR-PSO [17] tracks the average swarm velocity, and reinitializes all the particles when this

drops below a predefined threshold. M. Clerc proposes to restart particles positions according

to a No-Hope criterion: when there is no more hope to find the optimal solution, particles

are reinitialized around the best found solution by keeping into account the estimated local

fitness function shape. The gravity center of the Swarm, called the Queen, is also tested [28].
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Differently, instead of directly controlling particles velocities or positions, other approaches

modify PSO coefficients. This is the case of HPSO-TVAC, [119] which sets time varying cn and

cp coefficients, w to zero, and randomly accelerates particles when these get stuck. The usage

of appropriate PSO coefficient has also been the aim of Clerc and Kennedy [29]. By analyzing

the behavior of an individual particle in the swarm, the authors proposed a criteria to select

them, and also introduced a constriction coefficient. The latter allows to control the balance

within exploration and exploitation, and removes the need for a threshold to maximal particle

velocity.

Algorithm 2 Particle Swarm Optimization using Kick and Reseed approach

for every timestep t do:
for every particle p do:

i ner t i a ← w ∗ v(p, t −1)
per sonal ← cp ∗ r and(0,1)∗ (x(p, t −1)−xbest (p))
g l obal ← cn ∗ r and(0,1)∗ (x(p, t −1)−x ′

best )
v(c, t ) ← i ner t i a +per sonal + g l obal
if |v(p, t )| ≥ si ze(space) then

v(p, t ) ← nor m(v(p, t ))∗ si ze(space)
x(p, t ) ← x(p, t −1)+ v(p, t )

else if |v(p, t )| ≤ vmi n and f (x(p, t )) ≥ fmi n then
v(p, t ) ← r and(0,1)∗ vmi n

x(p, t ) ← x(p, t −1)+ v(t )
else if |v(p, t )| ≤ vmi n and f (x(p, t )) ≤ fmi n then

v(p, t ) ← r and(0,1)∗ vmi n

x(p, t ) ← r and(0,1)∗ space
else

x(p, t ) ← x(p, t −1)+ v(p, t )
end if
if f (x(p, t )) ≤ fbest (p) then

fbest (p) ← f (x(p, t ))
xbest (p) ← x(p, t )

end if
end for

end for

We implement here a new PSO flavor which we call kick and reseed. This method is meant

to avoid early convergence and lead to an increased sampling. To do so, particles velocities

are constantly monitored. When a particle slows below a predefined threshold velocity vmi n ,

two possible actions are taken. If the current fitness value is above a predefined threshold ft ,

the particle velocity is randomly reinitialized. Conversely, if the current fitness is below said

threshold, the particle is also randomly reseeded in a new position of the search space, and

its memory about its personal best erased. The latter behavior is meant to increase the PSO

sampling. Algorithm 2 describes our variation of the original PSO, called PSO Kick and Reseed

(PSO-KaR).
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A minimal v_min velocity is defined. Particles being too slow receive a random kick if their

fitness is not low enough (above a threshold f_min). If slow particles also have a good fitness,

they are randomly kicked and restarted in a new position in search space. The effect of our

modification on PSO performance is studied in section 3.3.

When the fitness function is particularly hard to optimize, PSO-KaR might still converge too

slowly to identify the global minima before the maximal number of timesteps is met. In this

case, multiple runs can be performed. In PSO-KaR, we propose a second improvement meant

to improve sampling in this context. We suppose that every time a particle is repelled or

reseeded, the region was thoroughly sampled by the particle. For this reason, we want to avoid

other particles to explore the same space. To do so, we introduce a repelling force (in the

following referred as repeller), pushing particles away from explored regions.

Algorithm 3 PSO-KaR velocity update variation, using repellers

bi as ← 0
for every repeller r do:

bi as ←− s
(x(p,t )−r )2

end for

The repelling force is generated by a simple f (x) = x−2 potential. Repellers list is incremented

along a PSO-KaR execution, and is inherited by the following runs. Let r a list of points re-

pulsion points, the contribution of the repelling potential on particles velocities is therefore

calculated as shown in Algorithm 3. s is a user defined scaling value, determining how strong

and long range the repulsion force is.

3.2 Architecture

We implemented PSO in a framework allowing the resolution of virtually any optimization

problem via the addition of a specific module (POW, Parallel Optimization Workbench). This

object oriented code is developed in Python, and supports parallel computation by exploit-

ing MPI libraries. The architecture of our framework is represented in figure 3.1. Every box

corresponds to a specific class. Classes highlighted in blue are common to any optimization

problem, and can be considered as a black box by the user. Classes in the yellow area change

depending on the problem being solved. We will call a module a file containing an implemen-

tation for these classes aiming at solving a specific problem. In order to use POW, a user has to

provide two information: the module name, and a parameterization file.

The parameterization file contains a set of keywords associated to one or more values. Some
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keywords are standard for any optimization problem (for instance, those defining the behavior

of PSO-KaR), whereas others are problem specific. The classes DefaultParser (for standard

keywords) and Parser (for custom ones) are in charge of reading the input file. Once the

parameters are parsed POW loads, if needed, specific data structures required by the user.

This operation is performed by the class Data. Since this class is part of a module, depending

on how this class is implemented, any data structure can be manipulated. Subsequently,

POW defines the problem’s search space. Every dimension of the search space is defined

by upper and lower boundaries, as well as by specific boundary conditions. Creation of the

search space is problem specific, and is managed by the Space class. Conversely, management

of boundary conditions is the same for any optimization problem, and is implemented in

the DefaultSpace class. The class PSO implements the PSO-KaR algorithm as described in

section 3.1. The user is free to set them at will using specific keywords in the parameterization

file. As default values, we set initial and final w to 0.9 and 0.4 respectively, cp to 1.4 and cn to

1.2. Along the optimization run, every measure performed by every particle is stored in a log

file. In order to extract useful information, postprocessing this log file is necessary. The class

Postprocess is in charge of this. Useful functions the user might need are preimplemented

in the DefaultPostprocess class.

Figure 3.1: Schematic of the Optimizer architecture. Every box represents a class. Classes
highlighted in blue are common to any optimization problem, and can be considered as a black
box for by the user. Classes in the yellow area change depending on the problem being solved. We
call a module a file containing a definition for these classes aimed at solving a specific problem.
Input is provided as a text file containing keywords with associated values.
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POW has been conceived so that the creation of a new module (i.e. a specific implementation

of the Parser, Data, Space, Fitness and Postprocess classes) is trivial even for a user

unaware of its internal architecture. The following modules are already available:

• Function: Find the global minima of a defined function. This is the simplest module,

since no data structure has to be processed.

• CGmatch: perform a force, potential or property matching of a Coarse-Grain force field

given an All Atom reference

• ProteinProtein: rigidly assemble a heterodimer provided known experimental con-

straints

• DockSymmCircle: assemble a homo multimer in a circular symmetry according to

known stoichiometry and experimental constraints. Monomers can be treated both as

rigid of flexible objects, and a docking receptor can be kept into account.

In the next section these modules will be described. A user manual are available in Appendix

A.1.

3.3 Function Minimization

The module Function is the simples application of POW. This module does indeed not require

manipulation of any data structure, and is adapted to the minimization of functions. In order

to assess the capabilities of PSO-KaR and compare them with the standard PSO, we ran a set

of tests using this module.

Two classic multidimensional benchmark functions were used: sine and Rastrigin (Figure 3.2).

Figure 3.2: Two dimensional sine (left) and Rastrigin (right) functions.
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The sine function is defined as follows:

f (~x) = 1+∑
n

si n(xn)

n
(3.1)

This function has been used as a trivial test. In the interval [0,2π] one unique minima exists,

f ( 3
2π) = 0.

The Rastrigin function is defined as follows:

f (~x) = 10+∑
n

x2
n −10∗ cos(2πxn) (3.2)

This function is particularly hard to optimize. In the interval [−5.12,5.12] it contains a large

number of local minima, that get increasingly deep the closer they are to the unique global

minima located in f (0) = 0.

1, 2, 3, 5, 5, 10, 20, 30, 40, 50 and 100 dimensional Rastrigin and Sine function were submitted

to PSO and PSO-KaR optimization. For PSO-KaR, the minimal velocity threshold was set to

0.01. For both PSO and PSO-KaR, every of these functions was optimized in 10 independent

runs with 1000 steps and 80 particles. In both cases particles neighbors were defined as the

particles having preceding and following indexes. The average fitness at every optimization

step are shown in Figure (3.3). We notice that, in every case, the more a function dimensional-

ity increases, the more fitness convergence rate decreases. Increasing the size of the search

space has the effect of reducing the particles density in it. Therefore, finding the funnel leading

to the global minima, and the right trajectory to find its lowest point, becomes increasingly

difficult. On Rastrigin function, early convergence is immediately observable when using PSO.

This phenomenon becomes more dramatic when dimensionality increases. This is due both

to the increased number of almost equivalent local minima, and by the already mentioned

reduced particles density in the search space. For simple fitness functions (such as sine or low

dimensional Rastrigin) no relevant difference can be observed within the PSO and PSO-KaR

procedures. However, when increasing the fitness function complexity, the effect the "kick and

reseed" procedure becomes more and more relevant. This shows that, while being comparable

to PSO for easy fitness functions, PSO-KaR prevents early convergence in hard optimization

problems.

To better assess the effect of the "kick and reseed" procedure, we tested different velocity

thresholds while running PSO-KaR optimizations on the two hardest fitness function used
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Figure 3.3: Result on multidimensional Sine (left row) and Rastrigin (right row) using PSO (top
row) and PSO-KaR (bottom row). Every result is an average of 10 independent optimization
runs. The "Kick and Reseed" procedure improves fitness convergence when hard fitness functions
are optimized, whereas it has no effect when optimizing easy functions.

above, i.e. the 50 and 100 dimensional Rastrigin functions. Values equal to 1, 0.5, 0.1, 0.05,

0.01, 0.005, 0.001, 0.0005, 0.0001 and 0 (equivalent to the standard PSO) were tested. Averages

of 10 independent runs with 1000 optimization steps and 80 particles are visible in Figure

3.4. For both the 50 and the 100 dimensional Rastrigin, a threshold value equal to 1 turns

out to be too high. High thresholds introduce excessive noise in the swarm, which in turn

converges with more difficulty. Conversely, thresholds being too low (such as 0.0001), do not

perturb the swarm sufficiently to have a real positive effect in its search process. The best

result, leading to improved performances with respect of the standard PSO, was obtained in

both tests by a velocity threshold equal to 0.01. This value was therefore set as default in POW

implementation. Importantly, the KaR procedure does not affect negatively the precision

of search process. Indeed, despite the addition of noise in the search process, the standard

deviation in PSO-KaR does not increase with respect of the standard PSO. By comparing the

results of the 100 and 50 dimensional Rastrigin, we observe that in the second case a broader

range of threshold values leads to similar performances. Previously, we also observed that for

very simple functions (sine) the KaR procedure has no effect. This indicates that the more
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the fitness function becomes complex, the more a good choice of velocity threshold becomes

important.

Figure 3.4: Result on multidimensional Rastrigin function using different velocity thresholds for
PSO-KaR optimization. The final fitness achieved with different threshold values is shown for
runs on the 100D Rastrigin (left) and 50D Rastrigin (right). Error bars indicate the standard
deviation over 10 runs. In both cases, a too high thresholds introduces too much noise, and a too
low one does not perturb the swarm sufficiently. Best results are obtained, in both cases, with a
velocity threshold equal to 0.01.

3.4 Macromolecular assembly

Proteins have the ability to assemble in multimeric states to perform their specific biological

function. As the native folded state of single proteins, the most stable conformation of these

macromolecular assemblies corresponds to an arrangement that is unique. Unfortunately, it is

usually difficult to characterize the structure of multimeric assemblies at atomistic resolution.

This is due to both their size and complexity, which make the production of sufficiently pure

crystal for X-ray crystallography challenging. Moreover, if the assembly is amphipathic such as

in the case of transmembrane assemblies, crystallization is even more difficult. For this reason,

in silico methodologies aiming at predicting how multiple protein copies arrange to form a

multimeric complex would be desirable. In principle, knowing the structure of an individual

subunit should be sufficient to reconstruct the structure of the whole assembly. Importantly,

by exploiting the fact that multimers often respect a certain symmetry, the reconstruction

process can be simplified. However, proteins are intrinsically dynamic objects and can often

undergo conformational changes when multimerizing, contributing to make the prediction of

a macromolecular assembly structure an extremely challenging task.

The prediction of protein assembly can be interpreted as a minimization problem having an

extremely large and complex search space. To tackle it, several solutions have been proposed

to date. Some approaches, as in SymmDock [126], M-ZDOCK [117], or MolFit [14], reduce
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the search space by imposing a specific symmetry and subsequently rigidly dock the binding

partners so that a predefined energy function is minimized. All these schemes are ab initio,

i.e. they do not exploit any previous knowledge about the system being studied. Still, it is

important to point out that, while producing an X-ray structure of a macromolecular assembly

is challenging, low resolution data are usually more accessible. Thus, these structural infor-

mation can provide important geometric restraints that the final assembly should respect.

One of the major efforts in this context is represented by IMP (Integrative Modeling Platform),

which is able to deal with a variety of experimental restraints and predict very large macro-

molecular assemblies via a Monte-Carlo and Conjugate Gradient search [123]. Successful

examples of this approach are represented by models of the Nuclear Pore Complex [9] and

the 26S Proteasome [76]. Another Monte-Carlo based approach, Rosetta, has been shown to

precisely predict the multimeric arrangement according to several symmetries, keeping into

account both backbone and sidechain flexibility via a mutistep refinement procedure [10]. In

order to better reproduce protein flexibility, some programs resort to molecular simulations.

This is the case of HADDOCK [34], which can assemble up to six monomers according to

given experimental constraints by first docking them rigidly, and subsequently refine them

via simulated annealing. Differently, instead of directly performing molecular simulations,

3D-DOCK exploits the relative ensemble of produced structures. Finally, given a good struc-

tural starting point, the molecular dynamics-based MDFF protocol [135] can flexibly dock and

refine monomers inside a cryo-EM map of their multimeric structure.

Our aim is to predict multimeric arrangements using the structural and dynamic information

of the monomeric state and low-resolution spatial restraints for the final assembly. Our

approach exploits specific modules implemented for POW to model likely assemblies so that

protein’s natural flexibility is taken into account, and that known experimental constraints are

respected. PSO has been already used successfully for docking small molecules in protein’s

active sites. Examples of such an approach are pso@autodock [97] and ParaDocks [89]. In our

knowledge, however, our implementation is the first example of PSO applied to protein-protein

interaction.

Two modules are available for the prediction of protein-protein interactions: ProteinProtein
(dealing with heterodimers) and DockSymmCircle (dealing with homo multimers assem-

bled according to a circular symmetry). Image 3.5 represents the workflow adopted in the

DockSymmCircle for the prediction of protein-protein assembly on the base of a given sym-

metry and experimental constraints.

3.4.1 Search Space Definition and Data Manipulation

In the module ProteinProtein, one of the two proteins (the receptor) is kept fixed, whereas

the other (the ligand) is freely displaced and rotated. The search space is therefore six-

dimensional (ligand translation and rotation around the x, y and z axis). When assembling

a dimer, the ligand is first translated at the origin, and rotated around three rotation angles
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Figure 3.5: POW pipeline as implemented in the DockSymmCircle module.
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(α,β,γ) according to the following transformation matrix:

R = Rz (γ) ·Ry (β) ·Rx (α) (3.3)

=

cos(γ) −si n(γ) 0

si n(γ) cos(γ) 0

0 0 1

 ·

 cos(β) 0 si n(β)

0 1 0

−si n(β) 0 cos(β)

 ·

 1 0 0

0 cos(α) −si n(α)

to0 si n(α) cos(α)

 (3.4)

The center of mass of the rotated ligand is subsequently translated to a desired (x, y, z) coor-

dinate. It has to be pointed out that both ligand and receptor are in this case treated as rigid

bodies.

If an ensemble of ligand structures is available (typically obtained from a MD trajectory),

flexibility can be introduced as set of further dimensions in the search space. To do so,

Principal Component Analysis (PCA) is initially performed on the ensemble. Let T a matrix

3n by s containing the structures ensemble, where n is the number of atoms in the system

and s the number of different structures. Let C = cov(T ) the 3n by 3n covariance matrix of

structures ensemble T . Compute the C matrix diagonalization:

E−1C E =V (3.5)

Matrix E will contain 3n eigenvectors, matrix V is a diagonal matrix containing the corre-

sponding eigenvalues, ranked from the biggest to the smallest. Subsequently, the eigenvector’s

cumulative energy g is computed:

g (m) =
m∑

q=0
V (q, q),∀m ∈ [0,3n] ⊂N (3.6)

The minimal number of eigenvectors mmi n representing a user defined percentage of protein’s

motion p is then extracted by selecting the first m respecting the condition:

g (m)

g (3n)
≥ p (3.7)
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Finally, the projection value P of every structure in the ensemble along the first mmi n eigen-

vectors is computed:

P= E(0 ≤ m ≤ mmi n ,3n)T Ṫ (3.8)

The obtained projection values P , also called fluctuations, will be used as an index on the

structures ensembles, which we can consider as a conformation database. The search space is

therefore characterized by three rotations, three translations, and n fluctuations. In order to

produce a complete assembly, the ligand in the database having its eigenvector projection

being the closest to the desired fluctuation values is first extracted. Subsequently, the rigid

geometric operations described in previous paragraph are performed. The main advantage of

using a MD trajectory with this approach is that the protein conformations used to assemble

the multimer will respect protein’s natural (and physically plausible) flexibility.

In order to predict a circularly symmetric assembly according to given stoichiometry and

experimental constraints, the module DockSymmCircle is available (see workflow on Figure

3.5). The conformational space of rigid assemblies having a circular symmetry is defined by

the three rotation angles (α,β,γ) of a single monomer with respect of a center of symmetry

aligned along the z axis, and a displacement r with respect to it, which represents the radius of

the assembly in its narrowest point. In detail, the assembly of a single multimer is performed

as follows. First, the monomer’s center of mass is moved at origin, and rotated according to

the transformation matrix R shown in equation 3.3. Via the computation of a bounding box,

the atom located the furthest along the positive direction of the x coordinate is identified.

The protein is then moved so that the found atom will be located at the origin. After these

operations, the monomer will be placed in a position such that the point of symmetry will

be located at a coordinate (r,0,0). A number of monomers equivalent to the desired stoi-

chiometry is subsequently generated and displaced so that a circle is equally partitioned. A

symmetrical structure having the desired radius around the z axis is therefore generated. It

has to be pointed out that this docking is based on a purely geometric assembly of rigid bodies.

If an ensemble of protein structures is available, flexible assembly can be performed. This will

add additional dimensions in the search space as previously described for the ProteinProtein
module. MD-based flexible docking around a rigid receptor can be also performed. In this

case two additional degrees of freedom, i.e. rotation and translation of the whole assembly

along the z axis, are also kept into account.
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3.4.2 Fitness Function

Both ProteinProtein and DockSymmCircle modules adopt the same fitness function evalu-

ation procedure. This function, which defines an assembly quality, depends on two factors:

geometry and energy. For geometric contribution, specific measures of the current multimer

are compared to values being experimentally known. The aim is to minimize the difference

within obtained multimer and desired measures. Target measures t can be as diverse as

assembly width or height obtained from cryo-EM maps to atomic distances obtained with

FRET or cross-linking experiments. Measures to be performed on a multimer m are user

provided via a function c(m). The geometric score of a specific multimer G(m) is determined

by the euclidean distance within obtained and target measures as follows:

G(m) =
√

(t − c(m)) · (t − c(m)) (3.9)

In order to avoid clashes, an energy contribution is also performed. Two energy functions

are available. The first is "minimalistic", it is indeed just constituted by a 9-6 Lennard-Jones

potential within all the Cα and Cβ atoms of two neighboring monomers extracted from the

assembly:

E(m) = 4ε

[(σ
r

)9
−

(σ
r

)6
]

(3.10)

Where r are all the distances within couples of atoms being at a distance smaller than 12 Å ,

ε= 1 and σ= 4.7. The values of these constants correspond to a the Coarse Grain parameteri-

zation for Cα atoms in Martini force field [88].

A second energy function, more precise but also more computationally expensive, is available

when just two binding partners (ligand and receptor) are docked. This is based on the estima-

tion of the molecular mechanics contribution to the binding free energy of two monomers via

a Coarse-Grained representation of the complex. For every structure attempted by PSO, the

total CG non-bonded energy (Coulomb and van der Waals) of the complex is first estimated

after 50 steepest descend minimization steps. The two binding partners are subsequently

extracted from the minimized complex, and their non-bonded energy computed via a simple

single point. The energy functions is finally estimated via the following equation:

E(m) = (E compl ex
Coul omb +E compl ex

V dW )− (E l i g and
Coul omb +E l i g and

V dW )− (E r eceptor
Coul omb +E r eceptor

V dW ) (3.11)
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Estimation of the coarse-grained representation of the binding partners is performed via a

VMD [54] tcl script, whereas the computation of systems non-bonded energy is performed

via a LAMMPS [118] molecular dynamics engine run. The LAMMPS executable has been

customized in our laboratory.

The final fitness function f is computed by means of the following weighted sum:

f (m) = c ∗E(m)+ (1− c)∗G(m) (3.12)

where c is a real value within 0 and 1 (by default set to 0.2). After preliminary tests, we found

that results are not sensitive to variations of this value. The rough energy function in equation

3.10 only avoids clashed of subunits, and at the current stage is not sufficiently precise to allow

a blind docking, i.e. a docking where no geometric restraints are provided. However, work

in the development of more accurate energy functions to be included in the fitness function

is currently ongoing. We expect this will enhance the capabilities for the broad problem of

protein-protein recognition.

3.4.3 Postprocessing

All fitness evaluations obtained during PSO are collected, and solutions having a fitness lower

than a predefined threshold are retained. Since several solutions usually represent similar

conformations, clustering is subsequently performed. Two ad hoc clustering approaches

able to determine automatically the number of required clusters are available. The first

uses solutions distance in search space as clustering criteria, the second uses the RMSD

within different solutions. Distance clustering is performed according to the code shown in

Algorithm 4. The fitness value associated to a specific centroid fitness is equal to the fitness of

the solution being the closest to it. RMSD clustering is almost identical to distance clustering,

the clustering criteria being the RMSD within structures instead of distance within solutions.

Clusters coordinates are ranked according to their fitness, and returned to the user in an

output file. Assemblies corresponding to these solutions are generated as an ensemble of PDB

files.

3.4.4 Benchmarks

We benchmarked our method to large protein complexes exploiting information usually

accessible, like their stoichiometry and relative produced symmetry. We selected a extensive

set of complexes spanning several symmetry classes, namely Acyl Carrier Protein Synthase (C3

symmetry), Chorismate Mutase (C3), Lumazine Synthase (C5), SM Archeal Protein (C7) and

EscJ (C24). It should be noted that some of these proteins have been also used to benchmark
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Algorithm 4 clustering of best POW solutions according to their relative distance in the search
space

P ← [p1, p2, ...pn]
C ← []
PC ← [0,0, ...]
cluster nb ← 0
while True do

if exist n with PC(n)==0 then
cluster ← cluster +1
PC (n) ← cluster
C (cluster ) ← P (n)

else
br eak

end if
while True do

new addi ti on ← F al se
for all m with P(m)==0 do

if di st ance(P (m),C (cluster nb)) ≤ thr eshol d then
new addi ti on ← Tr ue
PC (m) ← cluster
pos ← 0
cnt ← 0
for all k with PC(k)==cluster do

pos ← pos +P (k)
cnt ← cnt +1

end for
C (cluster nb) ← pos/cnt

end if
end for
if new addi ti on == F al se then

br eak
end if

end while
end while
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other methods (e.g. Rosetta’s symmetrical predictions [10]). In all the cases, we extracted a

single monomer from the available crystal structure, and attempted to reconstruct the original

multimer imposing various combinations of experimentally plausible geometric restraints. In

order to verify the influence of restraint choice on the final prediction, several combinations of

restraints were used. All the tests were performed running 3 PSO repetitions of 200 steps with

80 particles using 4 processors on an Intel AMD64 dual-quad core machine. In postprocessing,

structures having a fitness smaller than zero were selected. Such a value indicates that its

corresponding structure respects all geometric restraints and does not feature any clashing

Cα or Cβ. Selected solutions having an RMSD smaller than 1 were subsequently clustered.

All reported execution times also include postprocessing (solution filtering, clustering and

generation of corresponding pdb files). In the following, all the tests cases are detailed. In

the Discussion section 3.4.4, POW results (with relative computation timing) are summarized

(Table 3.1). Best structures superposed to the known crystal structure are shown in Figure 3.6.

This section is meant to show how POW performs in a variety of situations imposing different

stoichiometry and restraints. However, further tests were performed in order to assess the

influence of restraints on the overall result. In fact, similar final results could be obtained with

a variety of different set of restraints (see Annex A.3).

PhoQ dimer

We first tested our protocol for the general case of protein-protein interactions when some

experimental restraints are known and no information about the symmetry of the complex

are used. The test case we chose is the periplasmic sensor domain (a.a. 45-186) of PhoQ,

a two-component system histidine kinase responsible of detection of divalent cations at

the inner bacterial membrane. Two X-ray structures of this domain are however available:

one from Salmonella enterica (pdb: 1YAX), and one from Escherichia coli (pdb: 3BQ8). The

crystals being different, Goldberg et al. [46] determined via cross-linking experiments on the

dimer’s interface (α-helix 45-62) that the structure from E.coli shows the most physiologically

relevant arrangement. From this complex, two individual monomers were extracted and

defined as ligand and receptor respectively, while five cross-linking measures displaying

high efficiency (Thr47, Leu51, Gly54, Asn57, Leu58, see Figure 2A) were used as geometric

restraints. Since cross-linking efficiency does not provide a high-resolution information about

residues distance, we considered that the five most efficient cross-links simply indicate that

residues’ Cα atoms are 9±3Å apart, consistently with disulfide bond distances. For this reason,

we implemented a "soft constraint". Given a multimer m, the simplest example of such a

constraint within two atoms a1 and a2 can be represented with the following equation:

c(m) =
{

9 if 6 < d(a1, a2) < 12

d(a1,a2) otherwise
(3.13)
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where d(a1, a2) is the euclidean distance within atoms a1 and a2. The target value for this

constraint is 9, i.e. the average distance.

Selected structures having a RMSD smaller than 5 Å within themselves were finally clustered.

The total execution time was 3 minutes and 32 seconds. 6 different solutions were finally

produced, the best one having a backbone RMSD equal to 1.85 Å (Figure 3.6 A). Its interfacing

residues, located on α-helix 46-62, had a backbone RMSD of 0.76 Å. Importantly, all the

solutions respected the given geometric restraints and presented no steric clashes, possibly

being representative conformations of alternative signaling states accessible to this sensor

domain.

Chorismate Mutase

Chorismate Mutase is involved in phenylalanine and tyrosine synthesis pathway by convert-

ing chorismate to prephenate. Trimeric Clostridium thermocellum Chorismate Mutase was

crystallized at a resolution of 2.2 Å (pdb: 1XHO) [143]. Chain A was extracted as representative

structure. Assembly radius was bound to be within 0 and 3 Å. The height (47±2 Å) and width

(49±2 Å) of the final assembly were adopted as unique geometric constraints. The total exe-

cution time was 4 minutes and 50 seconds. 8553 solutions were accepted, and subsequently

clustered in 22 different structures. The best model, shown in Figure 3.6 B, had a backbone

RMSD of 1.52 Å.

Acyl Carrier Protein Syntase

Acyl carrier protein synthase (AcpS) contributes to lipids and fatty acid biosynthesis by catalyz-

ing holo-ACP formation. This protein assembles into a trimer, containing three binding sites

at protein interfaces. Trimeric Streptococcus pneumoniae AcpS was crystallized with 3’5’-ADP

docked in two of its three active sites at a resolution of 1.9 Å (pdb: 1FTH) [27]. Chain A was

extracted as representative structure. Assembly radius was bound to be 0±2 Å(a negative

radius leads to multimers crossing the center of symmetry). To set a geometric constraint, we

first selected two residues from different subunits being part of protein’s binding site. ASP10

and HIS105 bind the same phosphate group. For this reason, we set the distance within

these two residues to be of 9±2 Å. 11110 solutions accepted, and subsequently clustered in 3

different structures. The best model, shown in Figure 3.6 C, had a backbone RMSD of 1.91 Å.

Lumazine Syntase

Lumazine Synthase, responsible 6,7-dimethyl-8-ribityllumazine condensation in riboflavine

synthesis, is present in archea, bacteria, fungi and plants. Circularly symmetric pentameric
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Lumazine Synthaze from Saccharomyces cerevisiae was crystallized at a resolution of 1.85

Å (pdb: 1EJB) [90]. Since the first 16 N-Terminal residues show a different coil conformation,

we excluded them from our test. At this point, we supposed that all the five monomers could

be considered as identical. Assembly prediction was rigidly assembling Lumazine Synthaze

chain A. In this test, we combined four different geometrical constraints. The first two, height

and width, should be equal to 75±2 and 49±2 Å respectively. The two others were defined as

distances within atoms. We set the distance within two ASP103 residues facing each other as

3.4±2 Å, and the distance within ASP103 and a neighboring HIS107 as 9.4±2 Å. The function

describing these two last constraints had the same form of equation 3.13. Assembly radius

was set to 5±1 Å. The total execution time was 3 minutes and 53 seconds. 7269 solutions were

accepted, and subsequently clustered in 6 different assemblies. The best solution, shown in

Figure 3.6 D, had a backbone RMSD equal to 1.89 Å.

SM Archeal Protein

SM Archeal Protein is part of various mRNA processing machineries, and comprises a central

cationic pore. Heptameric Pyrobaculum aerophilum SM Archeal Protein was crystallized at a

resolution of 1.75 Å (pdb: 1I8F) [101]. We considered all seven monomers as identical, and

extracted chain A as a representative monomeric structure. Assembly radius was bound to

be 4±2 Å, which is a reasonable size for a cationic channel (diameter within 4 and 12 Å in

the narrowest point). Optimization was run on the base of a single, experimentally plausible

geometric constraint: we imposed residue D29 to be exposed to the pore lumen. For this

reason, ASP29 distance from the pore central axis was set to be smaller than 6 Å (i.e. the largest

possible pore radius) using a functional form like equation 3.13.The total execution time was

2 minutes and 30 seconds. 6900 solutions accepted, and subsequently clustered in 6 different

structures. For all of these, we computed the backbone RMSD with respect of the crystal

within residues 15 to 80 (i.e. the residues common to all the seven subunits in the crystal). The

best model, shown in Figure 3.6 E, had a backbone RMSD of 0.95 Å.

EscJ

Escherichia coli 24-mer EscJ is part of type III secretion system’s basal body. The protein is

exposed to the periplasm, and encircles another24-mer protein, EscD. EscJ had a 4-mer basic

unit crystallized (pdb: 1YJ7 [148]). We set the assembly radius to be 38±2 Å and imposed three

different restraints. We set assembly’s width to be 176±2 Å, its height to 55±2 Å and residue

Pro99 to face inwards (distance from the origin smaller than 40, the largest acceptable radius).

The total execution time was 8 minutes and 59 seconds. 10176 solutions were accepted, and

subsequently clustered in 9 different assemblies. From the obtained 24-mer models predicted

by POW we extracted a 4-mer basic unit which was compared to the available crystal. The best

model, shown in Figure 3.6 F, had a backbone RMSD of 2.04 Å.
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Discussion

We observe that the backbone RMSD of the best results obtained above was in any case very

low (always smaller than 2 Å). In general, despite producing clash-free models consistent with

imposed restraints, the fitness function in its current (simple) implementation is not able to

rank obtained structures. On the other side, this limitation is balanced by the very limited

set of solutions produced by our method, which allows a direct (e.g. in silico and/or in vitro)

assessment of the biological significance of the ensemble. It has also to be noted that in this

set of tests a single subunit was extracted from the known assembly and used to reconstruct

the multimer. Since docking was rigid at this stage, i.e. proteins were not deformed during

optimization, part of RMSD difference is explained by the small differences within assemblies’

subunits. Execution time is affected by the protein size and the complexity of desired geomet-

ric restraints. The largest contributor to execution time is however the postprocessing phase,

which is affected by the amount of final solutions that need to be generated. In these examples,

a small number of possible assemblies were produced, in most cases in less than five minutes.

Larger execution times can, however, be expected when more restraints on bigger systems are

added. The number of final solutions is affected by how stringent the defined restraints are. By

imposing more severe filtering and the clustering thresholds, a smaller number of solutions

can however be obtained.

Protein symm. time solutions bRMSD

(A) PhoQ - 3m00s 6 1.85 Å
(B) Chorismate Mutase C3 2m16s 20 1.52 Å
(C) Acyl Carrier C3 2m59s 3 1.91 Å
(D) Lumazine Synthaze C5 3m53s 6 1.89 Å
(E) SM Archeal Protein C7 2m30s 6 0.95 Å
(F) EscJ C24 8m52s 9 2.04 Å

Table 3.1: Summary of POW assembly prediction using various experimental restraints. The
number of independent solutions after clustering is indicated. bRMSD refers to protein’s back-
bone best RMSD.

The examples shown here are to be considered benchmark cases for exploring the general

performance of our method. Still, the final assembly of a multimeric system is often un-

known, and considering the intrinsic flexibility of the monomeric subunit can be crucial for

sampling conformations more favorable to form the final assembly. We applied our method

to the prediction of the heptameric conformation of Aeromonas hydrophila pore-forming

toxin aerolysin. For this protein, flexibility cannot be ignored when attempting to predict its

multimeric conformation. In fact, this class of toxins is known to undergo large conforma-

tional changes in order to assemble into a transmembrane complex. Details about aerolysin

multimer modeling are presented in Sections 4.3 and 4.4.
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Lumazine Synthase (C5)

Chorismate mutase (C3)

SM archeal protein (C7)

Acyl carrier protein synthase (C3)

EscJ (C24)

A B

C

E F

D

PhoQ (no imposed symmetry)

Figure 3.6: Best symmetrical rigid assembly predictions (in yellow) superposed to known X-ray
crystal structures (in blue). In panel A, red spheres highlight the position of residues displaying
a high cross-linking efficiency.
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3.5 Parameters fitting for Coarse-Grained force fields in molecular

simulations

The computational complexity of a molecular system can be reduced by modeling it via a

coarse-grained (CG) representation instead of an all-atom (AA) one. In this representation,

atoms are grouped in pseudo-atoms which we call beads (see Figure 3.7). A CG model, as an

AA one, should describe with a energy potential the way beads interact. Such potential can

have a numerical or analytical form. A numerical potential is typically provided in the form of

a hashtable: for every distance or angle measure, the corresponding force is returned. In an

analytical potential, an appropriate functional form describing the shape of the potential for a

type of interaction is defined. This function will depend on a set of parameters which will vary

depending on the nature of the beads involved in the interaction.

All-Atom Coarse-Grain

Figure 3.7: In a coarse-grained representation, atoms are grouped in pseudo-atoms also called
"beads".

The values chosen for these parameters is crucial, since they will determine how accurately

the CG potential reproduces the characteristics of an AA simulation. In order to determine

these parameters, three main approaches can be identified. In Force Matching, one searches

for a set of parameters generating forces on CG beads equal to the ones computed via AA

simulations. In Potential Matching instead, the objective is to match the AA potential. Finally,

in property matching, the CG force field should reproduce a given macroscopic characteristic

computable with a AA simulation or a real experiment. Any physical property can be used,

from Radial Distribution Function (RDF) to solvation free energy. Any of these matching

approaches should be applied to an ensemble of reference structures, i.e. the matching should

be in average good on all the available structures. This is important in order to avoid any bias

(overfitting) towards a specific AA configuration.
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3.5.1 Search Space Definition and Data Manipulation

The module CGMatch is in charge of performing force, potential, and property matching using

the molecular dynamics engine LAMMPS [118]. The user should provide an ensemble of

CG structures in separate files. For every structure, a second file should contain the value of

the desired matching criteria as estimated via an AA simulation. The user can decide which

parameters of the force field should be parameterized, and which can be kept fixed. Every

parameter having to be optimized constitutes a dimension in the search space. In order to test

a set of parameters, a LAMMPS MD simulation has to be launched, and its results parsed and

compared with the user provided target values.

3.5.2 Fitness Function

Given an ensemble of CG parameters ~p, for any of the mentioned matching methods the

fitness function f is defined as an average of euclidean distances as follows:

f (~p) = 1

d · s

∑
n

√
(A An −CGn(~p)) · (A An −CGn(~p)) (3.14)

Where d is the number of degrees of freedom in the system, n the number of AA structures

used for matching, A An the target AA value for the nth structure, and CGn(~p) the measured

value on that same structure using a CG force field parameterized with parameters ~p.

It is possible to combine several matching criteria via a simple weighted sum:

f (~p) =∑
k

ak · fk (~p) (3.15)

where ak are user-defined weighting coefficients, and fk (~p) any fitness criteria.

This tool constitutes an easy and effective way to parameterize the forces acting on a protein

in a CG representation, so that the error with respect of a atomistic simulation is minimized.

Other lab members are currently using this tool in order to develop a CG force field for proteins.
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3.6 Conclusion

We have implemented Parallel Optimization Workbench (POW), a flexible and easily cus-

tomizable optimization environment allowing the user to deal with virtually any optimization

problem. POW was successfully used for function minimization, docking two given bind-

ing partners, assembling homo multimers according to a predefined circular symmetry and

All-Atom to Coarse-Grained force/potential/property matching. Within the additional ap-

plications we foresee, we find the the molecular mechanics parameterization of molecules

starting from a quantum mechanics description. In fact, when minimizing a structure via

QM calculations, one looks for a combination of bonds, angles and dihedrals leading to a

structure having a minimal energy. This is usually done via a gradient descent. In this context,

we believe that POW could peform this minimization more efficiently.

We proposed a variation of the classical PSO optimization, the PSO "Kick and Reseed" method

(PSO-KaR). We show that our approach improves the performance of PSO search when the

the fitness function becomes rough and highly dimensional. PSO was chosen given both its

reported good performances compared to other optimizators, as well as for its simplicity in

implementation. POW architecture allows however the insertion of other optimizators in the

pipeline. New optimizers are constantly being developed, and some are reported to perform

extraordinarily well. Within these we can mention the Firefly algorithm [144, 145] (shown

to be even more efficient than PSO [82]), Cuckoo search [146] and Viability Evolution (ViE)

[42]. Interestingly, ViE also offers the possibility of dealing with protein-protein geometric

constraints in a more elegant and natural way: instead of being added to the fitness function

via a weighted sum, constraints determine the possibility of survival of a given solution.

We showed that our protocol based on swarm-intelligence optimization is able to predict,

exploiting a limited set of low-resolution experimental spatial restraints, the conformation of

homo-multimers, according to a predefined circular symmetry, or general protein-protein

complexes. The major strength of our algorithm is that it can quickly return a small set of

possible structures respecting the imposed restraints and presenting no severe clashes. These

models can be readily used to generate further working hypotheses on the biological function

of the assembly and to steadily advance toward the resolution of high-resolution structures.

POW predictions can be guided by virtually any possible experimental results providing

insights about proteins structure. Both macroscopic measures (such as height and width ex-

tracted from cryo-EM or SAXS experiments) and atomic distances (obtained for instance from

cross-linking experiments or FRET measurements) can effectively lead to a correct assembly

prediction. At present, cryo-EM maps provide to our protocol only information about the

assembly general shapes (height, width, concavity, pore radius, etc.). PSO can, however, deal

with any kind of fitness function, thus a natural extension of our protocol will be the direct
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assembly a multimer into a provided electron density map.

Our method for assembly prediction can also take native protein flexibility into account by

automatically extracting relevant conformation using a principal components analysis of a

provided structural ensemble. Using aerolysin and YscD from Yersinia injectisome as real test

cases (see Chapters 4 and 5, respectively), we demonstrated indeed that exploiting a structural

ensemble generated via MD simulations greatly improved the prediction outcome. As a matter

of fact, such an ensemble could be generated via any other technique allowing the exploration

of a macromolecule’s conformational space. In this context, one of the possible extensions

is the possibility of automatically performing a normal modes analysis on a single provided

structure. Exploration of the conformational space constituted by a linear combination of

the main discovered modes would subsequently take place. The immediate advantage of

this approach is clearly its extremely affordable computational cost, while, on the other side,

flexibility extracted from an harmonic approximation of protein molecular interactions is

limited to a specific equilibrium state and cannot access further conformational arrangements.

It has to be pointed out that our approach is based on a purely geometric optimization,

sidechain arrangement is therefore not refined at the moment. Our aim was at this stage, in

fact, to quickly generate a small ensemble of reasonable protein arrangements. Even though

we do not produce a refined de novo prediction, aerolysin’s example shows that our results

can provide important insights into multimeric arrangement and guide the design of new

experiments. The current energetic contribution to the fitness function is simply constituted

by a coarse potential on the protein scaffold used to avoid steric clashes. Energy scoring based

on the contribution of the monomer-to-monomer binding energy via a molecular mechanics

and/or coarse-grained representation of the complex would likely help to fish for the best

solutions and to address completely experimentally blind assembly searches. The goal is to

obtain a lightweight but more accurate energetic contribution, better describing van der Waals

interactions and accounting for electrostatic contributions. On this respect, taking care of

sidechains refinement could also lead to significant improvements.

We believe we just scratched the surface of the capabilities of this novel approach. In fact,

since the PSO engine is not sensitive to the kind of imposed symmetry, implementing in POW

other common symmetries (such as helical or icosaedral) is trivial, and is part of our future

development plans. Moreover, improvements on (i) the fitness function with the inclusion of a

broader set of geometric restraints, and/or (ii) the energy scoring with the use of more accurate

molecular mechanics potentials will certainly contribute to enhance the quality of the final

predicted assemblies and eventually address the prediction of protein-protein interactions in

large macromolecular networks.
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4 Pore-forming toxin aerolysin from
Aeromonas hydrophila

4.1 Biological Background

Pore forming toxins (PFT) are a complex virulence factor common to several bacterial families.

These proteins are secreted as water-soluble but, upon binding to specific receptors on the

target cell’s surface, they transform into a transmembrane complex via oligomerization and

important conformational changes. This results in the creation of a pore, which induces a

reactions cascade usually leading to membrane lysis. A schematics of the complete mode of

action of a typical PFT is shown in Figure 4.1.

Figure 4.1: PFT mode of action. The protein is secreted as as soluble monomer which, upon
binding to specific receptors on the target cell, gets activated by cleavage of a specific region.
Activated toxins multimerize according to a circular symmetry and insert into the lipid bilayer.

Depending on the secondary structure of their transmembrane element PFT are classified as

41



Chapter 4. Pore-forming toxin aerolysin from Aeromonas hydrophila

α or β. The number of proteins participating to oligomerization, as well as the dimensions of

the produced pore, can vary. In particular, β-PFTs span from heptameric complexes punching

2 nm holes, up to 50 nm pores produced by the assembly of around 50 monomers. The latter

pores are produced by members of the largest family of PFT, the Cholesterol-Dependent

Cytolysins (CDC), and allow the transit of fully folded proteins.

Figure 4.2: The only Pore-Forming Toxins having been crystallized in both monomeric and
membrane-inserted conformation are nowadays the β-PFTs α-hemolysin from Staphilococcus
aureus (top left) and Cytolysin A from Salmonella enterica (top right), and the α-PFT Cytolysin
from Vibrio choleare (bottom).

Owing to the amphipathic nature of these assemblies, obtaining a crystal structure of their

membrane-inserted state is particularly challenging. Nowadays, just three PFT have been

crystallized in a multimeric state: the dodecamericα-PFT Cytolysin A from Salmonella enterica
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[99], and the heptameric β-PFTs α-hemolysin from Staphilococcus aureus [131] and Cytolysin

from Vibrio choleare [33] (see Figure 4.2). Interestingly, the conformations of α-hemolysin and

Cytolysin show that the transmembrane element is a β-barrel constituted of seven β-hairpins.

It can be noticed that this barrel can form upon an important conformational change in every

monomer, extracting the β hairpin region from its original position.

Aerolysin is the main β-PFT secreted by several Aeromonas bacteria, which are involved in

food-borne infections such as gastroenteritis. The protein, structurally related to α-hemolysin,

is structured in two lobes. As indicated in Figure 4.3, four domains have been defined [110].

The smaller lobe has been defined as Domain 1, whereas the bigger lobe has been divided in

3 functionally distinct domains. An abundance of β-sheets can be noticed. One of those is

particularly long, around 93 Å, and spans the whole major lobe while also undergoing a 180

degrees twist.

CTP Domain 3

Domain 4

Domain 1

Domain 2

stem

Y221

Y162

W324

H332

K66

I47

M57

Y61

W45

Figure 4.3: Aerolysin monomer. Docking to GPI anchor owns to Domains 1 (cyan) and 2 (red).
Residues having a role in binding are depicted in licorice (W45, I47, M57, Y61, K66 on Domain
1 and Y162, W324, H332 on Domain2). Domain 3’s (green) loop region (tan) is responsible of
membrane insertion. Domain 4 (yellow) is connected to the C-Terminal Peptide (CTP, in blue)
via a loop (dashed blue line) being too flexible to be crystallized. CTP cleavage leads to aerolysin
activation.

Aerolysin is released via Type II secretion system as a soluble precursor, Proaerolysin (see

Figure 4.3). While at high concentration aerolysin forms dimers, at physiological concen-

tration aerolysin is monomeric [40]. Monomeric Proaerolysin binds to high-affinity recep-

tor Glycosilphosphatidilinositol (GPI) anchor on the target cell [4]. It has been shown that

proaerolysin can bind to GPI-anchors only if an anchored protein is present [6]. Proaerolysin

binds to a large variety of GPI-anchored proteins, such as thy-1, contactin, N-CAM120,

semaphorin 7 and CD14 [35, 103, 41]. At present just two exceptions are known, CD59 and
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gp63 [6]. Two binding regions have been detected, located on Domain 1 and Domain 2 respec-

tively [85] (see Figure 4.3). Domain 2 binds with high-affinity to GPI-anchor’s conserved core

while, since all proteins mentioned above lack of sequence homology but are all glycosylated,

Domain 1 binds to these N-linked sugars [6]. Several reasons could explain why aerolysin fails

to bind to CD59 and pg63, one of which could be that sugars on GPI-anchored protein must

be placed in a favorable position to allow subsequent binding of Domain 2 to GPI-anchor’s

glycan core.

Figure 4.4: On top, loop region switching from water-soluble to membrane inserted confor-
mation. Residues realign in order to form a β-hairpin having an alternating hydrophobic-
hydrophilic pattern. On bottom images, model of the heptameric β-barrel (images from [57]).

Upon binding, Proaerolysin is processed into Aerolysin either by soluble digestive enzymes or

by transmembrane protein Furin [3]. This results in a cleavage of the 40 residues C-terminal

peptide located on the tip of Domain 4 (see Figure 4.3, in blue. In the following of this report

we will address to this region as CTP). Mature Aerolysin undergoes circular oligomerization

into a heptameric complex, which is its channel forming configuration. This process is favored

by transient associations with cholesterol-rich micro-domains (so called lipid rafts), leading

to local increases in toxins concentration [5]. The respective position of the seven proteins
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forming the heptamer is still subject of debate. Nevertheless, the transmembrane element has

been identified in a β-barrel constituted by seven loop regions of Domain 3 [57]. As shown in

Figure 4.4, it has been proved that a rearrangement of the loop region gives rise to a β-hairpin

having a characteristic alternating hydrophobic-hydrophilic pattern.

Upon oligomerization, a conformational change is believed to extract the loops from their

original positions, so that they point the underlying membrane. Heptamer is subsequently

believed to insert spontaneously into the bilayer with a mechanism that is still poorly under-

stood. Given its hydrophobic nature, after insertion the tip of the hairpin would fold back to

the bilayer’s core in a rivet-like fashion, anchoring this way the whole transmembrane barrel

to the membrane [57]. The resulting assembly extraordinarily stable, withstanding in fact

proteolysis at high temperatures, incubation with 8M urea or 1% SDS [77].

Channel formation of plasma membrane leads to a selective permeabilization to small ions.

It has been observed that in the presence of Aerolysin, membrane permeability to calcium

ions is increased, and a depolarization of the cellular membrane occurs [70]. Subsequently

various cellular responses can be triggered, such as release of calcium from the Endoplasmic

Reticulum (ER) in granulocytes, apoptosis in T-cells or vacuolation of the ER in epithelial cells.

Interestingly, specific point mutations can have dramatic effects on Aerolysin mode of action.

Y221G mutation, for instance, gives rise to a soluble pore, whose cryo-EM map has been

obtained [137]. Under the light of the rivet-like model introduced above, it is speculated that

this mutation does not insert into the membrane because the β-barrel region is not formed.

By means of in silico studies coupled with in vitro and in vivo experiments (all carried out in

the vander Goot lab, EPFL), we study several aspects of aerolysin’s structure and function. In

detail, the following points will be addressed

• What is the role of the C-Terminal Peptide in protein activation, and what are the

consequences of its removal

• Which mechanism triggers the extraction of the transmembrane loop from its resting

place, and how mutation Y221G hinders it

• What are the structures, at an atomistic resolution, of aerolysin Y221G and WT in their

heptameric conformation

• Which are the properties of the transmembrane β-barrel in terms of accessible area,

electrostatics and ion conductance, and how do they compare with other PFTs.
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4.2 Role of the C-Terminal Peptide

PFT are produced as soluble proteins that diffuse and bind to target cells via specific receptors.

Many subsequently assemble into ring-like structures, undergoing a conformational change

with consequent exposure of hydrophobic surfaces. This drives spontaneous membrane

insertion, leading to the formation of water filled pores. This peculiarity raises two interesting

questions. The first is: since PFTs can adopt two quite different conformations, how is the

folding reaction during biogenesis directed towards obtaining the soluble fold? The second

question is: what mechanisms prevent pore-formation from occurring in the producing cell?

We decided to address these related questions by studying the role of the C-Terminal Peptide

(CTP) of aerolysin in its folding and activation process.

Our aim was to address the precise role of the CTP by combining computational techniques

with site-directed mutagenesis, structural analysis, and functional assays performed by Van

der Goot lab at EPFL. Our collaboration reveals that the CTP drives the protein into the soluble

state during biogenesis, protecting proaerolysin from aggregation possibly by promoting

folding, a quite unexpected observation considering the C-terminal location of the peptide.

Interestingly, mutagenesis of specific residues in the CTP not only affected the efficiency of

proaerolysin folding both in vitro and in vivo, but also reduced the capacity of the CTP to

prevent premature assembly of the heptamer, highlighting the dual role of the CTP in both

preventing aggregation of the newly synthesized protein possibly by assisting folding, and

controlling the quaternary assembly of the active complex. In the following sections, our

computational results as well as their relationship with in vitro and in vivo experiments will

be described [56].

4.2.1 Covalent bonding is not required for binding of the CTP to aerolysin

To characterize the molecular interactions between the CTP and Domain 4, we performed

classical molecular dynamics (MD) simulations. To remain as close as possible to experimental

in vivo conditions, we performed in MD simulations at room temperature (27 degrees Celsius)

and atmospheric pressure (1 atm), and the proteins were solvated by water molecules at

physiological salt concentration (0.15 M of NaCl). MD simulations reported here were all

based on the X-ray structures of wild type (WT) proaerolysin (for details about the structures

used, see Methods 4.2.8). The loop connecting the CTP to the rest of the molecule is however

not visible in any reported crystal structure of proaerolysin, probably due to its flexibility. Thus

proaerolysin was de facto modeled in a situation mimicking a cleaved proaerolysin state (here

after termed aerolysin-CTP). During the 200 ns of MD, the CTP remained firmly bound to the

protein. Native hydrogen bonds and salt bridges were preserved along the entire trajectory, as

were secondary structure elements, both in the CTP and in Domain 4. The mean conservation

of secondary structure in the system, i.e. the percentage of residues in a β-sheet conformation

along the MD simulation with respect to the initial crystal structure, was 86±5% over the last

100 ns.
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Since the MD simulations were performed with the absence of a covalent bond between the

CTP and Domain 4, these observations pointed to a strong binding affinity of CTP for Domain

4. By computing electrostatic, van der Waals and solvation contributions to the binding

of CTP to Domain 4, we estimated their binding energy to be 115 kcal/mol. Our MD-based

observations thus suggest that the CTP remains bound to aerolysin upon proteolytic activation

of the protoxin.

This was confirmed using two independent experimental approaches. First, a dimeric X-

ray structure of the proteolytically processed form of an aerolysin mutant unable to form

heptamers was determined, namely H132N (PDB entry 3G4O). Not only was the observed

structure very similar to that of wild-type (WT) proaerolysin (RMSD of 0.74 Å for subunits A

and 0.92 Å for subunits B in the dimer), it also contained the CTP, in an essentially identical

conformation.

As a second approach to investigate whether the CTP remains bound to the mature toxin

following proteolysis, a WT proaerolysin having a six-histidine tag at the C-terminus, i.e. at

the end of the CTP was produced. When proaerolysin was incubated with Nickel beads,

it remained attached to the beads both before ad after trypsin processing (see Figure 4.5).

This shows that the CTP had not been released upon proteolysis. Consistently with the non-

covalent interaction between the mature toxin and the CTP, aerolysin could be released from

the beads with 4M urea.

Figure 4.5: WT proaerolysin harboring a six-histidine tag at the C-terminus was produced.
Both proaerolysin and activated aerolysin (proaerolysin processed with trypsin) were incubated
with Nickel beads. Both remained attached to the beads and could be eluted with imidazole.
Aerolysin only could be released from the beads with urea.

It had been previously reported that processing of proaerolysin with trypsin leads to the
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release of the CTP from aerolysin [139]. This conclusion was based on the observation that

fluorescence energy transfer was lost between a fluorescent probe, IEADANS, attached to an

engineered cysteine on the CTP at position 445 and T203 in Domain 4. Our current findings

suggest that the previously observed release of the CTP was artefactually induced by the

mutation and/or labeling of the cysteine at position 445. Indeed, in WT proaerolysin, I445

on the CTP is buried within a hydrophobic pocket in Domain 4 and labeling of C445 with

the bulky and polar IAEDANS fluorophore must have triggered a severe perturbation at the

CTP-Domain 4 interface, leading to premature release of the CTP upon trypsin cleavage (see

Figure 4.6).

Figure 4.6: Equilibrated model of IAEDANS tag. The molecule perturbs the interactions within
CTP and Domain 4, helping CTP detachment as soon as proteolytic cleavage takes place.

4.2.2 Identification of key residues for CTP-aerolysin binding

Both X-ray structures of WT proaerolysin and H132N aerolysin-CTP show the presence of

a similar complex network of interactions between the CTP and Domain 4 composed of H-

bonds (10 in subunit A, and 16 in subunit B), salt bridges (D207 with R442 and K198 with E451),

and hydrophobic interactions. To identify key residues responsible for binding of the CTP

to Domain 4, we performed in silico alanine scanning on most of the CTP. In silico mutation

of a given CTP residue to alanine has the effect of removing most of the native non-bonded

interactions (i.e., electrostatic and van der Waals contributions) with the local environment.

By comparing the binding free energy of the WT species and its alanine mutant, it is possible

to estimate the individual contribution of a given CTP residues to the binding affinity with

Domain 4. The greater the variation, the more the residue has a relevant role in the steady

binding of the CTP to Domain 4.

As expected, mutation of solvent exposed residues showed little variation in the binding free

energy. A low but significant variation was observed for certain polar residues, such as N458,

which forms a hydrogen bond with D222, D448, which forms a salt bridge with K198, and
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Figure 4.7: MM/PBSA alanine scanning on CTP residues. Hydrophobic residues L441, F457 and
L462 are the main responsible of CTP binding to Domain 4.

especially R442, which forms a salt bridge with D207. The most dramatic variations in the

binding free energy (about 6 kcal/mol) were observed for three hydrophobic residues: L441,

F457 and L462. All three residues point inside a hydrophobic pocket in Domain 4 underlying

the CTP. More specifically, L441 interacts with V285, A204, P283 on Domain 4 and L443 on the

CTP, L462 interacts with V217, L219, and I296 on Domain 4 and I414 and L443 on the CTP, and

finally F457 points straight into Domain 4, and is blocked by steric hindrance with V197 and

L297 on the Domain 4 and A411 and L452 on the CTP.

4.2.3 In silico mutation F457G affects the stability of both CTP and Domain 4

Since F457 on the CTP points straight into Domain 4, we investigated the effect of mutating

this residue to glycine in silico using an MD setup similar to the one adopted for the WT

species. The mean conservation of the secondary structure of the CTP drastically dropped

from 76±12% for the wild type to 17±4% for the F457G mutant. The CTP structure remaining

after the simulation was a portion of the α-helix, which we determined to be the most stable

structural element in an MD simulation of just the CTP in water. Interestingly, the F457G

mutation also affected the underlying Domain 4. Indeed, after 100 ns of MD, the mean

conservation of the secondary structure of Domain 4 (including CTP) was 86±5% for the wild

type and 67±5% for the F457G mutant (see Figure 4.8). By computing electrostatic, van der

Waals and solvation contributions to the binding of the mutated CTP (F457G) to domain 4, we

estimated their binding free energy to be 75 kcal/mol. This represents a significant reduction

with respect to the 115 kcal/mol previously estimated from the aerolysin-CTP MD simulation.
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Figure 4.8: In MD, WT CTP remains steadily connected to Domain 4 (top left). Conversely, F457G
CTP quickly loses secondary structures, and starts disconnecting from Domain 4 (top right).
CTP unfolding in F457G simulations also affects Domain 4 fold. (bottom) secondary structure
evolution of Domain 4 and CTP in F457G and WT simulations.

4.2.4 In silico removal of the CTP affect aerolysin’s folding

The effects produced by a mutated CTP on Domain 4 prompted us to compare the struc-

tural features of aerolysin with and without its CTP. In silico, we removed the CTP from the

proaerolysin crystal structure, and 200 ns MD simulation was performed. Simulations per-

formed in the presence and absence of the CTP were subsequently compared. The structural

flexibility of each residue was quantified by calculating the root mean square fluctuation

(RMSF) of the residue along the MD trajectory. Removing the CTP had no significant effect

on the structure of Domain 2 and 3 (Domain 1 was omitted from the simulation since it is

known to act as an independent folding unit [77]). In contrast, removal of the CTP led to an
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average increase of 6.8±3.2 Å of the RMSF for a given residue in Domain 4, suggesting that the

CTP stabilizes the structure of Domain 4. The CTP also had an influence on the secondary

structure of Domain 4. This was assessed by tracking the percentage of secondary structure

conservation along the two simulations, i.e. the percentage of residues adopting a β-sheet

conformation in the absence of CTP as compared to crystal structure of proaerolysin. In the

absence of the CTP, the secondary structure conservation of Domain 4 was 67±10% , compared

to 86±5% in the presence of CTP, and the root mean square deviation (RMSD) after 200 ns of

MD was 8.8 Å, compared to 3.6 Å in the presence of CTP (see Figure 4.9). In silico removal of

the CTP led to the unfolding of the β-strand encompassing residues S272 to S280 in Domain 4.
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Figure 4.9: Effects of CTP removal. Without CTP, Domain 4 RMSF increases in Domain 4(top),
and unfolding takes place along simulation (bottom).
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Interestingly, a further sequence-based analysis using order prediction algorithms identified

the 268-282 segment as the most disordered region of Domain 4 (see Figure 4.10, for algorithms

used see Appendix A.4), raising the possibility that the β structure observed for this segment

in the proaerolysin crystal structure is in fact imposed by the CTP. It is interesting to note that

induced folding of intrinsically unstructured elements often involves hydrophobic, rather

than polar, interactions [95] as observed here for the CTP-Domain 4 interface.

Figure 4.10: Cumulated results of eight disorder prediction algorithms. The segment 268-282 is
consistently predicted as intrinsically disordered. This strand unfold both in F457G mutation
and upon CTP removal.

4.2.5 Mutation or removal of the CTP prevents folding of aerolysin in vitro and in
vivo

In silico alanine scanning analysis predicted that mutation of L441, F457 and L462, and to

a lesser extent R442, to alanine should affect binding of the CTP to Domain 4. To test these

predictions, constructs expressing these mutants in the E. coli periplasm were generated.

We also sought a mutation that would affect the secondary structure of the CTP but not the

binding. We chose to change S453 to proline since this residue localizes to the middle of

the α-helix of the CTP and does not make contacts with Domain 4. In agreement, in silico

mutation of S453 to alanine did not lead to a significant variation in the binding free energy.

Due to the folding of its side chain back onto the protein backbone, proline imposes severe

constraints to the backbone geometry leading to helix breaking.
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All proaerolysin mutants were detected in bacterial extracts showing that they were synthesized

and not degraded to any significant extent (see Figure 4.11). Proaerolysins L441A, R442A and

L462A were recovered in significant amounts in the periplasmic fraction. Proaerolysin S453P

was barely detectable in the periplasmic fraction, but following purification low amounts of

the protein could be obtained. Proaerolysins F457A/G were essentially undetectable in the

periplasmic fraction and neither could be recovered following purification on Nickel columns.

These observations show that mutating S453P or F457G induced aggregation of proareolysin

in the bacterial periplasm, either due to the exposure of a hydrophobic patch or improper

folding of part of the protein. The small amounts of toxin that could be purified for all mutants

was however properly folded as indicated by the WT-like hemolytic activity of the mutants

following trypsin cleavage (see Figure 4.12 A and B).

Figure 4.11: The amount of toxin present in cell extracts as well as in the periplasmic fraction
were quantified for 3 independent experiments (n = 3). Error bars represent standard devia-
tions. Proaerolysins F457A/G were essentially undetectable in the periplasmic fraction, and
proaerolysin S453P was barely detectable.

The in vitro folding of the mutant proaerolysins was subsequently investigated. For this,

proaerolysins, WT and mutants, were unfolded in urea. All four proaerolysin mutants showed

very similar urea unfolding curves. Following unfolding in 4M urea, refolding of proaerolysins

was triggered by dilution in a urea-free buffer. The efficiency of folding was indirectly moni-

tored by measuring the hemolytic activity of the refolded proaerolysins after proteolysis with

trypsin. Hemolysis was followed as a function of time. Under these conditions, refolded L441A

and S453P systematically showed a delayed hemolytic activity (see Figure 4.12 C). These exper-

iments reveal that in vitro folding into a soluble state of the L441A and S453P proaerolysin

mutants was impaired and the extent correlated with the ability of the mutants to fold into a

soluble state in vivo.
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Figure 4.12: (A) WT and mutant proaerolysins were processed with soluble trypsin, added to
erythrocytes and the transmitted light at 600 nm of the sample was followed at room temperature
as a function of time. Plots represent the percentage of transmitted light as a function of time.
This is a representative experiment out of 4 independent experiments. (B) WT and mutant
proaerolysins were processed with soluble trypsin, then subjected to a serial dilution (1/2) in a
96 well plate and incubated with erythrocytes. The number of wells lysed after 60 min at room
temperature was determined. Error bars represent standard deviations (n = 3). (C) WT and
mutant proaerolysins were unfolded in 4 M urea, then diluted in a urea free medium. After 10
min, samples were treated with trypsin for 10 min. Erythrocytes were added and the transmitted
light at 600 nm of the samples was followed at room temperature as a function of time. This is a
representative experiment out of 5 independent experiments.

Since aerolysin without the CTP could not be purified from bacteria, we studied the folding of

aerolysin by cleavage of proaerolysin with trypsin followed by unfolding in urea. Unfolding

transitions occurred at similar concentrations of chaotropic agents whether proaerolysin

was processed by trypsin or not, suggesting proaerolysin and aerolysin-CTP have similar

stabilities. Refolding was initiated by dilution into a urea free buffer, and secondary structure

was subsequently monitored by circular dichroism (CD) in the far UV. Upon unfolding and

refolding, the spectrum of proaerolysin was to a large extent recovered (Figure 4.13 A). In

contrast, the spectrum of aerolysin under refolding conditions showed typical features of a

random coil, with a strong negative ellipticity in the 200 nm spectral region possibly due to

protein aggregation. Thus, aerolysin was unable to reach a soluble state in vitro confirming

the in vivo experiments. That aerolysin failed to reach a native conformation in vitro was

confirmed by the lack of hemolytic activity after refolding from >4 M urea, in contrast to

proaerolysin which refolded properly even from >6 M urea (Figure 4.13 B).

Altogether, these computational analyses and experimental observations indicate that the

CTP is required for proper folding of aerolysin and that both the structure of the CTP and its

binding affinity to Domain 4 are important for proaerolysin to reach a soluble active state.
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4.2. Role of the C-Terminal Peptide

Figure 4.13: (A) Circular dichroism spectra were acquired for proaerolysin before (blue) and after
processing with trypsin (red, labeled aerolysin-CTP). Proteins were unfolded in 4 M urea and
refolded by 10 fold dilution in a urea free buffer. The spectra of Refolded proaerolysin (yellow)
and Refolded aerolysin (which has lost its peptide by unfolding) (green) were then acquired.
Secondary structure could be recovered only by proaerolysin (B) Proaerolysin was subjected to
proteolysis (red) or not (blue), unfolded in between 0 M and 6.3 M urea and allowed to refold
in urea free buffer before the hemolytic activity was assessed. Proaerolysin was processed with
trypsin after refolding. The results are the mean of 3 independent experiments. Error bars
represent the standard deviation. Only proaerolysin was active after refolding.

4.2.6 The CTP promotes folding and prevents heptamerization

Finally, it was investigated whether the CTP could also act when added in trans during in vitro

refolding of aerolysin. It was found that addition of 5-fold molar excess of synthetic CTP led to a

significant and reproducible recovery in hemolytic activity of aerolysin, whereas addition of an

irrelevant peptide did not. The fact that rescue was only partial is not surprising since having

a covalently bound CTP, as in proaerolysin, greatly increases the effective concentration of the

peptide, a situation that cannot be mimicked by ectopic addition of excess CTP. A corollary

of the observation that the CTP inhibits oligomerization is that the CTP must be displaced

from the mature protein for the process to occur and thus that weaker CTP binding should

promote oligomerization. It was first tested that the S453P CTP is be released more readily

than the WT CTP. Indeed, apparent ko f f rate of S453P was estimated as being 10 times higher

than WT. That the S453P CTP has a lower affinity for the mature toxin was confirmed by the

observation that upon binding of S453P aerolysin-CTP to Nickel beads, about 40% of the total

aerolysin was recovered in the unbound fraction, i.e. it was released from the bead-bound CTP,

whereas less than 10% of the aerolysin was released when performing a similar experiment

with the WT toxin. Importantly, the CTP-free aerolysin fraction recovered from the S453P-

treated beads had the same hemolytic activity as WT proaerolysin treated with trypsin. Three

important conclusions can be drawn from this observation: 1) it is confirmed that the CTP

is not required for pore formation [139] 2) CTP-free aerolysin does not unfold, but might
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change conformation, since it retains its full activity; 3) CTP-free aerolysin does not undergo

unproductive aggregation, thus the role of the CTP is not merely to prevent aggregation of

monomers.

Upon trypsin cleavage of S453P proaerolysin, oligomerization occurred faster than for WT.

This is consistent with the fact that, if CTP release is necessary for oligomerization, then

oligomerization should be accelerated when CTP binding is weaker. To our surprise, we found

that S453P actually already showed some hemolytic activity even in the absence of trypsin

cleavage, which is never observed for WT proaerolysin. This activity was some 15 fold lower

than upon trypsin cleavage, yet significant and reproducibly detectable. Hemolytic activity in

the proaerolysin form was also observed for the other CTP mutants L441A, R442A and L462A,

but to a lesser extent. These observations show that cleavage of the loop linking the CTP to

Domain 4 is not essential and that peptide displacement is sufficient.

4.2.7 Discussion

Guided by a combination of molecular simulations and in silico mutagenesis analysis and

using a combination of structural and functional assays on WT and mutant toxins, we show

that the CTP is essential for the folding of aerolysin into a soluble toxin. Due to the fact that

it promotes folding but is not part of the final active conformation of the protein, i.e. the

transmembrane heptameric pore, the CTP qualifies as a chain-linked molecular chaperone

[25]. Chaperones comprise both proteins that favor the folding reaction of substrate proteins

and proteins that control the quaternary assembly of multisubunit complexes. These two

distinct roles can also be found in chain-linked, or intramolecular, chaperones and have been

termed type I (folding) and type II (assembly) intramolecular chaperones [25]. Chain-linked

chaperones can be short peptides (around 40 residues) or independent folding units. They

are often found in secreted or transmembrane proteins, a situation that requires the protein

to be translocated across the plasma membrane in prokaryotes (as for proaerolysin) or the

ER membrane in eukaryotes. As discussed below, due to the directionality of membrane

translocation coupled to protein synthesis, type I intramolecular chaperones are found at the

N-terminus of proteins. However, exceptions, such as aerolysin, exist. Indeed, an N-terminal

chaperone prevents misfolding a priori, while a C-terminal chaperone would act a posteriori.

In contrast, most documented type II intramolecular chaperones are C-terminal. Irrespective

of their localization, chain-linked chaperones should not be part of the final structure, which

implies that they must be cleaved off at some point.

One of the earliest and best-characterized examples of a protein with an N-terminal in-

tramolecular chaperone is Bacillus subtilis subtilisin, in which the 77 first amino acids fold

into a well defined domain promoting the folding of the next 275 residues, acting as a type I

chaperone, and is subsequently cleaved off by autoproteolysis [58].

C-terminal intramolecular chaperones have also been described. They are, however, generally

of the type II, playing a role in controlling the quaternary assembly of proteins such as tail
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spikes of bacteriophages or fiber forming collagen [25]. Examples of type I C-terminal chap-

erones are rare and evidence is circumstantial [106, 138, 122, 61]. Aerolysin thus appears to

be the first example of a protein bearing a C-terminal chain-linked chaperone promoting the

formation of soluble monomeric subunits and controlling assembly of the active complex,

i.e. both type I and type II. The present studies indeed show that the aerolysin CTP acts as

a type II chaperone in controlling the onset of heptamerization, a role consistent with its

C-terminal location. More unexpectedly, we found that the CTP drives formation of soluble

proaerolysin. Mutations in the CTP that affects its structure (S453P) or its binding to Domain 4

(L441A, F457G) indeed lead to aggregation of proaerolysin both in vivo and in vitro. Moreover

aerolysin, devoid of CTP, also aggregated. Importantly, addition in trans of a 5 fold molar

excess of synthetic CTP allowed partial recovery of activity. Upon CTP release, the trigger for

which remains to be established, aerolysin remains folded, possibly with a somewhat different

conformation, as illustrated by the full hemolytic activity of CTP-free aerolysin obtained from

the S453P mutant. The unaltered activity of CTP-free aerolysin also indicates that the CTP

plays a role in the biogenesis of the toxin and does not prevent unproductive aggregation

of protein once folded. Altogether, these observations thus classify the aerolysin CTP as a

chain-linked intramolecular chaperone.

Our observations clearly indicate that the CTP prevents aggregation of proaerolysin during

biosynthetic folding. As mentioned above, and as supported by the ability of the CTP to

promote recovery of hemolytic activity upon in vitro folding of aerolysin, the CTP appears to

do more than merely preventing aggregation as also suggested by the molecular dynamics

studies. Confirming that the CTP promotes the folding of aerolysin and how it does so will

require further investigation. Since proaerolysin is translocated from N- to C-terminus when

crossing the inner Aeromonas membrane, the CTP appears last. In particular, it appears some

250 residues later than some of the residues it interacts with. What is also puzzling is that

the CTP is not an independent folding unit that could guide folding of the rest of the protein,

as is the case for most type I intramolecular chaperones. Our MD simulations suggest that

when released from the protein, as mimicked by the F457G mutation, or when free in solution,

the CTP is largely unfolded. Therefore the CTP might stabilize folding intermediates. It has

been proposed that, as a protein follows its folding landscape, the chaperone domain binds

to, stabilizes and increases the population of molecules with native conformations. Thus, as

opposed to general chaperones, which are thought to lack any structural information about the

protein they fold, dedicated chaperones and possibly the aerolysin CTP could promote folding

via conformational selection [84, 136, 72] and thus convey steric information. This hypothesis

is consistent with the observation that one segment of Domain 4 with which the CTP interacts

in the final structure, residues 269-279, is predicted to be unstructured. Even though largely

unfolded, such segments are likely to fluctuate between multiple folded states during short

times, one of which could be stabilized by the CTP. A prediction from the conformational

selection model for CTP-mediated proaerolysin folding is that folding should be affected by

mutations in the CTP. This is indeed what we observed for the mutants suggested by in silico

alanine scanning mutagenesis and in particular for the S453P and F457A/G mutations.
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As mentioned above, the CTP appears to force segment 268-272 into a β-strand conformation.

Importantly, this segment is directly followed by the loop in Domain 3 that is to form one of

the amphipathic β-hairpins of the heptameric transmembrane β-barrel pore. The ability of

the CTP to control the folding state of the underlying β-strands (note that Domain 4 shares

multiple β-strands with Domains 3 and 2) suggests that the peptide also acts as a switch to

control the pore formation process. Our observations indeed show that CTP release promotes

oligomerization and that the CTP is not part of the final pore. Future studies will address

what triggers release of the CTP. Our preliminary observations indicate that specific detergents

can displace the CTP, consistent with the importance of hydrophobic interactions in CTP

binding and suggesting that the target cell membrane may play a role. Future studies will

also address whether CTP release triggers partial unfolding of Domain 4 and whether these

changes propagate to Domain 3 helping overcome the energy barrier that leads to formation

of the heptamer, the most thermodynamically stable conformation [77].

4.2.8 Material and Methods

Structural models

WT proaerolysin in its dimeric form has been crystallized with a resolution of 2.8 Å (entry

1PRE in protein databank). In this crystal structure, two loops located on top of Domain 4

proved too flexible to be crystallized, namely residues 207 to 211 and 423 to 439. A crystal

structure of dimeric proaerolysin mutant Y221G has been obtained with a higher resolution of

2.2 Å (entry 3C0N in protein databank). In this crystal, residues 207 to 211 could be mapped in

the crystal structure but loop 423 to 439 is still missing. This loop connects the CTP to the rest

of the protein, and contains the site where cleavage takes place during aerolysin activation

(420-427).

A model of wild-type aerolysin with the propeptide bound (labeled CTP-WT) to use in molecu-

lar dynamics simulations was obtained by using 3C0N structure, and mutating residue 221

back to tyrosine using 1PRE as a structural template (wild-type rebuilding did not caused any

steric problem since 3C0N and 1PRE were virtually identical). We assumed that this model

would mimic the aerolysin structure after cleavage, i.e. C-terminal propeptide no longer

covalently connected to the protein, but still bound to it. In fact, this model is structurally

equivalent to the cleaved aerolysin H132N X-ray structure showed in this work. We modeled

active aerolysin (labeled WT) by removing the propeptide from the previous model. Mutation

F457G has been performed by removing the F457 side-chain.

Aerolysin contains six histidines. Their protonation state at physiological pH has been defined

by the presence of proton donors and acceptors in their neighborhood in the crystal structure.

We concluded that in H107, H121, H132, H186 and H332 Nε atom is protonated, whereas in

H341 Nδ is protonated.
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Molecular Dynamics Simulations

Structural model systems were solvated in a rectangular box of pre-equilibrated TIP3P water

molecules, and their total charge was neutralized by the addition of Na+ and Cl- counterions.

Molecular dynamics has been performed for aerolysin with CTP (labeled Aero-CTP), without

CTP (labeled Aero) and mutation F457G using the Amber99SB force field [21] on NAMD

molecular dynamics engine [116], using the SHAKE algorithm on all the bonds, and Particle-

mesh Ewald for treating the electrostatic interactions in periodic boundary conditions [13].

We used an integration time step of 2 fs. The systems were energy-minimized by means of

1000 conjugate gradient steps, and subsequently gradually heated from 0 to 300 K in 1 ns

at 1 atm. Simulations were run in the NPT ensemble at 1 atm and 300 K. Temperature was

controlled by means of Langevin forces, using a damping constant of 1 ps−1.

Preliminary results confirmed that Domain 1 is bulky and, being connected by a long random

coil to the large lobe, extremely flexible with respect to the rest of the protein. Since this

resulted in no influence on the structure of the other domains, and that Domain 1 is known to

act as an independent folding unit [77], we decided to remove it in order to reduce the system

size and therefore speed up the remaining computation. All simulations were run for at least

200 ns. RMSD of MD simulations showed that every system equilibrated in around 10 ns.

Analysis of MD trajectories, as well as rendering of protein structures, has been performed

using VMD [54].

Alanine Scanning

Alanine scanning was performed on the single 200 ns molecular dynamics trajectory of CTP-

WT system. A subset of 200 decorrelated frames (one every 10 ns) was extracted. On this

subset, we calculated binding free energies of Ala mutant species using the MM/PBSA method,

as implemented in the AMBER molecular dynamics package [21]. The Poisson-Boltzmann

method was used to compute the electrostatic contribution to the solvation free energy. Ionic

strength molarity was set to 0.1 M, the protein dielectric constant to 1, and the solvent to 80.

Every residue being part of the CTP, excluding glycines and prolines, was scanned. These

residues play a major role in the determination of strand flexibility, thus the alanine scanning

is known to perform poorly. The MM/PBSA method was also used to estimate the binding free

energy of WT and F457G mutated CTP to domain 4. For both these measures, 200 decorrelated

frames extracted from aero-CTP and F547G MD simulations were used, respectively.
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4.3 Macromolecular assembly of Y221G soluble pore

It has been found that a single point mutation, Y221G has a dramatic effect on aerolysin’s

functionality [137]. Remarkably, the toxin can still heptamerize but the resulting assembly,

unable to insert into the lipid bilayer, is locked in a hydrophilic conformation. Authors suggest

that mutation Y221G impairs the conformational changes which are known to take place once

the protein activates (CTP removal and loop region displacement). As a support to this finding,

a cryo-EM of Y221G’s soluble heptamer at 13.5 Å resolution has been obtained (see Figure

4.14). The density map shows seven monomers assembled according to a circular symmetry.

The multimeric structure is 150 Å wide, 80 Å large, and comprises 10 Å large central pore. No

β-barrel can be observed.

Figure 4.14: Heptameric aerolysin Y221G cryo-EM map at 13.5Å resolution [137]

A tentative atomistic model for Y221G heptameric conformation fitted onto the available cryo-

EM has been proposed [137]. The model had a good cross-correlation coefficient with respect

of the cryo-EM map (0.78), but was based on the assumption that aerolysin’s major lobe is

rigid. The mushroom-shaped model was oriented with its "stem", constituted by Domain

4, pointing towards the membrane. Given the large hydrophobic patch located underneath

the CTP [110] and an abundance of aromatic residues forming an aromatic belt, Domain 4

was in fact pinpointed as a good candidate for a transmembrane region. Iacovache et al. later

demonstrated that loop region in Domain 3 assembles into a β-barrel becoming, in fact, the

transmembrane region [57]. The question of how the multimeric structure is oriented with

respect to the membrane remains, therefore, open.

By exploiting the available X-ray structure and cryo-EM map of aerolysin Y221G, we present

here an atomistic model of its heptameric assembly. The model is built by keeping into

account the protein’s natural flexibility, and is finally used to predict specific point mutations

impairing aerolysin’s assembly process.
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4.3.1 Mutation Y221G prevents Domain 4 unfolding and loop extraction

In order to characterize the toxin’s flexibility and pinpoint important differences within WT

and relevant mutations, MD was performed on representative crystal structures. Crystals of

dimeric proaerolysin WT and dimeric mutation Y221G are available in the protein databank

(PDB databank entries 1PRE and 3C0N, respectively). We initially removed Domain 1 from

both monomers, since preliminary results indicated that this domain does not affect the

dynamics of aerolysin’s major lobe constituted by Domains 2, 3 and 4. First, both monomers

were simulated with the CTP non-covalently attached (simulations labeled CTP-WT and CTP-

Y221G, respectively). After 100 ns, protein activation was mimicked by manually removing the

CTP from both equilibrated structures. Subsequently, 200 more ns were simulated (labels WT

and Y221G, respectively).

After 100 ns, both CTP-WT and CTP-Y221G simulations were stable. This is not surprising

since, as seen in Section 4.2.4, the CTP preserves Domain 4 from unfolding. However, the β-

sheet content in CTP-Y221G simulation was slightly higher. This was mainly due to a different

arrangement of residue L277. In fact, in simulation CTP-WT, L277 is solvent exposed, since the

access to Domain 4’s hydrophobic core is hindered by the side chain of residue Y221, located

in the opposite strand. Conversely, in simulation CTP-Y221G, the absence of Y221 leaves L277

space for rotating its side chain, which locks in a hydrophobic pocket constituted by residues

L219, I295, L297, A411 and CTP residues F457 and V460. With the removal of the polar Y221

and the access of L277, Domain 4’s hydrophobic core ends up being more rigid.
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Figure 4.15: Comparison within WT and Y221G secondary structure during MD simulation.
When CTP is removed, in WT unfolding propagates from the top of Domain 4 towards the loop
region. In Y221G, unfolding is blocked in correspondence of L277, which anchors its strand
to the rest of Domain 4. In the inset, in mutation Y221G L277 rearranges, pointing inside the
neighboring hydrophobic pocket.
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Upon CTP removal, Domain 4 of WT simulation began unfolding. The strands being the

most affected were L219 to K229 and N269 to V281. Interestingly, unfolding initiated in the

neighborhood of Y221, and propagated towards the loop region. Finally, after 200 ns, just 33%

of the initial secondary structure was preserved. Conversely, CTP removal affected way less

the secondary structure of simulation Y221G. Indeed, after 200 ns, 59% of the initial secondary

structure was preserved (Figure 4.15). Interestingly, after CTP removal, L277 holds its position

in Y221G hydrophobic pocket, while neighboring residues also preserve their initial β-sheet

secondary structure (see Figure 4.16).

Figure 4.16: Comparison of Ramachandran plot of L277 and S276 residues in WT and Y221G
simulation. In Y221G, S276 maintains an helical conformation along the whole trajectory due
to L277 rearrangement.

In the absence of Y221G, residue L277 plays therefore a relevant role on the increased order in

Y221G Domain 4. The peculiar position of Y221 in the hydrophobic pocket located underneath

the CTP could eventually serve as a trigger for conformational change, once the CTP is re-

moved. Computing the RMSD of the last frames of simulations WT and Y221G with respect to

aerolysin’s crystal structure, underlines how WT went through larger conformational changes:

WT RMSD was 6.12 Å, whereas in Y221G it was 4.4 Å. We conclude that mutation Y221G has a

stabilizing effect on aerolysin. It is tempting to speculate that strand unfolding in WT might

ultimately propagate in the loop region, affecting its binding stability.
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4.3.2 Assembly of aerolysin Y221G heptamer

The differences within WT and Y221G simulations suggested that the two proteins explored a

different conformational space. In order to highlight the most relevant degrees of freedom of

both proteins, we performed a Principal Components Analysis (PCA) on the Cα atoms of their

trajectories (see Figure 4.17).

WT eigenvector 1: 52.2% WT eigenvector 2: 63.5%

Y221G eigenvector 1: 11.3% Y221G eigenvector 2: 24.8%

Figure 4.17: First and second principal component of WT and Y221G MD simulations. Proteins
explore different regions of the conformational space.

By observing the most relevant modes, we notice that Y221G and WT main movements differ.

Additionally, for Y221G simulation just three eigenvectors are sufficient to represent most

protein motions (a total of 94.5%), whereas in order to describe more than 90% of WT protein

movements, 12 eigenvectors are needed. In order to directly compare the two simulations,

the two simulations were p projected in the same eigenspace (see Figure 4.18). Results clearly

indicate that aerolysin WT and Y221G explore different regions of the eigenspace. This analysis

clearly indicates that mutation Y221G not only affects the secondary structure of aerolysin, but

also its overall flexibility. PCA unveiled that in both simulations the most relevant movement

was related to the flexibility of Domain 4 with respect of Domain 3. This degree of freedom

cannot be ignored when attempting to predict aerolysin’s multimeric conformation.

Having obtained information about Y221G flexibility, we tackled therefore the problem of

predicting its multimeric conformation on the base of the available cryo-EM structure. To do

so, we initially extracted one frame every 100 ps from our MD Y221G simulation, and used
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Figure 4.18: Projection of WT and Y221G simulations in the same eigenspace. The two proteins
explore different regions of the eigenspace.

them as a structure database. Every structure was indexed by the values of the projections on

trajectory’s 3 main eigenvectors (representing 94.5% of protein movement). The heptamers’

conformational space was defined as the three rotation angles and a translation of a monomer

with respect of the center of symmetry of the assembly. Having defined the correct orientation

of a monomer, a complete heptamer can be simply assembled by extracting a structure from

the database and applying a rototranslation matrix so that a circle is equally partitioned in

seven sectors. To score the quality of an assembly, also called its fitness, we kept into account

two contributions: one geometric and one energetic. Our task is to find the assembly having

the lowest fitness by exploring the space of possible alignments of 7 monomers extracted

from our conformations database. The time necessary to find the best solution in such an

optimization problem by means of a brute force approach is directly proportional to the size

of the search space and to the granularity of the search grid. Such an approach becomes

inefficient when the search space becomes large and complex as in the case of protein-protein

docking. To tackle our problem, we adopted a Particle Swarm Optimization technique (as

implemented in POW software, see Chapter 3). POW generated six models, which were rigidly

docked in the available cryo-EM map using Situs [142], and ranked according to their cross-

correlation coefficient (CCC). The best model obtained with this procedure had a CCC of

0.72. This model was further optimized by means of a protocol based on Molecular Dynamics

Flexible Fitting (MDFF). This technique aims at docking flexibly all atom structures in density

maps using MD simulations. The result was a model having a CCC of 0.92 (see Figure 4.19).

Conversely, when only a single monomer extracted from aerolysin’s X-ray structure was used
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to assemble a multimer, none of the solutions explored met the solutions filtering criteria. This

indicates that no structure satisfying the given geometric restraints could be found. We docked

the best solution (fitness equal to 4.75) into the Y221G cryo-EM map obtaining a CCC of 0.57,

value significantly lower than what obtained using the flexible docking protocol and consistent

with the several inconsistencies of the model with known experimental data. This comparison

shows that using an ensemble of structures representative of monomer flexibility leads to

improved performances in assembly prediction and to the generation of more biologically

sound models.

The position of Domain 1 and 2 GPI-anchor binding sites prompts us to locate the membrane

in contact with these regions. The hairpin M140-G153, also supposed to be responsible of

binding to the membrane [92], is by consequence also in contact with it. In our model, we

are therefore turning aerolysin’s structure upside down with respect to of all the other models

proposed up to now [110, 137]. Domain 3 acts as a hinge and Domain 4 stems upwards,

constituting therefore the pore mouth. Interestingly, Domain 4 strands L219 to K229 and N269

to V281, connected to the loop region, are aligned vertically. Polar and charged residues K198,

D207, D222, R288 and K290 are exposed to the lumen. The loop region itself, is favorably

located above a hole in the density map. By means of a sliding movement, the loop could

easily reach the underlying bilayer via a sliding movement.

In order to validate this model experimentally, we focused our attention on polar residues lo-

cated in the neighborhood of a protein-protein interface. 14 residues that could have an active

role in binding two aerolysin monomers were identified. Mutating these to alanine should

reduce the binding affinity of two monomers, as such affecting the multimerization process.

Mutagenesis results, although preliminary, are encouraging. Mutations K198A, D216A, R282A

(Domain 4 - Domain 4 interface) K369A, E367A (Domain 2 - Domain 1 interface) and K351A

(Domain 2 - Domain 3 interface), lead indeed to delayed or even impaired heptamerization.

Another ongoing experiment aims at detecting, using nanogold labeling, residues located on

top of domain 4 (pointing therefore upwards in our model). For this reason, we suggested four

possible mutations: A287C, L422C, T210C and R288C. These residues are all solvent exposed

on top of Domain 4, and are not involved in any relevant interaction within monomers.

A successful labeling in this experiment will validate, at the same time, our model and its

orientation with respect to the lipid bilayer.

4.3.3 Materials and Methods

Structural Models

WT proaerolysin in its dimeric form has been crystallized with a resolution of 2.8 Å (entry

1PRE in protein databank). In this crystal structure two loops located on top of Domain 4

proved too flexible to be crystallized, namely residues 207 to 211 and 423 to 439. A crystal

structure of dimeric proaerolysin mutant Y221G has been obtained with a higher resolution of
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Figure 4.19: Top and side view of Y221G heptamer atomistic model superposed to Y221G cryo-
EM map (13.5 Å resolution) produced by Tsitrin et al. [137]. Yellow spheres show interfacing
residues that, mutated to alanine, lead to delayed heptamerization. Green spheres show residues
responsible of binding to GPI-anchors. In the inset, the loop region could reach the membrane
by sliding through the hole underneath it.
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2.2 Å (entry 3C0N in protein databank). In this crystal, residues 207 to 211 could be mapped

in the crystal structure but loop 423 to 439 is still missing. This loop connects the CTP to

the rest of the protein, and contains the site where cleavage takes place during aerolysin

activation (420-427). We obtained a model of WT aerolysin with the CTP bound (labeled

CTP-WT) by using 3C0N, and mutating residue 221 back to tyrosine using 1PRE as a template.

We assumed that this model would mimic the aerolysin structure after cleavage, i.e. CTP

no longer covalently connected to the protein, but still bound to it. Aerolysin contains six

histidines. Their protonation state has been defined by the presence of proton donors and

acceptors in their neighborhood in the crystal structure. We concluded that H107, H121, H132,

H186 and H332 have the NE2 atom protonated, whereas in H341 atom NE1 is protonated.

Molecular dynamics simulation protocol

CTP-WT and CTP-Y221G systems were solvated in a rectangular box of pre-equilibrated TIP3P

water, and their total charge was neutralized by the addition of N a+ and C l− ions. Molecular

dynamics has been using the Amber99SB force field [21] on NAMD molecular dynamics

engine [116], with SHAKE algorithm on all the bonds, and Particle-mesh Ewald treating the

electrostatic interactions in periodic boundary conditions. We chose an integration step of 2 fs.

The systems had their energy initially minimized by means of 1000 conjugate gradient steps,

and have subsequently been gradually heated from 0 to 300 K in 1 ns at 1 Atm. Simulations

were run in the nPT ensemble at 1 atm and 300K. Temperature has been controlled by means

of Langevin forces, using a damping constant of 1 ps−1. Preliminary results confirmed that

Domain 1 is bulky and, being connected by a long random coil to the bigger lobe, extremely

flexible with respect to the rest of the protein. Since this resulted in no influence on the

structure of the other domains, and that Domain 1 is known to act as an independent folding

unit [77], we decided to remove it from every system in order to reduce the system size and

therefore speedup the computation. Simulations were run during 100 ns. RMSD of every

simulation showed that every system equilibrated in around 10 ns. At the end of simulations

aerolysin’s structures were extracted and the CTP was manually removed. We assumed that

this would mimic the effect of proteolytic cleavage. The two newly obtained systems, labeled

WT and Y221G respectively, were equilibrated and simulated during 200 ns using the same

simulation protocol detailed above. Analysis of molecular dynamics trajectories, as well as

rendering of protein structures, has been performed with VMD provided tools [54].

Principal Component Analysis

From Y221G and WT trajectory we extracted one frame every 100 ps containing only the

coordinates of the Cα atoms of the protein. 2000 uncorrelated frames were therefore obtained,

for every simulation. PCA was performed on the obtained conformations ensembles. The first

three eigenvectors were representative of 94.5% and 72.9% of protein movement, respectively.

By computing the dot product of the structures with all the selected eigenvectors we obtained

the fluctuation associated to every conformation with respect to the main modes. In order to
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project WT and Y221G simulations in the same eigenspace, 2000 structures (Cα only) were

first extracted from both simulations. These were subsequently concatenated in a unique

trajectory, on which PCA was run.

POW protocol

PSO search space was 7-dimensional. Three dimensions defined the rotation angles of a

monomer with respect of the center of symmetry of the multimer, and their value was allowed

to vary within 0 and 360 degrees. One dimension represented the translation with respect of

the center, and varied within 4 and 6 Å, i.e. the expected pore radius as measured in Y221G

cryo-EM map. Finally, three values represented the desired fluctuation of the protein with

respect of its main eigenvectors defined via PCA. These values varied within the minimal and

maximal values in the eigenspace. Periodic boundary conditions were applied on all dimen-

sions. To generate an assembly corresponding to a position on the search space, the structure

in the database being the closest to the desired fluctuations values is initially extracted. The

monomer is subsequently rotated and translated, and a 7-fold symmetry is finally imposed.To

score the quality of an assembly, a sum of two contributions, energetic and geometric, was

adopted (see equation 3.12). The geometric contribution fc is meant to select only the assem-

blies matching observed data. Y221G cryo-EM map indicates that the assembly should be

85±5 Å high and 150±5 Å wide, and have a central pore being 10±2 Å large. To assess fc , we

computed the Euclidean distance within the width wm and height hm of our models and the

desired target measures wt = 150±5 and ht = 85±5. The second contribution, energetic, is

meant to avoid configurations containing severe clashes, and computed a 9-6 Lennard-Jones

potential within the Cα of two neighboring monomers, applying a cutoff at 12 Å (see equation

3.10).

For PSO protocol we used 80 particles, 200 iterations and 3 repetitions. All the measures

performed by every particle were logged and only coordinates having fitness smaller than

zero were retained as potential good solutions. A solution having fitness smaller than zero

respects all geometrical constraints and has a good crystal packing (no clash). Given that

several solutions found by our POW were sampling the same region of the search space, we

clustered solutions having an RMSD smaller than 5 Å and considered the 6 obtained clusters

as representatives of the detected assemblies.

Model refinement

The assemblies corresponding to the 6 solutions obtained with POW were rigidly docked into

Y221G cryo-EM using Situs [142]. Resulting docks were ranked by computing their cross-

correlation coefficient (CCC). It has to be noted that these assemblies were obtained by a

simulation of aerolysin’s major lobe only. For this reason, using HEX [120] we docked Domain

1 within two monomers extracted from the assembly having the highest CCC. A new complete

model was obtained by applying a 7-fold symmetry to Domain 1’s best scoring pose.
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Available cryo-EM had a resolution of 13.5 Å. The best model obtained with PSO search,

composed of 44205 atoms, has been optimized by means of a Molecular Dynamics Flexible

Fitting (MDFF) protocol as implemented in NAMD [135]. In MDFF, a biasing potential is

added to the standard MD force field in order to guide the protein towards region having a

higher density. In order to avoid overfitting, proteins’ secondary structure was restrained. 5 ns

simulation was performed in vacuo at 300 K and 1 Atm, with SHAKE restraining all bonds and

a dielectric constant of 80. 5000 conjugate gradient minimization steps were finally performed.

In order to compare the all atom assembly to the target cryo-EM, a density map of the all atom

assembly having the same resolution of the cryo-EM (i.e. 13.5 Å) was generated. The CCC

within the two maps was subsequently computed.

4.4 Modeling of the wild-type heptamer

Upon heptamerization, WT aerolysin undergoes large conformational changes transforming

it into an amphipathic assembly. In the process, the CTP gets removed from domain 4, and the

loop region gets displaced, crossing the membrane and forming a transmembrane β-barrel.

Wilmsen et al. observed that aerolysin heptamers inserted into lipid vesicles form almost flat

discs being 150 Å wide and within 30 and and 40 Å thick [141]. Interestingly, these aerolysin

discs appear to be mostly separated from the membrane. This observation is strikingly

different from the cryo-EM map of Y221G heptamer, which appears to be mushroom-shaped

[137] and way taller (around 88 Å).

Recently, new density maps of aerolysin heptamers were obtained via a negative staining in

van der Goot lab (see Figure 4.20). This result was possible by producing aerolysin mutations

harboring a disulfide bridge in the loop region via the double point mutation K246C and

E258C. This mutation hinders the complete deployment of the loop in the shape of a β-barrel

(a "partial barrel" is formed), and produces aerolysin heptamers dimerizing in two possible

ways. In most cases, a heptamer in prepore state dimerizes with an heptamer having its barrel

already formed (in the following, we will simply refer to this state to as "pore"). In this case,

pore’s β-barrel (visible in some cases) locks inside the cavity of the prepore. Interestingly,

while the prepore appears similar to the cryo-EM of Y221G, the pore appears distinctively

disc-shaped.

This result constitutes the first density map of aerolysin having its barrel at least partially

formed. Consistently with the first observations of Wilmsen et al., it hints that prepore (Y221G-

like) and pore state are dramatically different. In this study, we aim at modeling at an atomistic

resolution the structure of aerolysin in its pore conformation. We will first characterize the

conformational changes triggered by the extraction of the loop region from its resting place.

Subsequently, the transmembrane β-barrel and the disc-shaped aerolysin assembly will be

modeled and assembled. This will be done by exploiting the newly available density map of

aerolysin in its pore state.
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A

B

Figure 4.20: (A) Classes extracted from a negative staining experiment on aerolysin harboring
a disulfide bridge on its loop region. Two types of associations can be observed, prepore-pore
(highlighted in blue) and pore-pore (in red). (B) 3D reconstruction of a prepore-pore dimer.

4.4.1 Loop extraction affects domains arrangement

The most striking difference within aerolysin WT and Y221G is that only the first is able to

produce a transmembrane β-barrel via a conformational change of the loop region located on

Domain 3. In our Y221G model, the loop region could reach the membrane surface by sliding

away from its resting place. This prompted us to determine the effects of such a rearrangement

on the toxin’s structure. For this reason we equilibrated in MD new aerolysin WT (labeled

WT+CTP) and and WT having its CTP removed (labeled WT) systems and subsequently steered

the loops away from their resting place. This was done by applying a biasing force on loop’s Cα

atoms so that a rotation at constant velocity around a hinge, which we selected as residue E236,

was obtained (see Figure 4.21). These newly obtained systems, labeled WT_loop_extracted

and WT+CTP_loop_extracted respectively, were simulated for 200 ns.
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4.4. Modeling of the wild-type heptamer

Figure 4.21: Setup for aerolysin’s loop steering. Loop region (yellow), is rotated around the E236.
The rotation plane is identified within the Cα atoms of residues E235, G250 and N261 (Van der
Waals spheres)

Interestingly, in both systems steering the loop led Domain 4 to rearrange with respect of

Domain 3, assuming a totally new configuration (see Figure 4.22). In order to quantify this

rearrangement, we first of all considered aerolysin domains as rigid bodies flexing one respect

to each other. All trajectories were initially aligned on Domain 3 (in green in Figure 4.22 inset).

Subsequently, for every simulation frame the Principal Components of Domain 4 (in yellow)

were calculated. Since Domain 4 is elongated, the first principal component corresponds to the

vector connecting Domain 3 to the tip of Domain 4. For every frame, this vector was extracted

and converted in spherical coordinates. The obtained φ angle represents how parallel Domain

3 and 4 are, whereas the ψ angle displays Domain 4 side twist. We observe that in simulation

CTP-WT Domain 4 angles fluctuate around an equilibrium point corresponding to crystal

structure arrangement. Upon loop extraction, Domain 4 twists sidewise and flattens with

respect of Domain 3. When both CTP is removed and loop is extracted, Domain 4 twists and

completely flattens with respect of Domain 3. This result shows that both CTP and loop region

affect aerolysin’s domains arrangement.
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Figure 4.22: Comparison of Domain 4 flexibility in WT aerolysin upon CTP removal and loop
extraction. Both CTP and loop affect domains arrangement.

4.4.2 Model of the aerolysin WT heptamer

On the basis of the density map of aerolysin WT heptamer produced in Van der Goot lab, we

aimed at modeling the membrane inserted assembly’s structure at atomistic resolution. To

do so, we distinguished two parts which were modeled independently: the transmembrane

β-barrel (constituted by residues part of the loop region), and the outer assembly (all the

residues, loop region excluded). The available density map does not provide a clear view of

the first part, but it clearly shows the second.

Since no structure of the transmembrane β-barrel exists for aerolysin, we modeled it on the

basis of its homologue α-hemolysin, using as seed the first model produced by Iacovache et

al [57] (hereafter "rivet model"). This was done by assuming that aerolysin’s barrel should

have a length similar to the one of α-hemolysin. For this reason, we extended the rivet model

so that the length of α-hemolysin barrel is matched (from residue K229 to residue N269, see

Figure 4.23). Strikingly, unlike α-hemolysin, the resulting model exposes a large amount

of charged residues on its lumen (E237, K238, K242, K244, K246, E252, E254, E258). Also,

interestingly, an alternating hydrophobic-hydrophilic pattern, peculiar of transmemberane

β-barrels, is present on a length of about 25 Å. This length matches the average thickness of

the hydrophobic region of in an eukaryotic bilayer. This alternating pattern terminates on

a ring composed of aromatic residues W265 and Y233, facing outwards. This aromatic belt

would provide an ideal anchoring to the bilayer’s external surface. Just one polar residue, E237,

is facing outwards, in contact with the membrane. However, its short distance from lipids

polar heads would permit it to snorkel. It should also be pointed out that, as already noted by
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Iacovache et al., aerolysin’s barrel could hook to the internal part of the bilayer in a peculiar

rivet-like conformation. The model was finally minimized and equilibrated in a POPC bilayer.

E252
K246
E254
K244

K242
E258

K238

E237

W265
Y233

Figure 4.23: Top view (left) and side view (right) of aerolysin’s modeled β-barrel. Dashed lines
indicate the approximate position of a bilayer’s polar heads. Several polar residues are exposed
to the pore lumen, and an aromatic belt is favorably placed next to lipids’ heads, contributing to
the pore’s steady hooking.

In order to properly model the outer assembly, aerolysin cannot be considered as a rigid body.

In fact, as previously seen, loop extraction and CTP removal trigger large conformational

changes both in secondary and tertiary structure. In order to keep into account this flexibility,

we exploited the information obtained via our MD simulations of loop extraction reported

in Section 4.4.1. From the simulation labeled WT_loop_extracted we extracted therefore

2000 different protein conformations. In every extracted snapshot the loop is a flexible,

unstructured region being solvent exposed. For this reason, residues already modeled in the

β-barrel were removed from the snapshots. This new collection of different conformations

was used to model the outer assembly by means of POW, which was requested to produce a

heptamer having a circular symmetry, matching height (less than 45 Å) and width (150±5 Å)

or the pore structure (disc shaped) in the known density map. As an additional restraint, we

imposed G270 to be as close as possible to the pore’s center. This restraint was adopted to

ensure that residue G270 would be favorably placed to connect with the previously modeled

β-barrel. We obtained a model having a cross-correlation coefficient (CCC) with respect of

the available density map equal to 0.74. The structure was further optimized by means of a

protocol based on Molecular Dynamics Flexible Fitting (MDFF), which generated a structure

having a CCC equal to 0.89.
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As a final step, we aligned both the β-barrel and the outer assembly so that their symmetry axis

is at the origin, aligned along the z axis. Subsequently, the barrel was shifted along the z axis

so that its aromatic belt would be located at the same height of the outer assembly’s binding

sites. The two structures were finally connected by binding residues S228 and G270 of the

outer assembly with residues K229 and N269 of the modeled barrel. Not surprisingly, the bond

within the two structures was extremely stretched. For this reason, we relaxed the strands

268-283 and 214-231 with 1000 conjugate gradient minimization steps followed by a simulated

annealing protocol (see Material and Methods 4.4.3). The obtained model is represented in

Figure 4.24.

Importantly, this model is consistent with all the structural features already known about

aerolysin heptamer, and contributes to the understanding of some unexplained observations.

The binding sites of Domain 1 and 2 are located on the outside of the assembly disc, and are

oriented towards the membrane. This position is perfectly suitable for the binding of a GPI-

anchor. Interestingly, the protonation state of residue H132, not far from Domain 2 binding

site, has been shown to influence ability of aerolysin to heptamerize [19]. It was though that

this residue had a role in the local arrangement of neighboring sidechains, since it was not

expected to be in contact with any neighboring monomer. In in our model, however, H132

is located just in front of Domain 1 binding site, the possibility that this residue influences

the binding of two adjacent monomer or the binding of a monomer to a GPI-anchor cannot

therefore be ruled out. As seen in Section 4.2.1, proteolytic cleavage is not sufficient to remove

the CTP from its location on top of Domain 4. In previous models it was hypothesized that the

hydrophobic patch located under the CTP was the transmembrane region; removal of CTP

could therefore be driven by specific interactions with the lipid bilayer. In our model, however,

the hydrophobic patch is completely covered by a neighboring monomer. This raises the

interesting possibility that the CTP on a monomer could be removed upon heptamerization.

This would be possible by assuming that the incoming binding partner (Domain 4) has a

higher binding affinity to the hydrophobic patch than the CTP. The β-barrel displays a peculiar

hydrophobic-hydrophilic pattern for a length consistent with a typical bilayer. The pattern

terminates on an aromatic belt constituted by residues Y233 and W265, which stabilize the

membrane inserted complex. The barrel is connected via two short loops to the outer assembly,

giving the assembly itself some flexibility with respect of the barrel. Akiba et al. noted that

aerolysin, as its homologue protein parasporin, displays a characteristic Ser/Thr track, which

is expected to interact with the membrane [7]. In our model, several residues of the Ser/Thr

track (T225, S228, S272, T273) are located just above the β-barrel aromatic belt, on the loops

connecting it to the outer assembly. These residues could act as a guide for the newly extracted

loop, helping its correct positioning with respect of the membrane, subsequently contributing

to stabilize the membrane-inserted complex. The hairpin M140-G153, also supposed to

interact with the membrane [92], is favorably oriented with respect to it. Interestingly, during

our annealing protocol, the strands 268-283 and 214-231 were prone to structure in a β-sheet

conformation. Interestingly, in some regions the sheets of neighboring monomers associated

in a larger sheet. This hints the attractive possibility that these strands could assembly in an
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Figure 4.24: Top and side view of WT heptamer atomistic model superposed to the density map
produced in van der Goot Lab.
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additional barrel, which could confer higher robustness to the complex.

When inserting into the lipid bilayer, aerolysin’s multimer rearranges from a mushroom

(prepore) to a disk (pore) shape. By assuming Y221G heptamer as a good representative of

aerolyin’s prepore conformation, both states have now been modeled at an atomic resolution

(see Y221G heptamer model in Section 4.3). In order to characterize the possible conforma-

tional changes involved in the transition from the prepore to the membrane inserted state, we

morphed our Y221G heptamer into the WT one. Remarkably, the transition is possible without

relevant clashes, and is mainly due to a rearrangement of Domains 4. In fact, in prepore state

these regions are aligned almost perpendicularly with respect of the lipid bilayer. By twisting

sidewise in a shutter-like fashion, Domains 4 ends up lying on on top top of each other. By

doing so, the holes observed in Y221G cryo-EM map get sealed, which as a consequence

increases the contact surface of adjacent monomers.

As presented in Section 4.3.2, mutations K198A, D216A, R282A, K369A, E367A and K351A lead

to proteins displaying a delayed or even impaired heptamerization. As in the prepore model,

in the pore model these residues are located at a protein-protein interface. Mutations K185A,

D188A, K290A, E307A and K309A did not affect aerolysin heptamerization. Interestingly, while

in the prepore model these residues are located at protein interface, in the pore model they

are solvent exposed. This can indicate that these residues are unrelevant for a proper binding

within two monomers, and further validate the models of the prepore and pore structure.

In conclusion our results show that aerolysin undergoes a large conformational change when

switching from a prepore to a pore conformation. The prepore conformation detected via

negative stain experiment presents a large similarity with the cryo-EM map, indicating that

the latter could indeed represent aerolysin locked into a prepore conformation. By describing

rearrangements at the domain level, specially within Domain 3 and 4, we could model the disc

shaped structure of aerolysin heptamer. The arrangement of proteins in our model, different

with respect of other β pore-forming toxins such as Staphilococcus aureus α-hemolysin or

Vibrio cholerae cytolysin, is consistent with a variety of known biochemical and structural

data.

4.4.3 Materials and Methods

Steered molecular dynamics protocol

WT and CTP-WT were assembled and equilibrated according to the same protocol detailed in

the previous section. Subsequently, rotational constraints as implemented in NAMD 2.6 were

applied on Cα atoms in region E236 to A265. The rotation axis was identified as the normal of

the plane identified within residues S236, N262 and G251. S235 was selected as the rotation

hinge. A biasing force was applied so that the selected atoms would rotate of 180 degrees

around the rotation axis fixed on the hinge in 1 ns. The obtained systems were simulated for

200 ns according to the same protocol detailed in section 4.3.3.

76



4.4. Modeling of the wild-type heptamer

Pores models

In order to construct aerolysin’s transmembrane barrel, the rivet model was adopted as initial

seed [57]. This model, based on cysteine scanning experiments, is constituted by seven

hairpins containing residues K230 to A260. By using α-hemolysin barrel as template (pdb:

7AHL), the rivet model was elongated to match α-hemolysin barrel’s length. This was done

by first aligning the two barrels, transferring the backbone coordinates of α-hemolysin to

aerolysin barrel for every missing residue, and finally reconstructing aerolysin’s side chains on

the newly built backbone (using psfgen tool in VMD). The final model, comprising the region

S228 to G271, was minimized with 1000 steepest descent steps, inserted into a POPC bilayer,

solvated, and equilibrated at 300k and 1 Atm for 1 ns using NAMD and CHARMM force field.

Outer assembly model

From the simulation labeled WT_loop_extracted one frame every 100 ps was extracted, which

gave us a total of 2000 different snapshots. Since residues K229 to N269 were separately

modeled in the β-barrel region, we removed them from every snapshot. We adopted a POW

setup identical to what described in Section 4.3.3. No model matched the filtering criteria

(fitness smaller than 0). The best model (fitness equal to 47.9) respected all the provided

geometric constraints, but presented few mild backbone clashes, which explain the fitness

value greater than zero.

It has to be noted that the assembly was obtained from snaphots containing aerolysin’s major

lobe only (Domains 2, 3 and 4). For this reason, using HEX [120], we docked Domain 1 within

two monomers extracted from the assembly. A new complete model was obtained by applying

a 7-fold symmetry on Domain 1’s best scoring pose.

Our outer assembly model was subsequently optimized by means of a Molecular Dynamics

Flexible Fitting (MDFF) protocol as implemented in NAMD [135], using CHARMM force field.

This protocol was meant to improve the fit in the available density map. In order to avoid

overfitting, proteins’ secondary structure was restrained. 1 ns simulation was performed in

vacuo at 300 K and 1 Atm, with SHAKE restraining all bonds and a dielectric constant of 80.

5000 conjugate gradient minimization steps were finally performed. In order to compare the

all atom assembly to the target cryo-EM, a density map of the all atom assembly having the

same resolution of the cryo-EM was generated.

Model refinement

After having connected theβ-barrel with the outer assembly as described in main text, atoms in

regions 268-283 and 214-231 were first minimized with 1000 conjugate gradient minimization

steps using NAMD. All the other atoms were kept fixed, and the computation of the forces

within fixed atoms was excluded. This minimization phase ensured that the bonds S228-

K229 and N269-G270 were not anymore overstretched. Subsequently, a simulated annealing

77



Chapter 4. Pore-forming toxin aerolysin from Aeromonas hydrophila

protocol in implicit water (dielectric equal to 80) was performed on region 268-283 and 214-231.

Again, the rest of the protein was kept frozen. Simulation was run in the NVT ensemble, having

temperature controlled with Langevin dynamics, with 1 fs timestep. The system was brought

to 10 to 310K in 300 ps, increasing the temperature by 2K every 2 ps, and subsequently kept

constant for 100 ps. The system being equilibrated at 300K, the temperature was subsequently

raised to 410 K in 50 ps, kept constant for 50 ps, and decreased back to 310 K in 100 ps. This

annealing cycle was repeated 10 times. At the end of this cycle, the system was equilibrated at

300K for 1 additional nanosecond.

Heptamers morphing

Morphing Y221G heptamer into WT one was done by means of Chimera’s "Morph Conforma-

tions" tool [115]. 100 intermediate structures were produced using the corkscrew interpolation

method. In order for the two maps to contain exactly the same atoms, Y221 sidechain was

removed from WT heptamer model.

4.5 Properties of transmembrane β-barrel

Upon heptamerization, aerolysin forms a transmembrane heptameric β-barrel. Even though

crystallization of the multimeric membrane-inserted conformation of aerolysin has not, up to

now, been successful, residues being exposed to the pore lumen could be pinpointed via cys-

teine scanning. On the basis of these results, Iacovache et al. produced a model for aerolysin’s

β barrel [57] (hereafter "rivet model"). The model was created by exploiting structural homolo-

gies within aerolysin and Staphilococcus aureus α-hemolysin, which heptameric structure has

been solved at 1.9 Å resolution [131]. As α-hemolysin, aerolysin’s modeled pore consists of

seven hairpins. However, aerolysin exposes much more charged residues (lysines and glutamic

acids) to the inner lumen, and hooks to the intracellular side of the membrane via loops in

a peculiar rivet-like conformation. It has been observed that aerolysin’s multimeric form is

more stable than α-hemolysin’s one. Indeed, aerolysin withstands boiling in SDS [24]. It is

also known that, upon aerolysin insertion, membrane permeability to calcium ions increases

[70]. It is not proven, however, whether calcium flows directly through the aerolysin’s pore, or

is imported into the cell via another mechanism. In fact, some results even indicated that the

pore could be anionic [24].

While little is known about aerolysin’s pore properties, α-hemolysin’s has been extensively

studied since the second half of ’80s both in vitro and in silico. It has been found that α-

hemolysin is water filled and weakly anion selective at neutral pH. The channel displays

however a voltage and pH gating mechanism [93]. It has been shown that the protein’s selec-

tivity can be altered by adding a specific noncovalent adapter, cyclodextrin, at the entrance of

the β-barrel. Depending on the nature of this adapter, the pore can be made more anionic or

cationic [49]. Importantly, residence time of cyclodextrin in the cavity can be dramatically in-

creased by specific point mutations [48]. This feature, coupled with the protein stability, makes
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α-hemolysin suitable as a single-molecule sensor device. Remarkaby, DNA has been shown to

cross the pore [65], α-hemolysin is therefore a promising tool for fast DNA sequencing (see

[18] for a review). Interestingly, a first attempt in the context of single-molecule detection

(transport of unfolded proteins) has been recently proposed for aerolysin as well [112].

α-Hemolysin pore’s properties have been studied by a number of computational studies

exploiting a variety of techniques. The current-voltage relationship has been studied with MD

simulations biased by an electric field [8], one dimensional Nernst-Planck analysis [96], Grand

canonical Monte Carlo Brownian dynamics and three dimensional Poisson-Nernst-Plank

electrodiffusion algorithms [105, 107]. These works, generally consistent with conductance

experiments, highlighted how the asymmetric distribution of charges determines the pore’s

asymmetric conductance. The role of of cyclodextrin was studied both with standard MD

(by restraining protein’s backbone) [129], with multiscale MD [83] and with grand canonical

Monte Carlo Brownian dynamics [37]. The two latter studies found that in the presence of

cyclodextrin ions get partially desolvated, which increases the strength of the electrostatic

interactions with polar residues at the pore mouth. MD simulations also noted that the

β-barrel cross-section fluctuates around an elliptical conformation [8].

In this section we present the first computational study on aerolysin’s pore. By means of MD

simulations and Poisson-Boltzmann calculations we compare aerolysin and α-hemolysin

pores electrostatic properties with respect to N a+, C a2+ and C l− ions. Via a simulated elec-

trophysiology experiment, we estimate pore’s conductivity for positive and negative charges.

Finally, the flexibility of the two pores is compared.

4.5.1 Aerolysin’s pore model

Unlike α-hemolysin, nowadays no structure of the transmembrane β-barrel is available. For

this reason, in this study we adopted the aerolysin β-barrel model produced in Section 4.4.2.

In order to characterize aerolysin’s β-barrel properties and highlight the differences with

α-hemolysin’s, we superposed the backbones of the two structures, aligned them along their

z axis, inserted them into a modeled POPC bilayer patch, solvated the whole systems with

explicit water molecules and ran two 150 ns molecular dynamics (MD) simulations. Using an

ensemble of structures extracted from these simulations, we assessed average pores’ internal

radius (Figure 4.26 A1). Aerolysin’s pore results to be narrower owing to the rather long side

chains exposed to its lumen. Its constriction point is located at z=-2 Å, and corresponds to

residue K424. Differently, α-hemolysin constriction point is located right below the barrel’s

external mouth, and corresponds to residue M133 (Figure 4.26 A2).
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Figure 4.25: (C l− (left, in cyan) and N a+ (right, in yellow) ion positions along MD simulations
of aerolysin (top) and α-hemolysin (bottom). In aerolysin, no cation populates the pore along
the simulation, while α hemolysin allows the transit of both anions and cations.

4.5.2 Pores electrostatic profile

By observing the aerolysin and α-hemolysin simulations performed above, we notice that no

positive charge (N a+) crosses aerolysin’s pore along the trajectory, whereas several negative

charges (C l−) do it (Figure 4.25). Conversely, in α-hemolysin simulation both anions and

cations populate the pore. This observation makes us conclude that an energy barrier is

blocking the diffusion of positive charges in aerolysin, whereas α-hemolysin seems to be less

selective. The much more charged nature of aerolysin’s pore lumen, therefore, affects ion’s

flow.

In order to quantify the electrostatic effects of the pores side chains on ions, we performed an

ensemble of Poisson-Boltzmann calculations. This allowed us to estimate the Potential Mean

Force (PMF) profiles of aerolysin and α-hemolysin pores for C a2+, N a+ and C l− ions. Results

80



4.5. Properties of transmembrane β-barrel

for aerolysin (Figure 4.26 C1), indicate that an important barrier for positive charges is located

in correspondence of the constriction point, at z = -2 Å (Figure 4.26 A). This corresponds to the

location of the sidechains of K242 and K244. Even though negatively charged residues E254

and E258 are also present in the barrel, their electrostatic effect is screened by neighboring

lysine residues.

-24 -20 -16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36 40
z (Å)

4

5

6

7

8

9

10

11

12

ra
di

us
 (

Å
)

-24 -20 -16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36 40
z (Å)

-20

-10

0

10

20

30

40

50

60

P
M

F
 (

kc
al

/m
ol

)

Ca2+
Na+
Cl-

K242
Y233

W265

A1

C1

B1 K244

-20 -16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36 40
z (Å)

4

5

6

7

8

9

10

11

12

13

14

ra
di

us
 (

Å
)

-20 -16 -12 -8 -4 0 4 8 12 16 20 24 28 32 36 40
z (Å)

-8

-4

0

4

8

12

16

P
M

F
 (

kc
al

/m
ol

)

Ca2+
Na+
Cl-

A2

C2

B2 M113

E111

K147
D127

Figure 4.26: Pore radius and PMF measurements for aerolysin (1, left) and α-hemolysin (2,
right). (A) accessible surface radius along the pore, averaged on the performed MD simulation
(grey area being the standard error). (B) aerolysin and α-hemolysin β-barrels. Dashed lines
represent the position of lipid bilayer’s phosphate groups. (C) PMF for C a2+, N a+ and C l−

along the pore axis averaged on the performed MD simulation (colored areas being the standard
error; notice the difference in PMF scale).
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Results for α-hemolysin are strikingly different (see Figure 4.26 C2): the potential felt by every

ion is indeed low along the whole pore lumen, increasing only at its distal ends. As previously

seen, α-hemolysin’s pore external mouth also represents its constriction point. Just above this

region, residues E111 and K147 face the pore entrance. In this area, lysine’s longer side chain

produces a mild barrier for cations. Still, this constriction point is less selective of aerolysin’s

one owing to the presence of neighboring residue E111 and to the slightly larger pore radius

(about 1.5 Å larger in average). On the opposite side, the pore’s cytosolic mouth hosts the D127

belt, which constitutes a mild barrier for anions. Even though residue K131 is located right

below, little screening takes place. This is due to the larger pore radius in this region, to the fact

that K131 is located on a loop (undergoing therefore larger fluctuations), and to the presence

of residue D128, with which K131 forms transient salt bridges.

To assess the effect of crossing the β-barrel on the solvation shells of one ion, we selected all

C l− ions located next to aerolysin’s constriction point (-4 Å<z<0 Å) along the whole trajectory

(no N a+ ions reaches this region) and computed their water Radial Distribution Function (see

Figure 4.27). We can observe that C l− ions get partially desolvated when crossing the β-barrel.

The rather large pore radius allows however some water to surround the ion. This rules out the

possibility that pore selectivity might be related to ion’s radius. Still, this partial desolvation

decreases water screening effect, enhancing therefore the electrostatic effect of lysine residues

located in the constriction.
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Figure 4.27: Comparison of Radial Distribution Function of water around chlorine ions in
the bulk and in the constriction of aerolyin’s β-barrel. When crossing the constriction, ions get
partially desolvated.
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4.5.3 Ionic current with imposed voltage

In vivo, ionic concentrations imbalance within the two sides of the bilayer generate an electric

potential. Concentration and potential gradient play a role in the transport of ions through

a channel. In order to determine whether or not an ion will cross aerolysin’s β-barrel, it is

therefore important to keep these gradients into account. For this reason, we simulated an

electrophysiology experiment, with the aim of determining aereolysin’s barrel conductance.

This was done by simulating for 50 ns aerolysin’s barrel while applying different intensities of

constant electric fields along the z axis. We run simulations with -1, -0.5, 0, 0.5 and 1 V ol t/Lz

(Lz being the box’s z size) were run, and tracked all ions’ positions.

In Figure 4.28 A the probability distribution of N a+ positions along the z axis is shown, while

the cumulate count of ions crossing the constriction point along time (z=-4 Å, see Figure 4.28

E) is shown in Figure 4.28 B. We can immediately observe that with positive voltages, N a+

ions cumulate at the cytosolic mouth of the pore but just with a very high voltage, i.e. 1V few

of them manage to overcome the constriction point. When negative Voltages are imposed,

N a+ can travel through the pore, and finally cumulate at the opposite side of the constriction

point. Again, with a very high voltage only cations manage to cross the whole barrel.

Conversely, C l− can easily cross the whole barrel. In Figure 4.28 C, C l− density distribution

indicate that anions can populate the whole pore, getting attracted by the constriction region.

Ion count on this point (see Figure 4.28 D) shows that the ion flow increases linearly with the

imposed voltage. With ± 1 V hundreds of crossing occurrences are recorded during the 50 ns

of simulated time. Interestingly, a slight preference for C l− traveling from cis to trans can also

be observed.

Having observed that the cumulated ion count grows fairly linearly along time, we could

estimate the value of ion’s current by 10 ns windows along the whole simulation, and produce

a I/V graph (4.28 F). It can be immediately observed that a large resistance is present for the

transit of cations, whereas the resistance is one order of magnitude lower for anions. These

observations indicate that aerolysin is most likely to be an anionic channel.

4.5.4 Pores Flexibility

s already observed in α-hemolysin by Aksimentiev et al. [8], we noticed that both aerolysin

and α-hemolysin pores were fluctuating along our simulations. In fact, the assemblies were

flexible and tended to assume an elliptic conformation. However, interestingly, aerolysin

looked stiffer than α-hemolysin. This observation is supported by our measurements of

pores radius previously performed. In fact, a way larger standard error can be observed in

the internal mouth region of α-hemeolysin, as compared to aerolysin’s. To characterize this

behavior, we aligned the two pores and sliced them at three different heights (three different

colored regions in Figure 4.29). We subsequently fitted to every slice an ellipse, using as

reference the position of the Cα atoms. The difference within the long and the short axis of the
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Figure 4.28: In the first row, (A) the density distribution along the z axis and (B) the cumulated
count of transits through the constriction point with 4 different imposed voltages are shown for
N a+ ions. In the second row, (C) the density distribution along the z axis and (D) the cumulated
count of transits through the constriction point are shown for C l− ions. Image E shows aerolysin
β-barrel. The location of its constriction point, as well as the direction of z axis are highlighted.
In image F, the I/V graph for anions and cations is shown.
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fitted ellipse would serve as an indication of the barrel’s deformation. The smaller this value is

to zero, the more the barrel is circular. Averaging this measure along the simulations allowed

us to obtain a statistic about the pores fluctuations. Results clearly indicate that aerolysin

fluctuates less and tends to be more circular than α-hemolysin (Figure 4.29). Also, the slices

taken at three different heights display a similar behavior. Conversely, α-hemolysin slices

taken at the top and center of the pore resulted equally broader and shifted towards an higher

deformation. Importantly, the measure taken at the pore exit resulted even more flexible.

These findings prompted us to determine the reason of such a difference. We hypothesize

that higher rigidity in aerolysin is due to its the longer side chains in correspondence of the

slicing points. The side chains would reduce the effective pore radius and hinder the pore

deformation. The even higher flexibility of α-hemolysin in correspondence of the pore exit

might also be dependent on the absence of a rivet structure, present in aerolysin.

ID SIMULATION DESCRIPTION

A.1 aerolysin WT from model
A.2 aerolysin K244T + E254G
A.3 aerolysin with α-hemolysin loop (G126 DDTGKI)
B.1 α-hemolysin WT from crystal (pdb: 7AHL [131])
B.2. α-hemolysin T125K + G133E
B.3 α-hemolysin with aerolysin’s rivet (F245 KWPLVGET)

Table 4.1: Summary of the simulated chimeric and WT β-barrels

To validate this hypothesis, we performed in silico mutagenesis experiments. To assess the

effect of side chains length on pore flexibility, we produced two chimeric pores by exchanging

the residues of aerolysin and α-hemolysin in correspondence of the slicing point displaying

the highest fluctuation difference. This is the slice closest to the pore’s cytosolic mouth,

highlighted in green in figure 4.29. To assess the effect of the loops conformation, we produced

two more models exchanging aerolysin’s rivet with α-hemolysin’s loops. All these structures,

along with new WT aerolysin andα-hemolysin pores, were aligned, inserted in the same POPC

membrane patch, solvated, and simulated for 80 ns. A summary of performed simulations is

presented in Table 4.5.4.

Results confirmed our hypotheses. Double point mutations transformed the fluctuation

patterns of α-hemolysin into the aerolysin ones and viceversa (see figure 4.29 and Table 4.5.4).

The longer side chains exposed in aerolysin’s pore lumen contribute therefore to the stiffness

of the whole barrel. Additionally, it appeared that the rivet of aerolysin does affect the pore

stability as well. Indeed, α-hemolysin could be stabilized by replacing its turn region with

aerolysin’s rivet. Viceversa, aerolysin was destabilized by replacing its rivet with α-hemolysin’s

turn.
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A.1 A.3 B.1 B.3 B.2.3

A.1 1 0.53 0.62 0.99 0.98
A.3 0.53 1 0.98 0.56 0.64
B.1 0.62 0.98 1 0.65 0.74
B.3 0.99 0.56 0.65 1 0.97

B.2.3 0.98 0.64 0.74 0.97 1

Table 4.2: Correlation coefficients within all the fluctuations of performed simulations. Switch-
ing residues or loops within α-hemolysin and aerolysin barrels switches also the fluctuation
patterns with very high correlation (greater than 95%)

4.5.5 Discussion

According to obtained results, positive charges have to overcome a relevant energy barrier

in order to cross aerolysin’s pore from side to side. As shown, ions are not stripped of their

solvation shell while crossing the pore. This indicates that ion selectivity should be due to

electrostatics interactions only. Interestingly, a study on several pore forming toxins shown

that their specific selectivity is substantially due to charge and location of residues in the

channel [94]. It has to be pointed out that the Poisson-Boltzmann calculations here performed

do not indicate whether an ion will cross the pore or not, but only what kind of energy profile

the ion will have to face while doing it. The rate of ions diffusion is indeed also determined by

their concentrations on the two sides of the membrane, as well as the membrane’s electric

potential gradient. Our simulated electrophysiology experiment, however, also highlighted

how an important voltage has to be imposed in order to allow positive charges to flow through

aerolysin’s barrel, while negative charges flow easily through it. As a whole, our results indicate

that it is unlikely that C a2+ could cross the pore by means of passive transport and that,

therefore, the pore should be anionic. On this point, this work supports the observations of

Chakraborty et al [24]. The increased permeability to calcium ions observed by Krause et al [70],

might rely on a more complex mechanism. Interestingly, our results indicate that aerolysin

should have a much higher selectivity than α-hemolysin. Electrophysiology experiments

could provide further insights into aerolysin’s pore properties.

Similarly toα-hemolysin, aerolysin’s barrel cross-section is also elliptical. This feature, possibly

common to all membrane-inserted pores, should be kept into account in any computational

model studying pores’ ionic conductance. Pore deformation and side chain flexibility might

indeed have an important effect in this context. Our mutagenesis experiments made us

conclude that side chains length affects pore stiffness. Indeed, we observe that, the longer the

side chains, the less the pore will fluctuate. Increased stability is also provided by aerolysin’s

hooking mechanism to the inner membrane. Since aerolysin’s heptamer has been shown

to be more resistant to boiling than α-hemolysin’s one, it is tempting to hypothesize that

pore stiffness affects pore stability, which in turn is reflected by a higher resistance to boiling.

Producing in vitro some of our chimeric pores could serve as a validation.
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4.5.6 Material and Methods

Pores models

In order to construct aerolysin’s transmembrane barrel, the original rivet model was adopted

as initial seed [57]. This model, based on cysteine scanning experiments, is constituted by

seven hairpins containing residues K230 to A260. By using α-hemolysin barrel as template

(pdb: 7AHL) [131], the rivet model was elongated to match α-hemolysin barrel’s length. The

final model, comprising the region S228 to G271, was minimized with 1000 steepest descent

steps. α-hemolysin pore, i.e. residues K110 to Y148, was extracted from crystal structure

7AHL. In order to produce the chimeric pores described in Table 4.5.4, VMD mutator tool

[54] was used. In order to exchange the loop regions of the two barrels, WT aerolysin and

α-hemolysin were first aligned on their backbone atoms. Atomic coordinates of loop regions

were subsequently switched within the two. Every produced structure was minimized by

means of 1000 steepest descent steps.

All produced β-barrels were inserted at the center of a 80 Å by 80 Å POPC bilayer. Systems

have been solvated in a rectangular box of TIP3 water and ionized with 0.15 molar N a+ and

C l−. Systems had an average size of about 40.000 atoms. Periodic boundary conditions have

been defined such that the membrane would form a continuous surface with its neighboring

patches.

Molecular Dynamics Simulations

All MD simulations have been performed using the CHARMM27 force field [86] on NAMD

molecular dynamics engine [116], with SHAKE algorithm on all the bonds, and PME treating

the electrostatic interactions in periodic boundary conditions. We chose an integration step

of 2 fs. All the simulated systems have been first minimized with 2000 conjugate gradient

steps, and subsequently equilibrated. Water has been firstly equilibrated for 100 ps at 300 K

(non-water atoms’ movement restrained). We then equilibrated the membrane, by restraining

just the protein’s atoms at 300K for 100 ps. Finally, the systems has been warmed up from

zero to 300K in 400 ps. From this equilibrated state, WT aerolysin and α-hemolysin were

simulated for 150 ns in the NPT ensemble using Langevin dynamics to set the system at 300 K

and 1 atmosphere. Using the same conditions, chimeric pores were simulated for for 100 ns.

Simulations of WT aerolysin and α-hemolysin were also performed by imposing an additional

biasing electric field E aligned along the z axis:

E = V

Lz
(4.1)

Where V is the voltage and Lz the dimensions of the simulation box along the z axis after

equilibration. For both proteins, simulations with a voltage equal to -1,-0.5, 0, 0.5 and 1 were
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run for 60 ns.

Barrel Radius

One protein conformation per nanosecond was extracted from the last 100 ns of unbiased

WT aerolysin and α-hemolysin simulations. 100 structures per simulation were therefore

obtained. These were aligned along their z axis, and superposed according to the backbone

atoms of β-sheet residues facing the pore lumen (β-sheet residues according to DSSP [64]

algorithm applied on the initial model). In order to asses the barrel’s accessible surface, a

HOLE [130] run was performed on every structure, which measured the barrel radius every 1

Å. This lead to an ensemble of measuring points scattered along the pore z axis. Results were

averaged via a sliding window having 1 Å size. For every window position, mean and standard

error were computed.

Ions’ Potential Mean Force

In order to assess the electrostatic potential felt by a specific ion along the pore, we performed

Poisson-Boltzmann calculations using APBS [12]. One single measure requires three inde-

pendent calculations: one for the barrel alone (pore), one for the ion alone (ion) and one for

a protein plus ion complex (complex). The potential felt by an ion in a specific location is

calculated as follows:

E = Ecompl ex −Ei on −Epor e (4.2)

We obtained a complete energy profile for an ion located along the central axis of a pore by

repeating the above calculation on a set of measure points. Ions were therefore placed along

the pore center as defined by HOLE at intervals of 1 Å. This method was applied to all the 100

barrels previously extracted. The 100 obtained profiles were finally averaged in order to obtain

a mean energy profile. Such profiles (mean and standard error of every measure point) have

been computed for N a+, C a2+ and C l− ions.

Ion Density

Density of C l− and N a+ ions inside the lumen in pores simulated with a Voltage bias imposed

was assessed by first extracting every 100 ps the z coordinates of all ions located at less than

7 Å from the protein. Ions distributions were subsequently obtained by running a gaussian

kernel density on all extracted coordinates.
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Ionic current

For every voltage-biased simulation, ionic current was assessed in correspondence of the

barrel’s constriction point as determined by HOLE measurements. The last 50 ns of all sim-

ulations were first aligned on the position of the constriction point. In aerolysin this point

corresponds to residue K242, in α-hemolysin to M133.

Ions flowing through the constriction point were subsequently counted, using a timestep

of 100 ps. Ion counter ∆q would be incremented of one unit if an ion flows in the positive

direction of z axis within two adjacent frames, and decreased otherwise. Ionic current was

assessed in time frames of 10 ns, superposed of 5 ns. In these time frames, having a mostly

linear behavior, the steepness of a linear regression was computed as to assess the local ionic

current. A total of 8 current measurements were therefore obtained for every imposed voltage.

Every current estimation was finally plotted against its corresponding voltage, and a linear

regression was computed in order to assess pore’s resistance.

Barrel fluctuation measurement

In order to assess the WT and chimeric pores deformation, we extracted the coordinates of

Cα atoms corresponding to three different horizontal slices (see Figure 4.29). For every slice,

14 coordinates were extracted, i.e. one measure per β-sheet. In order to avoid biasing due

to membrane equilibration, the first 20 ns of every simulation were excluded. Statistics were

therefore performed only on the last 80 ns of simulation. The atomic coordinates extracted

from every slice were fitted with an ellipse. The absolute difference within the long and short

radius of the fitted ellipse provides an indication of pore deformation: the more the two radii

are equal, the more the pore is circular and viceversa. This assessment of pore deformation

was computed for every performed fit, and deformation probability distributions were finally

determined by applying a gaussian kernel on the measures ensemble.

4.6 Conclusion

We have shown that aerolysin’s C-Terminal peptide (CTP), which is 40 residues long, has a

double function. On one hand, it helps protein folding in a water soluble form (qualifying

therefore as an intramolecular chaperone), on the other it prevents premature oligomerization.

Via in silico alanine scanning we highlighted that the CTP is mainly bound via hydrophobic

interactions, and correctely predicted point mutations that would destabilize its binding to

aerolysin’s major lobe.

We have studied the role of mutation Y221G on aerolysin’s structure. Experimentally, this

mutation was known to lead to the formation of soluble heptamers, but the reason behind

this effect was unknown. We propose that Y221G has a stabilizing effect on Domain 4. This

region is highly dynamic, and locked in a specific inactive conformation by the CTP. CTP
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removal allows Domain 4 reorganization, and leads to Domain 3 loop extraction via strand

unfolding. Mutation Y221G disables strand unfolding by anchoring the strand N269-S278 to

aerolysin’s core. Interestingly, this is the only strand consistently predicted as disordered by

eight different disorder prediction algorithms.

By coupling POW with biased molecular dynamics simulations, we propose a model of Y221G

soluble heptamer. The model is built on the basis of the available Y221G cryo-EM and molecu-

lar dynamics simulations of Y221G monomer allowing us to keep into account the protein’s

natural flexibility. The model has a high cross-correlation coefficient with respect of the known

cryo-EM map (0.91), and is consistent with known biochemical and structural data. The model

is validated by correctly predicting interfacing residues subsequently validated in vitro. We

show that loop extraction from its resting place in Domain 3 affects domains arrangement.

The direct consequence is that Y221G heptamer model cannot be considered as a reliable

model for WT heptamer. We subsequently propose a model for WT heptamer on the basis of

domain flexibility highlighted by our observations on loop extraction effects. Again, we obtain

a model having a high cross-correlation coefficient (0.89) and consistency with experimental

data. Together, Y221G and WT heptamer models shed a new light on the conformational

changes aerolysin has to undergo in order to insert into the lipid bilayer, and draw a new

paradigm on aerolysin orientation at the membrane surface.

We finally compare a modeled aerolysin’s β-barrel with barrels from homologous protein

α-hemolysin. We highlight that aerolysin’s pore is narrower than α-hemolysin’s, and that its

large amount of charged residues facing the pore lumen generates a relevant electrostatic

field. A simulated electrophysiology experiment subsequently highlighted how aerolysin’s

pore blocks the transit of positive charges while allowing a smooth transit of negative charges.

On the basis of these observations, we predict that aerolysin should be anion selective, and

that selectivity owns to purely electrostatic interactions. Finally, we observe that aerolysin’s

β-barrel fluctuates less than α-hemolysin’s owing both to the presence of longer side chains

exposed to pore lumen and to the anchoring effect of the rivet region. This highlights the

importance of keeping into account the shape of transmembrane β-barrel’s cross section

when attempting to predict relevant interactions within the pore and molecules crossing it.

In conclusion, our studies exhaustively characterized aerolysin’s mode of action, from the

activation of a single monomer to the final heptameric assembly. Our observations, backed

up by in vitro and in vivo experiments, can be instrumental for pharmaceutical and biotech

applications. On the first aspect, we foresee the possibility of disabling aerolysin’s activation

process by means of specific molecules mimicking the role of the CTP. On the second aspect,

we believe that aerolysin, as α-hemolysin, could be effectively exploited as a device for single-

molecule experiments.
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5 Yersinia enterocolitica Injectisome

5.1 Biological Background

The injectisome is a nanomachine evolutionary related to the flagellum [87], allowing specific

bacteria to inject effector proteins across eukaryotic cell membranes, a process called type

III secretion (T3S). More than twenty five different species of Gram-negative bacteria that

interact with live animals, plants, nematodes or insects, either as pathogens or as symbionts

are endowed with this expo export apparatus. The activity of T3S effectors allows bacteria

to invade non-phagocytic cells or to inhibit phagocytosis by phagocytes, to downregulate or

to promote pro-inflammatory responses, to induce apoptosis, to prevent autophagy, or to

modulate intracellular trafficking [98].

Injectisomes have evolved into seven different families [47, 109], however the injectisomes

found in most free-living animal pathogens belong to only three families. The Ysc injectisome

of Yersinia represents the archetype of one of these families. Similar injectisomes are found

in Pseudomonas aeruginosa [121] and in the fish pathogen Aeromonas salmonicida [20] for

instance. The injectisomes from Shigella flexneri and Salmonella enterica Typhimurium SPI-1

represent archetypes of a second family, which is largely distributed among animal pathogens.

The archetypes of the third family are found in enteropathogenic and enterohemorrhagic E.

coli.

The injectisome is made of about 25 different proteins, and consists of a basal body sur-

mounted by a hollow stiff needle that projects from the bacterial surface into the exterior

milieu [71]. The basal body consists of three rings: a large cytosolic ring (C-ring), a ring

spanning the plasma membrane and peptidoglycan (MS-ring) and a ring traversing the outer

membrane (OM-ring). The MS-ring contains five integral membrane proteins forming the ex-

port channel across the plasma membrane while the C-ring is thought to contain the essential

ATPase complex. The needle is hollow and stiff, and is composed of proteins arranged into a

helical symmetry. During morphogenesis the needle components travel through the growing

structure and polymerize at its distal end [79]. In the tail of bacteriophages, it appears that one

protein acts as a tape measure or a molecular ruler [55]. The molecular ruler, in its elongated
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state, determines the number of subunits of another protein that are allowed to polymerize to

create the tubular structure. The same concept has been proposed to determine injectisome’s

needle length, but in this case the situation is more complex since the needle is assembled

outside from the bacterial cytosol and the exact mechanism remains a matter of debate (see

Figure 5.1).

Needle

OM-ring

MS-ring

C-ring

Figure 5.1: Assembly process of injectisome’s needle. Proteins constituting needle’s building
blocks travel inside the growing structure assembling into needle’s distal end, while another
protein is responsible of measuring the structure’s length. In Yersinia enterocolitica these
proteins are YscF and YscP, respectively. The basal body consists of three rings: a large cytosolic
ring (C-ring), a ring spanning the plasma membrane and peptidoglycan (MS-ring) and a ring
traversing the outer membrane (OM-ring). Image courtesy of Cornelis lab, Basel.

The assembly of the injectisome requires a complex and tightly regulated assembly process.

The final structure is extremely large, and spans the double Gram-negative bilayer. This makes

obtaining structural and functional information at atomistic resolution extremely difficult.

Here, we will study Yersinia injectisome, pursuing two objectives:

• study the mechanism through which the "ruler" protein determines the length of the

injectisome’s needle

• model the entire MS ring
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5.2 The mechanism behind YscP molecular ruler

The Yersinia enterocolitica Ysc injectisome terminates with a 65-nm-long needle, made of

about 140 copies of the YscF protein [51]. It is known that the switch to export late substrates

is triggered by a protein, which is itself exported [22]. In Yersinia enterocolitica’s injectisome

this protein is called YscP. This switch function has been assigned to a specific domain of

YscP, predicted to have a globular structure and called T3S4 for Type 3 Secretion Substrate

Specificity Switch [22]. Residues deletions and insertions in YscP (outside the T3S4 domain)

lead to shorter and longer needles, respectively, with a linear correlation between the size

of YscP and the needle length [62]. This led to a model where YscP acts as a molecular ruler

measuring the needle. According to the model, export of needle subunit proteins would be

allowed until the length of the needle reaches the length of the extended YscP ruler domain

after which, the T3S4 domain of YscP would signal the secretion apparatus to stop exporting

needle subunits. YscP is thus a protein with a dual function, ruler and substrate specificity

switch.

We aim at proving that not only the number of residues, but also the secondary structure of

YscP plays a role in determining the needle length. In particular, we demonstrated that the

predicted length of various YscP variants in their functional state approximates to the actual

needle length [140].

Experimental studies performed in the lab of Guy Cornelis at the Biozentrum in Basel were

based on the creation of nine YscP mutations. Said mutations were different to each other in

terms of their secondary structure: by mutating to a proline (known to be an helix breaker)

residues being part of an helix, the helical content of YscP was reduced, whereas substituting

prolines with alanine (an helix friendly residue) the helical content was increased (see Figure

5.2). The lengths of needles generated with these mutations were subsequently measured

by electron microscopy. Experimentalists have however to face a challenge: since YscP is

located inside the growing needle, no direct observation of the process of needle growth is

possible. Numerical simulations can therefore provide precious information related to YscP

secondary structure upon stretching that could not be gathered in any other experimental way.

5.2.1 YscP helical content modulates needle length

An in silico molecular dynamics approach was used to simulate the pulling of YscP starting

from a random initial conformation, which would mimic the extension of YscP upon needle

growth. We modeled the secondary structure of YscP wild type and the same nine mutants

produced by experimentalists, and ran a series of independent steered MD simulations by fix-

ing the N-Terminal region of YscP while pulling the C-Terminal at constant velocity. Given the

extended nature of YscP, pulling the protein in explicit water requires a very large simulation

box. For this reason, all the mutants were pulled and measured 20 times in vacuo. In order to

assess the difference within a steering experiment in vacuo and in explicit water, we pulled
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Figure 5.2: Effect of amino acids substitutions in YscP on the needle length. A. Schematic
representation of YscP. Secondary structure predicted by SIMPA96. Blue bars =α-helices; red bars
= β-sheets; purple bars = unstructured. B. Table showing the substitutions introduced between
residues 138 and 380. Glycines were also introduced into predicted α-helices. C. The histograms
of length measurements. s.d., standard deviation; n, number of measured needles.
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YscP WT and two of its mutants in explicit water as well.

From the analysis of YscP extension under constant velocity pulling, we found that the helical

regions are conserved within the ns timescale, and upon pulling YscP models extend main-

taining their initial secondary structure. Approaching a fully linear extended conformation,

α-helices abruptly start to break under mechanical stress, eventually reaching a completely

extended β-strand-like conformation.

Figure 5.3: Correlation between the YscP number of residues and the length of needles present
in various different wild-type strains. The needle length is plotted against the total number of
residues in YscP.

Interestingly, we found that when the initial helical content of YscP is preserved, the length of

the wild-type protein (93.5nm) along with the mutant conformations is strikingly correlated

with the measured needle length, showing a constant difference of about 29 nm between

the length of YscP and the length of the needle (see Figure 5.3). Importantly, no relevant

differences within pulling in vacuo and in explicit water could be observed. Figure 5.4 plots the

length values observed in MD simulations before the unfolding of any α-helix of YscP against

the relative number of prolines (upper slope), whereas the lower slope shows the needle length

measured experimentally. It can be noticed that the distance within the two slopes is constant

(29 nm). This value corresponds approximately to the distance between the cytoplasm and

the surface of the basal body (26 nm). Hence, YscP is properly commensurate to the length of
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the injectisome from the inner side of the plasma membrane to the needle tip. The molecular

modeling analysis thus confirms that the functional form of YscP consists in a succession of

α-helices that modulates the needle length.

Figure 5.4: Molecular modeling of YscP protein and comparison with experimental needle
length. Computed lengths of YscP wild type and mutants are reported in circles (top), and are
compared with the experimental measures of the needle (triangles at the bottom). Results from
explicit solvent MD simulations are also reported (empty squares at the bottom). Correlation
between needle length and number of prolines substitutions is shown in the lower slope (tri-
angles). All the values were compared with the wild-type value by the t-test. The stars indicate
the probability of difference to wild type. N S = P > 0.05 (not significant); ∗0.05 > P > 0.01
(significant); ∗∗0.01 > P > 0.001 (very significant); ∗∗∗P < 0.001 (extremely significant).

5.2.2 Needle can accomodate folded YscP and YscF

The model of the molecular ruler, as presented earlier, proposes that the ruler is located

inside the growing needle. Based on the hypothesis that YscP is fully extended conserving

its helical content, the width of the wild-type ruler was evaluated using our computational

models for YscP (Fig. 5.5). The average min-max width of the ruler goes from 0.79±0.10nm to

0.95±0.10nm, and it never reaches values higher than 1.3nm.

Given that the needle is known from cryo-electron microscopy experiments to have a section

of 2−3nm, the YscP protein can be easily accommodated within the needle cavity, although
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presenting conserved helical motifs. Moreover, on the needle channel there would be enough

space to accommodate at the same time both the YscP protein and the YscF building blocks of

the needle. Based on this structural analysis, non-specific interactions between YscP and YscF

proteins can likely happen during the construction of the needle.

Figure 5.5: Maximal (solid line) and minimal (dashed line) width of YscP36-380. The average
maximum (0.95 nm) and minimum (0.79 nm) values are represented by constant lines. At the
bottom, a cartoon represents the secondary structure: grey boxes represent predicted helices,
while the oval represents the position of a globular domain called signal 2.

5.2.3 Materials and Methods

We obtained information about YscP secondary structure for the wild type using several sec-

ondary structure predictors (see Appendix A.5) and subsequently sculpted structural models

representing a partially extended protein with intact helices intercalated by unstructured

coiled regions.

Wild Type model, as well as models of 9 mutants have been pulled 20 times at constant velocity,

using steered Molecular Dynamics as implemented in NAMD molecular dynamics engine

[60]. In each simulation, pulling force, helical content (percentage of residues being part of

an helix) and strand length are evaluated. The protein length upon unfolding of its helices

was assessed by measuring the distance between the two terminal Cα atoms. Unfolding was

determined both by a decrease of helical content determined by the DSSP algorithm [63] and

by peaks in the force required to pull the protein at constant speed.
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5.3 Modeling of the MS-ring at the basal body

The injectisome’s basal body is formed by several ring-shaped protein complexes. In Yersinia,

a ring composed by 12 copies of YscC spans the outer bacterial membrane and interacts at

the periplasmic side with the MS ring, formed by the YscJ and YscD proteins. Both YscD and

YscJ feature one transmembrane helix spanning the internal membrane, but only YscD has a

cytoplasmic domain. Cross-linking experiments on the Salmonella and Shigella orthologues

revealed a close association between YscJ and YscD. However, the stoichiometry of the MS

ring is still a matter of debate. While a model for Salmonella MS ring homologue has been

recently produced [127], no atomistic structure for Yersinia MS ring is known. For this reason,

we aim here at modeling this region.

5.3.1 The periplasmic domain of YscD is elastic

The periplasmic YscD component (152-346) is constituted by three compact αβ domains

connected by short flexible loops. While a recent X-ray of the the periplasmic region of

YscD revealed an extended arrangement of the three domains (unpublished data from Heinz

lab at the Helmholtz Centre for Infection Research), the structure of PrgH (the Salmonella

homologous, pdb: 3GRO [132]) features a bent conformation (see Figure 5.6). Taken together,

the two structures suggest the existence of several degenerate conformational states ranging

from fully extended to partially bent arrangement. To address this point, MD simulations

were run on both fully elongated (from YscD X-ray) and bent (constructed using PrgH X-

ray as a template) YscD monomer embedded in a box of water molecules. The simulations

indicated that both bent and extended states are stable in the simulation time (100ns), and

that the flexible loops between domains act as hinges. Principal Component Analysis on both

trajectories highlighted a concerted domain movement consistent with a state switchover.

A B

Figure 5.6: Extended (A) and bent (B) conformation of YscD monomer

Importantly, this result indicates that the periplasmic domain of YscD is naturally elastic.

Tertiary structure elasticity, defined as the rearrangement of tertiary structure in response
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to mechanical force, represents the first mode of elastic response to external stimuli. To

address the tertiary structure elasticity of the periplasmic domain of YscD, we applied a

steered molecular dynamics (SMD) protocol to the bent conformation of YscD previously

produced. Starting from an equilibrated structure, The Cα of D152 was kept frozen while the

Cα of N346 was slowly pulled. During the SMD simulation (160 ns) the system undergoes a

complete stretching from the bent PrgH-like conformation to the fully extended conformation

observed in the YscD X-ray structure. The most prominent degrees of freedom during the

extension process, are the two bending degrees of freedom between neighboring domains

pairs. The measured forces are consistent with the capability of YscD of easily getting longer

or shorted in response of external stimuli.

5.3.2 Assembly of the MS-ring

A model for a 24-mer YscJ assembly (periplasmic domains) was simply derived by homology

modeling based on the X-ray structure of the E. coli EscJ homologous (PDB: 1YJ7 [148]) using

Modeller [39]. The YscJ 24-mer features a compact protomeric arrangement of circular shape.

The surface in contact with the outer leaflet of the inner membrane exposes charged and polar

residues suitable for interaction with the lipid phosphate head-groups (see Figure 5.7, in blue).

Unlike for the case of the YscJ ring, no suitable structural template exists for the YscD ring. In

order to create an atomistic model of the whole MS ring, POW was therefore exploited. The

program was requested to assemble 24 YscD units according to a circular symmetry, using the

YscJ model as substrate. In order to take into account YscD structural flexibility, an ensemble

of structures extracted from the previously performed SMD was provided.

POW produced an ensemble of MS ring assemblies respecting the given restraints. All models

were then scored on the basis of the matching between the external size (height, width) of

the YscD 24mer and a new available cryo-tomograph of the full injectisome in situ of the

Yersinia basal body (unpublished data from Stalhberg lab in Basel). The best model is shown

in Figure 5.7. Interestingly, just the YscD extended conformation, which is consistent with the

novel X-ray structure, led to models having a good matching with the available cryo-electron

tomograph. This result is particularly important since for the first time the flexibility of the

basal body and the MS-ring specifically is shown to be crucial for the anchoring and adaption

of the injectisome complex at both the outer and inner membrane bilayers in bacterial cells.

This result also shows how POW can be effectively applied to the case of a symmetrical, flexible

assembly on a target substrate.

5.3.3 Material and Methods

YscD modeling

The initial bent conformation was constructed on the basis of PrgH (PDB: 3GRO; UniPro-

tKB: P41783) by performing independent structural alignment between each domain (loops
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Figure 5.7: Top and side view of injectisome’s MS ring, supposing that both YscJ (inside, in
yellow) and YscD (outside, in blue) assemble into a 24-mer.
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excluded) of YscD and PrgH; then Modeller [39] was used to splice together the three YscD

fragments and to add and relax the loops.

YscD molecular dynamics and steering

Extended and bent YscD were both embedded in a box of water molecules and subjected

to geometry optimization and molecular dynamics. After 10 ns equilibration, the systems

were subjected to 70 ns equilibrium simulation in the NPT ensemble. Starting from the final

geometry of the MD simulation, the bent YscD system was extended according to a standard

SMD procedure. The Cα of D152 was kept frozen while the Cα of N346 was slowly pulled at the

constant velocity of 1 Å ns−1 to reduce the effects of hydrodynamic drag force [53]. A constant

stretching force of 5 kcal/ mol, resulting in a thermal noise deviation of 0.35 Å, was employed

to pull the Cα of N346 along a fixed direction. The force opposing the stretching oscillates

around an average value of 1.9 kcal/mol/Å(standard deviation 1 kcal/mol/Å).

POW setup

POW was run using an ensemble of YscD structures extracted from the previously described

SMD simulation. Our YscJ model was set to be the docking substrate. As constraints, height

(100 Å) and width (260 Å) of the available tomography map were used. 80 particles, 200

iteractions and 3 repetitions were run. Solutions having a fitness smaller than 0 were selected,

and clustered according to their RMSD (threshold equal to 1) 20 models were finally produced,

and visually assessed.
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A Appendix

A.1 POW User Guide

Requirements

POW requires the following python (>=2.5) packages to be installed:

• numpy

• scipy

• MDAnalysis

• mpi4py

The execution of parallel calculation will also require the installation of OpenMPI

Provided Files

The compressed folder POW.tar.gz containing all the needed files is downloadable at lbm.epfl.ch/resources.

This file unpacks in a folder called POW, which can be placed anywhere in your computer. The

folder contains the following files:

• Assembly.py : data structure for heterodimers assembly

• Default.py : classes common to any POW implementation

• DockDimer: dock two proteins

• DockSymmCircle : rigid/flexible assembly of n monomers according to a circular sym-

metry, possibly around a given receptor

• Function: generic function optimization

105

http://lbm.epfl.ch/resources


Appendix A. Appendix

• flexibility.py: functions for Principal Components Analysis

• parse.py: performs just the postprocessing, without running PSO. Usage goes as follow:

./parse.py module input_file [logfile]

• POW.py: main executable

• Protein.py: PDB parser

• PSO.py: parallel implementation of Particle Swarm Optimization

Launching

POW is launched in the console by means of the following command:

mpiexec -n 4 $INSTALLATION_PATH/POW module input.txt

It is advised to create an alias, in order to make POW execution easier. The following lines

create a default call using 4 processors:

export NPROC=4
alias pow="mpiexec -n $NPROC $POW_DIR/POW.py

An execution becomes now as simple as:

pow module input.dat

This call will launch POW on 4 processors. A proper execution requires the user to provide

two arguments to the call: the desired optimization module module and a parameterization

file input.dat. The parameterization file describes with a series of keywords how POW

should behave. The input file providing all the parameterisations for the search should

be passed as parameter. The file is structured as a succession of keywords having one or

more correspondent values. Keywords are case sensitive, and their order is irrelevant. Some

keywords are necessary for any kind of optimization procedure, whereas other are module

specific.

Default keywords

The following keywords are typical to any optimization problem, and are therefore accessible

by any module:

• steps < number o f steps to per f or m >
Acceptable values: positive integer
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Default value: 100

Description: The number of steps that will be computed in the PSO.

• particles < number o f par ti cles >
Acceptable values: positive integer

Default value: 40

Description: The number of particles that will be used in each step of the PSO.

• repeat < number o f r epeti t i on >
Acceptable values: positive integer

Default value: 1

Description: Repeat can be used to repeat the PSO multiple times. The idea behind

repetition is that particles tend to focus on one solution corresponding to a good fit-

ness. Repetition restart the system and consequently increase the chance to find other

solutions.

• repulsion < acti vate | desacti vate >
Acceptable values: on | off

Default value: off

Description: Repulsion can be seen as a flag on position of good solution where particles

should be repulsed. With this option activated particles that found good solutions are

forced to discover other solution. This is particularly interesting when there are more

than one repetition, because flags are kept between repetition, consequently two distinct

repetitions will tend to discover different solution. This option is currently being tested

and will be released in future version.

• neighborType < t y pe o f nei g hbor >
Acceptable values: indexed | geographic

Default value: geographic

Description: NeighborType set the kind of neighborship between particles. Indexed is

good because a neighbor of a particle will stay the same during the whole execution,

however it is not natural. The typical example used to explain PSO is about a group of

birds searching for food in a big field. Birds communicate between them where they

found a lot of food. It is more natural for a bird to communicate to neighboring birds that

are geographically close than with birds that are close in terms of index. Consequently,

geographic is the neighborType set by default. However, geographic suffer from the

fact that neighbor are not always the same and change frequently. This involves more

computation than for the indexed type.

• neighborSize < number o f nei g hbor >
Acceptable values: positive integer

Default value: 1

Description: NeighborSize is considered only for the geographic neighbor type. It

specifies the number of particles to consider as neighbor for a particle. In future release,

this option will also apply to indexed neighbor type.
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• boundaryMin < mi n bound ar y f or each di mensi on >
Acceptable values: list of lower boundary for each dimension, separated by spaces.

Default value: module dependent

Description: It is the minimum boundary for each dimension of the space. The first

three values correspond to the rotations of the monomer on x, y and z axis respectively.

The last one is the value specified by the radius keyword. In case you did not use the

radius keyword, you MUST specify a minimum radius here.

• boundaryMax < max bound ar y f or each di mensi on >
Acceptable values: list of upper boundary for each dimension, separated by spaces.

Default value: module dependent

Description: It is the maximum boundary for each dimension of the space. The first

three values correspond to the rotations of the monomer on x, y and z axis respectively.

The last one is the value specified by the radius keyword. In case you did not use the

radius keyword, you MUST specify a maximum radius here.

• boundaryType < t y pe o f the bound ar y >
Acceptable values: 0 | 1

Default value: module dependent

Description: For each dimension it is possible to define the boundary condition. 0 and

1 stands for periodic and repulsive boundary conditions respectively.

• inertiaMax < max i ner t i a o f par ti cles >
Acceptable values: float 0-1

Default value: 0.9

Description: It is the maximum inertia of particles. Between steps of the PSO the inertia

is decreased until inertiaMin.

• inertiaMin < mi n i ner t i a o f par ti cles >
Acceptable values: float 0-1

Default value: 0.4

Description: It is the minimum inertia of particles. Between steps of the PSO the inertia

is decreased until inertiaMin.

• cp < i n f l uence o f local best sol uti on >
Acceptable values: float

Default value: 1.2

Description: It is the influence on a particle of the best solution found by that particle.

• cp < i n f l uence o f g lobal best soluti on >
Acceptable values: float

Default value: 1.4

Description: It is the influence on a particle of the best position found by neighbors of

that particle.

108



A.1. POW User Guide

• kar_threshold < thr eshol d f or kar executi on >
Acceptable values: float > 0

Default value: 0.01

Description: When a particle is being slower than this threshold, the kick and reseed

procedure (KaR) will be triggered. The particle will receive a random kick that will

reaccelerate it. If, moreover, the particle’s current fitness is smaller than filter_threshold,

it will be also reseeded in a random location. This avoids early convergence and forces

the swarm to explore further the search space. Notice that setting kar_threshold to 0

disables KaR.

• filter_threshold < f i tness val ue to accept >
Acceptable values: float

Default value: 0

Description: An ensemble of solution is found, but just some of these will be good. This

variable sets a threshold on the solutions fitness function.

• output < text f i le >
Acceptable values: UNIX filename

Description: The text file will be used to store results.

Function Module

The Function module allows the minimization of any function not requiring manipulation of

any data structure. The file containing the fitness function to be evaluated is passed to POW

via the following keyword:

• fitness < f i tness extr acti on f i le >
Acceptable values: UNIX filename

Default value: fit_multimer

Description: This file contains the implementation for the Fitness class, and should

have the following form:

class Fitness:
def __init__(self,data,params):

pass
def evaluate(self, num, pos):

#num: PSO particle index
#pos: array containing the particle’s position in search space
#compute fitness on the base of pos values
return fitness

The Function module can also be operated via a graphical interface invoked with the com-

mand pso_gui.py (see Figure A.1). The interface allows the user to create, edit and save a
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POW input file, validate it, and launch a POW run on multiple processors.

Figure A.1: POW graphical interface for Function module allowing the user to save, edit,
validate and launch POW input files.

A.2 DockSymmCircle module

Additionally to default POW keywords A.1, the following keywords are defined:

• radius < f i xed r adi us o f the mul ti mer >
Acceptable values: float

Description: If you know precisely the radius you can use the radius keyword. If the

precise radius is not known, the user should limit as much as possible the range of values

for the radius in boundaryMin and boundaryMax. A drawback when specifying a range

of value is that the search space increase proportionally to the length of the range. The

problem complexity increase and the chance to get a good solution decrease.

• degree < number o f monomer >
Acceptable values: positive integer

Description: It is the number of monomer that compose the multimer.

• target < l i st o f measur es >
Acceptable values: list of float separated by spaces

Description: The list of target measure will be used by the system to compute the fitness.
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This list MUST have the same the same schema as the list computed from the constraint

file.

• constraint < constr ai nt f i le >
Acceptable values: UNIX filename

Description: The system generates a multimer corresponding to the particle position

in the space and passes it to the constraint file. See the section A.2 for details about

the structure of this file. The list of measure you return will be compared to the list of

target’s measure and output a fitness value that will be written to the output file. The list

of target measure MUST have the same order as the list of measure computed in the

constraint file.

• style < t y pe o f assembl y >
Acceptable values: flexible | rigid

Default value: rigid

Description: Define the type of assembly to perform. If rigid is chosen, the monomer

keyword must be defined as well. If flexible is chosen, at least topology and trajectory

keywords must be defined.

• monomer < monomer PDB f i le >
Acceptable values: UNIX filename

Description: PDB file containing the monomer. Requires style keyword set to rigid.

• trajectory < coor di nates o f a MD tr a j ector y >
Acceptable values: path to a dcd or crd file

Description: Enesemble of protein structures. Requires style keyword set to flexible.

• topology < topol og y o f a MD tr a j ector y >
Acceptable values: path to a charmm or amber topology

Description: Topology of provided trajectory (see trajectory keyword). Requires style

keyword set to flexible.

• trajSelection < atom sel ect i on i n MD Anal y si s f or mat >
Acceptable values: MDAnalysis AtomSelect

Default value: protein

Description: Select a subset of atoms from provided trajectory. If align keyword is set to

yes, trajectory will also be aligned on this selection. PCA and subsequent assembly will

only take these atoms into account. Requires style keyword set to flexible.

• projection < pr o j ect i on o f MD tr a j ector y on mai n ei g envector s >
Acceptable values: path to a projections file

Description: If provided, Principal Components Analysis will not be performed, and

this file providing projections on main eigenvectors will be used instead. This file should

consist of a number of lines matching the number of atoms in the provided trajectory,

and a number of columns corresponding to the desired number of eigenvectors used

for projection. Requires style keyword set to flexible.
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• align < de f i ne whether to al i g n the g i ven tr a j ector y >
Acceptable values: yes | no

Default value: yes

Description: If set to yes, the provided trajectory will be aligned on the protein. Taken

into account only if style keyword is set to flexible.

• ratio < ener g y r epr esented by ei g envector s >
Acceptable values: float 0-1

Default value: 0.8

Description: After having performed PCA, symmetryMaker selects a number of repre-

sentative eigenvector. These will represent at least a certain percentage of the trajectory’s

energy. Taken into account only if style keyword is set to flexible.

• detectClash < cl ash detect i on swi tch >
Acceptable values: on, off

Default value: on

Description: define whether a 9-6 Lennard-Jones function should be computed to

assess the system’s energy.

• mixingWeight < wei g ht ener g eti c v s g eometr i c contr i buti ons >
Acceptable values: float 0-1

Default value: 0.2

Description: fitness function is computed via the equation f = c ∗ ener g y + (1− c ∗
di st ance), where c is the value of mixingWeight.

• receptor < cluster i ng di st ance wi thi n soluti ons >
Acceptable values: UNIX filename

Description: PDB file containing a receptor around which the assembly will be built.

• z_padding < assembl y ver t i cal di spl acement >
Acceptable values: float > 0

Default value: 5

Description: the whole assembly is displaced along the z axis with respect of the re-

ceptor. Boundary conditions are defined by a lower and higher boundary. These are

computed around the size of the receptor. z_padding adds an additional displacement

to the computed boundaries. Should be defined only if boundaryMinReceptor and

boundaryMinReceptor are undefined, and if receptor is given.

• boundaryMinReceptor < mi n bound ar y f or r eceptor di mensi ons >
Acceptable values: list of lower boundary for each dimension, separated by spaces.

Default value: min_receptor 0 0 -360/(2*degree)

Description: It is the minimum boundary for each dimension of the space. The first

three values correspond to the rotations of the monomer on x, y and z axis respectively.

The last one is the value specified by the radius keyword. In case you did not use the

radius keyword, you MUST specify a minimum radius here.
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• boundaryMaxReceptor < max bound ar y f or r eceptor di mensi ons >
Acceptable values: list of upper boundary for each dimension, separated by spaces.

Default value: max_receptor+z_pad 360 360 360/(2*degree)

Description: It is the maximum boundary for each dimension of the space. The first

three values correspond to the rotations of the monomer on x, y and z axis respectively.

The last one is the value specified by the radius keyword. In case you did not use the

radius keyword, you MUST specify a maximum radius here.

• cluster_threshold < cluster i ng di st ance wi thi n soluti ons >
Acceptable values:float > 0

Default value: 5

Description: Similar solutions will be clustered in a unique solution. If RMSD clustering

is chosen, a value smaller or equal to 5 Åis advised. If distance clustering is used, a

number around 15 is suggested.

Note that the Default keywords boundaryMin and boundaryMax (see Default keywords section

A.1) should include the following quantities in the following order:

α, β, γ, r adi us

Constraint File

The constraint file is user provided, and contains a python function containing user defined

measure on the generated multimer. This script consists of one function that must be declared

like this:

def constraint_check(multimer):
#######################
#user defined measures#
#######################
return measure1 measure2

The user can define various measures inside this function, and return them. The return order

is significant, it should indeed match the order of target measures provided with the target

keyword in input file. The multimer parameter is a Multimer object. This object provides the

following functions for measurment of the structure:

• multimer.get_width(), returns the assembly width

• multimer.get_height(), returns the assembly heigth

• multimer.atom_select(unit,chain,resid,name), returns the a numpy 2D array containing

all the coordinates of atoms matching the selection.

• multimer.get_center_of_geometry(), , returns the center geometric center of the protein
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Examples

The minimal set of keywords for a POW input script are as follows:

monomer input.pdb
constraint constraint.py
degree 5
radius 10
target 10 20

This will rigidly assemble 5 monomers from file input.pdb so that the circular radius is 10.

constraint.py file will be used as constraint. This file will compute two measures, that should

be compared with the target measures 10 and 20.

A complete example showing how to perform a rigid assembly is as follows:

steps 150
particles 50
repeat 3

boundaryMin 0 0 0 8
boundaryMax 360 180 360 12

assembly_style rigid
monomer protein.pdb

constraint constraint.py
degree 7
target 85 150

cluster_style rmsd
filter_threshold 0
cluster_threshold 5

In this example a calculation protocol with 150 iterations, 50 particles and 3 repetitions has

been chosen. boundaryMin and boundaryMax keyword define a multimer with a radius

varying from 8 to 12 Å. The provided monomer (protein.pdb) will be treated as a rigid body,

and assembled in a heptameric structure (7-fold simmetry) being constrained by constrain.py

function. In postprocessing, only solutions having a fitness smaller than 0 will be retained,
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and solutions having an RMSD smaller than 5 within themselves will be clustered.

By replacing the monomer keyword of previous example with what follows, it’s possible to

perform a flexible assembly.

assembly_style flexible
topology proten.prmtop
trajectory trajectory.dcd
align yes
ratio 0.80

Flexible assembly requires a trajectory (in crd or dcd format) and a topology (pdb or psf). If the

protein in the trajectory is not aligned, symmetryMaker can do this for you by means of the

align keyword. This done PCA is performed on Cα atoms. Notice that the number of degrees of

freedom (3*N, where N is the number of carbons) must be greater than the number of frames

in the simulation. A number of eigenvector representing more than 0.8 (80%) of the system’s

energy will be extracted and treated as protein’s degrees of freedom.

Aligning the trajectory and performing a PCA can take quite a lot of time. However, pre-

processing phase, will generate an aligned trajectory (aligned.dcd) and a file containing

eigenvectors projection (proj_coordinates.dat). You indicate symmetry maker to use these file

to avoid repeting the preprocessing. This can be done in this way:

assembly_style flexible
topology proten.prmtop
trajectory aligned.dcd
align no
projection proj_coordinates.dat

Creation of a new module

A module contains an implementation for Parser, Data, Space, Fitness and Postprocess
classes. The following lines represent a module skeleton.

from Default import Parser as R
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from Default import Space as S
from Default import Postprocess as PP

#import other packages here

class Parser(P):
def __init__(self,infile):
#parse more params if needed

class Data:
def __init__(self,params):
#if needed, load files using parsed information contained in params object

class Space(S):
def __init__(self,params,data):

#build search space using params and loaded data objects by defining:
#self.low = low boundaries
#self.high = high boundaries
#self.boundary_type = int array (0 = periodic, 1 = reflexive boundaries)

class Fitness:
def __init__(self,data,params):

#load data here if needed (e.g. target measures,...)

def evaluate(self,num,pos):
#return fitness value

class Postprocess(PP):
def __init__(self,params,data):

#load params and data structure
def run(self):

#parse logfile and postprocess
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A.3 POW prediction using various constraints

In this section, additional benchmarks of the POW DockSymmCircle module are reported. Re-

sults are obtained by adopting different geometric restraints, but using the same experimental

setup stated in main text (Chapter 3). Good results (bRMSD smaller than 2 Å from known

crystal) can be obtained, for every protein, with a variety of restraints. Small differences (order

of 0.2 Å) within different trials are mainly due to the clustering procedure. Not surprisingly,

the amount of obtained valid models usually increases the less stringent the used geometric

restraints are, and viceversa. In general, the more precise (and reasonable) restraints are

provided, the better the result (i.e. a smaller amount of possible models is produced).

SM Archeal Protein

Heptameric Pyrobaculum aerophilum SM Archeal Protein was crystallized at a resolution

of 1.75 Å (pdb: 1I8F) [101]. We extracted chain A as a representative monomeric structure.

Residues 15 to 80 of all chains (i.e. the residues common to all the seven subunits in the

crystal) were selected to compute the backbone RMSD within the PSO-generated solutions

and the known crystal. Table A.1 reports results using a variety of different geometric restraints.

We tested the effect of making the same geometric condition less stringent, using a global

measures (width and height), imposing a residue to face outside the complex (Pro80) or two

residues in the pore center (Arg29 and Asp30) to be in contact.

restraint time sol. bRMSD

w=66±2 Å, h=40±2 Å 2m16s 2 1.52 Å
d(Arg29,(0,0,0))<10 Å, w=66±2 Å, h=40±2 Å 2m53s 3 1.63 Å
d(Arg29,(0,0,0))<10 Å 2m53s 15 1.28 Å
d(Pro80,(0,0,0))>60 Å 2m53s 45 1.61 Å
d(Arg29,Asp30)<4 Å 2m56s 27 1.52 Å

Table A.1: Summary of POW predition results on SM Archeal Protein heptamer using several
geometric restraints.

Chorismate Mutase

Trimeric Clostridium thermocellum Chorismate Mutase was crystallized at a resolution of 2.2

Å (pdb: 1XHO) [143]. Chain A was extracted as representative structure. Backbone RMSD was

computed on all residues common to all the three chains, i.e. residues 2 to 113. Table A.2

reports results using a variety of different geometric restraints. We tested the effect of making

the same global geometric condition more stringent, and also applied geometric restraints

on specific atoms. On this aspect, we constrained the N-Terminal residues (Val2) as well as

residue Met74 (in protein’s core) to be close. We notice that, as soon as restraints become more

stringent (for instance by restraining the distance within two atoms), the amount of produced

multimers drops.
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restraint time sol. bRMSD

w=49±2 Å, h=42±2 Å 2m20s 20 1.89 Å
w=49±2 Å, h=42±2 Å, d(Met74,Met74)=3.5±1 Å 2m20s 3 1.72 Å
w=49±4 Å, h=42±4 Å, d(Met74,Met74)=3.5±1 Å 2m26s 6 1.94 Å
d(Met74,Met74)=3.5±1 Å, d(Val2,Val2)=8±1 Å 1m50s 2 1.59 Å
w=49±3, h=42±3, d(Val2,Val2)=8±1 Å 1m55s 7 2.49 Å

Table A.2: Summary of POW predition results on Chorismate Mutase trimer using several
geometric restraints.

Acyl Carrier

Trimeric Streptococcus pneumoniae AcpS was crystallized with 3’5’-ADP docked in two of

its three active sites at a resolution of 1.9 Å (pdb: 1FTH) [27]. Chain A was extracted as

representative structure. Backbone RMSD was computed taking into account all residues

common to all three chains, i.e. residues 3 to 68, 75 to 99 and 101 to 118. Table A.3 reports

results using a variety of different geometric restraints. The influence of using global measures

(width and height), other residues part of the binding site (i.e. Lys64 and Asp55) and various

mixes of these quantities were tested.

restraint time sol. bRMSD

w=60±2 Å, h=47±2 Å 2m12s 9 1.80 Å
w=60±2 Å, h=47±2 Å, d(Asp10,His105)=9±2 Å 1m59s 3 1.82 Å
w=60±4 Å, h=47±4 Å, d(Asp10,His105)=9±4 Å 1m59s 8 1.98 Å
d(Lys64,Asp55)=10±4 Å 2m14s 8 1.86 Å
d(Lys64,Asp55)=10±4 Å, d(Asp55,His105)=9±4 Å 2m20s 6 1.95 Å

Table A.3: Summary of POW predition results on Acyl Carrier trimer using several geometric
restraints.

EscJ

restraint time sol. bRMSD

w=176±2 Å, h=180±2 Å 6m52s 7 2.58 Å
w=176±4 Å, h=180±4 Å, d(Pro99,(0,0,0))<40 Å 12m53s 43 1.79 Å
w=176±4 Å, h=180±4 Å, top Lys178 13m21s 41 2.24 Å
w=176±4 Å, h=180±4 Å, top Lys178, d(Pro99,(0,0,0))<40 Å 12m50s 42 0.43 Å
Lys178 on top, d(Pro99,(0,0,0))<40 8m40s 10 2.06 Å

Table A.4: Summary of POW predition results on EscJ using several geometric restraints.

24mer EscJ, part of type III secretion system’s basal body, had a 4-mer basic unit crystallized

(pdb: 1YJ7 [148]). Chain A was extracted as representative structure. Backbone RMSD was

computed with respect of the tetrameric basic unit taking into account all residues common

to all three chains, i.e. residues 21 to 91, 98 to 133 and 141 to 186. Table A.4 reports results
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using a variety of different geometric restraints. On this test case, we tested the effect of using

a unique, stringent set of global measures (height and width). We also coupled such measures

with residues specific restraints. In particular, we tested the effect of imposing residue Lys178

to face upwards, and to combine this restraint with others.
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A.4 Aerolysin disorder prediction

Figure A.2 summarizes the results obtained by eight different disorder prediction algorithms

on aerolysin aminoacid sequence (UniProt entry P09167 (AERA_AERHY)). In detail, we used

RONN [147], DisEMBL1.5 [80], IUPRED [36], PreLink [30], DripPred [1], OnDCRF [73], GlobPlot

[81] and PrDOS [59]. Figure 4.10 has been obtained by coloring every residue according to the

number of algorithms predicting it as disordered. Thus, red regions are predicted as disordered

by all seven algorithms, whereas blue ones are considered as ordered by all of them. Region

GLN268 to ARG282 is the only region predicted as disordred by at least 6 algorithms.

Figure A.2: Aerolyin disorder prediction from eight different predictors. Disordered residues are
indicated with "*", ordered ones with "-"
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A.5 YscP secondary structure prediction

Figure A.3 summarizes the results obtained by seven different secondary structure prediction

algorithms on YscP aminoacid sequence (UniProt entry Q93KT6 (Q93KT6_YEREN)). In detail,

we used SIMPA96 [78], NNPREDICT [69], PREDATOR [43], JNET [31], QLSSP [100], PROF [108]

and GARNIER [44].

Figure A.3: YscP secondary structure prediction from seven different prediction algorithms. "H"
letters indicate an helical region, "-" random coil. In bold, regions selected for mutations to
Alanine or Proline.
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