Anticipation- and Error-related EEG Signals during Realistic
Human-Machine interaction: A Study on Visual and Tactile Feedback

Ricardo Chavarriaga, Xavier Perrin, Roland Siegwart and José del R. Milldn

Abstract— The exploitation of EEG signatures of cognitive
processes can provide valuable information to improve inter-
action with brain actuated devices. In this work we study
these correlates in a realistic situation simulated in a virtual
reality environment. We focus on cortical potentials linked to
the anticipation of future events (i.e. the contingent negative
variation, CNV) and error-related potentials elicited by both
visual and tactile feedback. Experiments with 6 subjects show
brain activity consistent with previous studies using simpler
stimuli, both at the level of ERPs and single trial classifica-
tion. Moreover, we observe comparable signals irrespective of
whether the subject was required to perform motor actions.
Altogether, these results support the possibility of using these
signals for practical brain machine interaction.

I. INTRODUCTION

A large body of research has focused on the study of brain
correlates of different perceptual and cognitive processes.
In particular, EEG signatures of anticipation [1] and error
awareness [2] may be exploited by brain-machine interfacing
(BMI) systems to complement traditional control paradigms
(e.g. based on kinesthetic movement imagination) in order to
enhance human-machine interaction. As an example, it has
been shown that error-related EEG potentials (ErrP) can be
used to correct BMI misclassification [3] or as a teaching
signal to improve performance [4], [5].

However, most of these studies are performed in well-
controlled laboratory conditions using simple visual or audi-
tory stimulus. Therefore, characterization of these correlates
in real life situations —a key issue for practical applications—
remains to be elucidated. More recently, the use of virtual
reality has been proposed as a mean to overcome this
limitation in both neuroscience [6] and BMI [7] research.
Following this line we use a virtual reality setup to study
these correlates during a realistic semi-autonomous naviga-
tion task. We focus in the following signals:

1) Anticipation related potentials: Previous studies have
shown the development of a slow negative wave in frontal-
central areas during the time interval between two events,
corresponding to a warning and imperative stimulus respec-
tively [1]. This signal, termed contingent negative variation
(CNV) is supposed to reflect the anticipation of the upcoming
event. Some previous studies have suggested its presence
in more realistic experimental paradigms [8], as well as its
potential use in BMI applications [9], [10].
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2) Error related potentials: We also study EEG activ-
ity elicited by correct and erroneous feedback information.
These signals have been reported to appear in frontocentral
medial electrodes between 200 ms and 600 ms after stimulus
onset. Given the importance of error processing for learning,
ErrPs are of great interest in both neurophysiological studies
[11] and BMI applications [4], [3], [12].

Moreover, effective BMI systems are required to work in
closed loop and efficiently convey information to the user.
Although some information can already be perceived through
the overt behavior of the controlled device (e.g. movement of
a robotic arm or wheelchair), additional information (e.g. the
decoded command before its execution) can also be useful
to facilitate control or avoid wrong decisions. We study the
use of visual and tactile feedback to convey such information
and report the EEG signals elicited by each of them. This
extends previous work evaluating the user preferences on this
regard [13].

In this work we study anticipation and error-related po-
tentials elicited by both visual and tactile feedback during a
navigation tasks in a realistic environment. Furthermore, we
compare ERPs and single-trial classification in conditions
with and without user motor responses. The experimental
protocol is presented in Section II. This section also describes
the EEG recording and processing techniques. Results on
both anticipatory and error related potentials are presented
in Section III, followed by the conclusions (Section IV).

II. METHODS
A. Experimental protocol

We adopt an experimental protocol used in a previ-
ous study on multimodal feedback for brain-based semi-
autonomous navigation [13]. Six male subjects (mean age
27.67 + 1.75) took part in the experiment, all of them have
normal or corrected to normal vision and gave informed
written consent to participate in the experiment.

In order to have realistic stimuli, we run the experiment
in a large-scale projection room. The system is composed
of two projectors Christie Mirage 5000 (1280x1024, active-
stereo capability). The projection surface has a height of
3.87m and a radius of 4.55m, with a total angle of 150°. The
bottom part has a curve with a radius of 1.5m approximately.

Subjects are seated in front of the projection system, the
visual scene corresponds to the interior of a maze as if they
were on a mobile robot moving across the maze (Figure
1(a)). The robot moves autonomously and subjects are asked
to monitor the decisions it takes at each intersection. When-
ever the robot arrives at an intersection, it stops and proposes



Fig. 1.
can be seen in the center. The curvature of the projection surface can be observed in the bottom of the image. (b) Example of (correct) visual feedback.
(c) Placement of the stimulators used to provide tactile feedback. (d) Example of one of the mazes used during the experiment.

an action (i.e. turn left, turn right or move forward) using
visual or tactile feedback. The subject should assess whether
the proposition is correct or not. Inside the maze, the correct
trajectory is indicated by arrows drawn on the floor. After the
feedback presentation the robot waits for one second before
resuming its path. It should be noticed that the robot always
follows the correct trajectory towards the exit of the maze.

Before starting the experiment, subjects performed a cali-
bration routine to ensure that they correctly perceive both
types of feedback information. Each feedback type was
delivered as follows:

1) Visual feedback : An icon containing an arrow (point-
ing left, right, or up), similar to a traffic sign, is shown in
the center of the screen (c.f. Figure 1(b)).

2) Tactile feedback: Vibrotactile actuators (Engineering
Acoustics, INC., Fl, USA, http://www.eaiinfo.com) located
at the left, center and right side of the upper back of the user
are activated according to the robot decision (Figure 1(c)).
The electromagnetic devices are activated using a bluetooth
interface to provide a vibrating stimulation (200 Hz) during
50 milliseconds.

For each feedback type, two conditions were recorded. In
the first condition (Keypress) the subject was asked to press a
key whenever the system proposition was erroneous. Figure
2 shows the reaction time (i.e. time between the stimulus
and the key press) is around 550 ms. Consistent with a
previous study subjects tend to respond slightly faster to
visual feedback [13].

In the second condition (Monitoring), the subject evaluates
the system’s performance without executing any motor action
(as it would be the case for BMI applications). Comparison
across the two conditions allows to evaluate the influence of
motor preparation and action on the observed EEG signals.

For each condition and feedback type, the subject nav-
igates through three different mazes, each one containing
33 binary intersections (i.e. 99 trials in total per case). An
example of one of these mazes is shown in Figure 1(d).
The robot controller was set up so as to propose erroneous
directions in 40% of the trials. The speed of the robot was
set so as to spend three seconds between two successive
intersections.

(@

(a) Experimental environment consisting of a cylindrical wide projection screen covering the subject’s visual field. The subject and EEG system
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Fig. 2. Reaction time, Keypress condition. It corresponds to the time (in
ms) required to press the key after erroneous (visual or tactile) feedback.

B. EEG recordings

During the experiment we recorded EEG activity in order
to analyze two types of event-related potentials: the CNV
signal related to the anticipation of upcoming events (in this
case, the new crossing at the end of each path segment),
and the error-related potentials elicited by the feedback (i.e.
proposed movement directions) provided by the system.

Data was recorded with a Biosemi acquisition system
(http://www.biosemi.nl) with a sampling rate of 512 Hz.
We used 64 electrodes according to the extended 10/20
international system, re-referenced to the common average
reference. External triggers were sent to the acquisition board
of the EEG system by the experimental software to times-
tamp relevant events (i.e., experiment start/stop, feedback
delivery, and user’s response).

1) Contingent Negative Variation: In the current
paradigm, as the user navigates through a corridor he can
anticipate the feedback presentation at the next crossing.
Although there is no explicit warning stimuli, several cues
tell the user about the upcoming crossing. Therefore, we
can hypothesize the development of CNV signals between
two consecutive crossings.

EEG data was low-pass filtered with a cutoff frequency of
5Hz, and smoothed using a moving average window of 200
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Fig. 3. Contingent negative variation. Grand Average ERP, Cz Electrode. A
negative deflection develops between two consecutive intersection. Feedback
is presented at time ¢ = 0 and t = 4 respectively. The continuous
line corresponds to epochs where erroneous feedback was provided at
t = 0, while the dotted line corresponds to correct feedback at that point.
Left, Visual feedback- Right, Tactile feedback. Top, Condition 1, Keypress.
Bottom, Condition 2, Monitoring

ms. We report the signal at the vertex (Cz electrode) between
two consecutive crossings, corresponding to a time window
of 4 seconds (1 second of wait after feedback plus 3 seconds
of movement along the corridor). Each epoch was baseline
corrected to the mean value in a 1s window before feedback
onset. Since several studies have reported behavioral changes
after erroneous actions or feedback [14], [15] we also assess
possible modulations of the CNV signals depending on the
correctness of the presented feedback.

2) Error related potentials: To analyze error related po-
tentials, a 2-10Hz band-pass filter was applied on the EEG
data before being segmented into epochs corresponding to
each maze intersection. Each epoch lasts until 1000 ms after
the feedback onset and is baseline corrected with the average
activity in the 100 ms window prior to the feedback delivery.

Following previous work, we use the activity of the Fz
and FCz electrodes to classify the activity elicited by correct
and erroneous feedback [4], [3]. The signal in the time
window from 100 ms to 500 ms after the stimulus onset
was downsampled to 32 Hz and feed into the classifier. We
train a Linear discriminant (LDA) classifier separately per
subject, condition and type of feedback. The classification
performance was assessed using 10-fold cross validation.

III. RESULTS
A. Contingent Negative Variation

Figure 3 shows the grand average ERP on the Cz electrode
between two consecutive crossings. Time t=0 corresponds to
the feedback onset at the beginning of a maze segment. After
1 second, the robot starts to move and takes three seconds to
reach the next intersection where new feedback is provided.
A feedback-evoked positive inflection can be clearly seen
about 200ms after the stimulus onset for both modalities (t=0
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Fig. 4. Error-related potentials. Grand Average ERP, Fz electrode: Error
minus correct condition. Time t=0 corresponds to the feedback onset.
Left, Visual feedback. Right, Tactile feedback. Top, Condition 1, Keypress.
Bottom, Condition 2, Monitoring. Thin lines correspond to the ErrP of
individual subjects. The Thick line shows the average across subjects

and t=4 s). Moreover, a sharp, larger negative peak appears
after delivery of tactile feedback.

A slow negative deflection, consistent with the reported
CNV appears during the time between the two crossings
in the maze. It appears in both conditions for all types
of feedback. Interestingly, this negativity is larger after
erroneous feedback is delivered (continuous traces), except
when visual feedback is used in the Monitoring condition.
Statistical differences (p < 0.05) where found in the window
[3500 4000] for three of the subjects. Various studies pro-
posed behavioral adjustments made after errors as evidence
of subjects increasing their attention to the task [2], [16].
Accordingly, these differences in the CNV may be due to
attentional changes after wrong propositions.

B. Error-related EEG potentials

Error-related signals similar to previous studies can be
observed in frontocentral areas for all types of feedback in
both conditions. We report the grand average difference ERP
(i.e. erroneous minus correct trials) for electrode Fz across
all subjects in Figure 4. The positive peak of the ErrP appears
shortly after 400 ms after visual feedback and around 300ms
for tactile feedback, irrespective of whether a motor action
is required. Interestingly, the timing difference in the peak
ErrP is opposite to differences in the reaction time during
the Keypress condition (c.f. Figure 2).

Figure 5 shows the ErrP classification performance in
the ROC (Receiver Operating characteristic) space. Each
continuous line in a plot depicts the mean accuracy (10-fold
cross-validation) for one subject. The y-axis represents the
true positive rate (TPR; amount of correct trials classified
as such); while the x-axis corresponds to the false negative
rate (FNR; amount of misclassified error trials). A perfect
classifier will appear on the upper left corner of the plot
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Fig. 5.  Classification performance in the ROC space. X-axis. False
negative rate. Y-axis: True positive rate. Left, Visual feedback- Right, Tactile
feedback.7op, Condition 1, Keypress. Bottom, Condition 2, Monitoring

(TPR = 1; FNR = 0). The dotted diagonal line corresponds to
random performance. The figure also reports the area under
the ROC (AUC) curve averaged across subjects. It can be
seen that erroneous and correct trials can be classified above
random level for all cases, with the exception of one subject
in the Monitoring condition with tactile feedback. In general,
higher performance is achieved for the Keypress condition,
where a motor action is required after erroneous feedback.

IV. CONCLUSION

We report EEG correlates of anticipation and error pro-
cessing during navigation in virtual environments. The ex-
periment was performed in a large-scale projection system as
a step towards the use of these signals in real applications.
Fuurthermore, we tested two types of feedback to convey
information to the user and compare the results with and
without motor responses.

The measured signals are consistent with previous stud-
ies. This confirmis that they can be observed in realistic
interactive situations, despite the complexity of the stimuli
perceived by the user. Moreover, similar correlates were
found for all feedback modalities and response conditions.
Importantly, their appearance when no motor response is
required, as well as the results of single trial classification
of ErrPs, supports their potential use for brain-machine
interaction.

Further work is being performed to test online classifica-
tion of these signals in simulated and real devices [17], [18].
In addition, source localization and connectivity methods will
be explored to assess the information flow from sensory
specific areas towards unified error-monitoring structures
(e.g. Anterior cingulate cortex) or motor areas [19], [20].
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