Abstract—Very often, the only reliable information available to perform change detection is the description of some unchanged regions. Since sometimes these regions do not contain all the relevant information to identify their counterpart (the changes), we consider the use of unlabeled data to perform Semi-Supervised Novelty detection (SSND). SSND can be seen as an unbalanced classification problem solved using the Cost-Sensitive Support Vector Machine (CS-SVM), but this requires a heavy parameter search. We propose here to use entire solution path algorithms for the CS-SVM in order to facilitate and accelerate the parameter selection for SSND. Two algorithms are considered and evaluated. The first one is an extension of the CS-SVM algorithm that returns the entire solution path in a single optimization. This way, the optimization of a separate model for each hyperparameter set is avoided. The second forces the solution to be coherent through the solution path, thus producing classification boundaries that are nested (included in each other). We also present a low density criterion for selecting the optimal classification boundaries, thus avoiding the recourse to cross-validation that usually requires information about the “change” class. Experiments are performed on two multitemporal change detection datasets (flood and fire detection). Both algorithms tracing the solution path provide similar performances than the standard CS-SVM while being significantly faster. The low density criterion proposed achieves results that are close to the ones obtained by cross-validation, but without using information about the changes.
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I. INTRODUCTION

Change detection in remote sensing [1], [2] is an important field with a wide range of applications, from natural disaster damage assessments to urban expansion monitoring. In most situations, the lack of ground truth information remains the main challenge to overcome. The changes characteristics are often unknown beforehand or difficult to model from a varying spectral signature (e.g. burnt areas, areas on fire, collapsed buildings) [3]. For this reason, many unsupervised change detection algorithms have been proposed in recent literature, ranging from Change Vector Analysis (CVA) [4]–[8] to canonical correlation analysis [9], [10] or clustering [11], [12].

If information about the change is often difficult to obtain, information on the nature of the unchanged areas is easier to have beforehand. Considering these initial conditions (ignorance about the nature of the change and knowledge about some “unchanged” areas), the change detection problem can be reformulated as a Novelty Detection (ND) problem where only samples from “unchanged” areas are available to detect “changed” regions, also referred to as outliers or novelties. Since labeling is extremely costly, samples of “unchanged” areas are assumed to be available only in a limited amount.

Novelty detection is a field of machine learning that aims at modeling the distribution of the “unchanged” samples, usually called normal, typical or target samples [13] in order to detect what is abnormal, i.e., the novelties. This field was investigated extensively this last decade and several approaches have been proposed, which are often extensions of standard methods for classification. The Mixture of Gaussian Domain Description Classifier trains a mixture of Gaussians on the target class and sets a threshold level for detecting novelties [13], [14]. The One-Class Support Vector Machine (OC-SVM) proposed by Schölkopf et al. maximizes the margin between the data and the origin in a higher dimensional feature space [15], [16]. Similarly, the Support Vector Data Description (SVDD) defines a sphere around the target data in the induced feature space and detects outliers outside its boundary [17].

Novelty detection has been considered in remote sensing classification: after its introduction for tasks of anomaly detection in hyperspectral imagery [18], SVDD has been considered for multiclass classification and detection of outliers [14], [19]. Each class is described by a SVDD and the classification is based on the smallest distance to the different SVDD spheres. This approach also shows the advantage of detecting outliers when a test sample is outside all the different SVDD. In multitemporal analysis, novelty detection approaches have been considered for oil slick detection with SAR images using OC-SVM and wavelet decomposition [20], for landmines detection from Ground-Penetrating Radars using OC-SVM [21] or for fire detection using SVDD initialized with CVA [22].

In remote sensing, unlabeled data are abundant and can be acquired at no extra costs, contrarily to labeled data requiring expert’s labeling time or expensive ground surveys. Semi-supervised techniques, exploiting unlabeled data, have shown great improvements for classification methods under
appropriate assumptions on the data distributions [23]. In remote sensing data classification, semi-supervised learning has driven a strong current of research, where methods exploiting graphs on manifolds [24], [25], low density areas [26], [27], clustering of data [28]–[30] have shown to be strongly beneficial for the classification performance. In [31], semi-supervised change detection is performed using the Semi-Supervised SVM (3SVM), which labels progressively the unlabeled samples from an initial classification requiring both “unchanged” and “changed” labels. Finally in [32], semi-supervised kernel orthogonal space projection is proposed to perform target detection without knowledge of the outlier class.

Semi-Supervised Novelty Detection (SSND) deals with situations having only labeled “unchanged” samples. These labeled “unchanged” pixels are exploited jointly with a large set of unlabeled samples. No information about changes, that lie among the unlabeled data, is available beforehand. In [33], a Cost-Sensitive SVM (CS-SVM) is proposed for text classification using the following principle: the positive samples are classified against all the unlabeled samples with different penalization on the respective errors. The asymmetry in the classes cost allows to penalize more the errors done on the unlabeled samples and less those on the unlabeled samples (since they contain both “unchanged” and “changed” samples). Fig. 1(b) illustrates this principle. This approach reduces SSND to a binary unbalanced classification problem (labeled vs. unlabeled) and has been proven to be very effective and general, since no assumptions have to be done on the distributions and on the proportion of novelties [34].

The CS-SVM optimization involves three main hyperparameters: a regularization parameter $\lambda$, the cost asymmetry between the two classes $\gamma$ and the kernel parameters (e.g. $\sigma$ for the Gaussian RBF kernel). The SVM solutions along different values of the two first parameters are piecewise linear [35], [36] contrarily to the third [37]. This allows to trace the entire solution paths along $\lambda$ or $\gamma$ at the same computational cost than a single SVM. Recently, a nested solution path of the CS-SVM was proposed to provide a more coherent classification along the solution path [38]. In this model, all the boundaries are included in each other, which means that the predicted class of a sample changes only once along the path of different cost asymmetries. Finally in [39], the entire regularization path (along $\lambda$) of the standard SVM was assessed in SSND situations but without exploiting a cost asymmetry.

In remote sensing literature, two SSND approaches were presented and compared in [40]. The first is the standard CS-SVM with labeled and unlabeled data, while the second is the SVDD with a kernel distorted by a graph Laplacian built on the unlabeled samples (S2OCSVM). CS-SVM was very efficient in difficult change detection scenarios (e.g. cloud vs. snow). In [41], the authors proposed a SSND approach aiming at learning the conditional probabilities of the “unchanged” class by training on labeled “unchanged” and unlabeled examples. The retrieved probabilities were finally normalized by a constant factor. This approach showed promising results in remote sensing one-class classification under the assumption that labeled samples are selected completely at random. Note that in such a setting (which is also the one proposed in this paper), the natural unbalance of the novelty detection problem is further increased, since we consider labeled pixels, that are “unchanged”, and confront them against unlabeled pixels, that are a mixture of “changed” and (mostly) “unchanged” areas. As a consequence, the unbalance between “changed” and “unchanged” regions is stronger.

The SSND approaches considered in remote sensing so far show three main weaknesses: (i) they are all extremely time consuming, in particular when they reduce to an unbalanced two-classes classification problem which requires a heavy parameter selection to find the optimal cost asymmetry [40], [42]. (ii) Very often, the approaches are based on modeling the changes, thus requiring labeled “changed” samples that are difficult to obtain in sufficient quantity to be representative. (iii) Finally, even the approaches based only on “unchanged” regions (Novelty Detection approaches) select the optimal boundary and the free parameters through cross-validation, thus again using labels from both “unchanged” and “changed” classes.

In this work, we present a methodology avoiding the heavy supervised parameter selection for the CS-SVM in SSND. We first show that algorithms providing the entire solution path for CS-SVM result in faster and coherent classifiers for SSND, being complex unbalanced situations because of the important overlap between labeled and unlabeled samples. To the authors’ knowledge experiments exploiting the entire cost asymmetry path for SSND have not been presented previously. Finally, we provide bounds on the regularization parameter to restrict the search space and propose a way to estimate the optimal free parameters without resorting to cross-validation: we remind that this type of optimization should be avoided, since no reliable information on changes is usually available. We assume that the “changed” and “unchanged” distributions are clustered (cluster assumption) and select the cost asymmetry, as well as the kernel and regularization parameters, by searching the boundary passing through the low density regions. Exploiting the same intuition behind the TSVM model [26], our proposed low density criterion exploits the distance between pairs of samples across the boundary and is well adapted to unbalanced situations.

The remainder of the paper is as follows: Section II presents the semi-supervised novelty detection systems proposed. Section III presents our low density criterion for unsupervised parameter selection. Section IV details the datasets and the experimental setup of the experiments presented and discussed in Section V. Section VI concludes the paper.

II. SEMI-SUPERVISED NOVELTY DETECTION

In the following section, we introduce the Cost-Sensitive Support Vector Machine for Semi-Supervised Novelty Detection, with two different algorithms deriving the entire solution path.

A. Cost-Sensitive SVM

Support Vector Machines (SVM) are efficient kernel machines seeking for the hyperplane separating two classes with
maximum margin in a high dimensional feature space induced by a mapping function \( \Phi \). This mapping function \( \Phi \) allows having a non-linear separation in the input space by finding the linear separation in the induced feature space. If the classes are not separable, classification errors are allowed but penalized by a cost parameter \( C \), which controls the trade-off between maximum margin and misclassifications. SVMs have been extremely efficient in classification problems in remote sensing [43]. SVMs are trained using a set of samples (multi-temporal pixels) with associated labels \( \{ (x_i, y_i) \}^N_{i=1} \), where \( x_i \in \mathbb{R}^d \) and \( y_i \in \{+1, -1\} \).

In the standard SVM (Cost-Insensitive SVM), the cost parameter \( C \) penalizes equally the errors done on the two classes. This is usually desirable, but in some specific situations, like unbalanced problems, the two classes should be penalized with different strength. The Cost-Sensitive SVM (CS-SVM) has two costs \( C_+ \) and \( C_- \), one for each class, combined into the cost asymmetry \( \gamma = \frac{C_+}{C_+ + C_-} \) and the total amount of regularization \( \lambda = \frac{1}{C_+ + C_-} \) [36].

For SSND, Let \( I_+ = \{ i : y_i = +1 \} \) be the set of labeled “unchanged” samples and \( I_- = \{ i : y_i = -1 \} \) the set of unlabeled samples containing a mixture of the two classes (“unchanged” and “changed”). The CS-SVM optimization problem is

\[
\min_{w, \xi} \left\{ \frac{\lambda}{2} \| w \|^2 + \gamma \sum_{i \in I_+} \xi_i + (1 - \gamma) \sum_{i \in I_-} \xi_i \right\} \quad \text{s.t. } y_i (w, \Phi(x_i)) \geq 1 - \xi_i, \xi_i \geq 0, \forall i \tag{1}
\]

The cost asymmetry \( \gamma \) controls the trade-off between false positive and false negative rates. The entire set of classifiers along the Receiver Operator Curve (ROC) are obtained for \( \gamma \) ranging from 0 to 1. For \( \gamma = 0.5 \), the algorithm reduces to the standard SVM (Cost-Insensitive). It is important to notice that not all the cost asymmetries are interesting for SSND. Since the errors committed on the labeled “unchanged” samples should be penalized more than the errors done on the unlabeled samples (pixels in \( I_- \) are certainly unchanged, while those in \( I_- \) are a mixture of changed and unchanged), \( \gamma \) typically ranges from 0.5 to 1. Therefore, the optimal \( \gamma \) separating the “unchanged” and “changed” samples is related to the balance between the two classes and to the number of labeled and unlabeled samples. An example of boundaries obtained in a SSND setting for different cost asymmetries \( \gamma \) are shown in Fig. 1(b).

The optimization problem in Eq. (1) is usually solved through its Lagrangian dual formulation, given by

\[
\min_{\alpha} \left\{ \frac{1}{2 \lambda} \sum_{i,j} \alpha_i \gamma \alpha_j y_i y_j K_{i,j} - \sum_i \alpha_i \gamma \right\} \quad \text{s.t. } 0 \leq \alpha_i, \gamma \leq 1 \forall \{y_i < 0\} \tag{2}
\]

where \( K_{i,j} = K(x_i, x_j) = \langle \Phi(x_i), \Phi(x_j) \rangle \) is the kernel representing the dot product in the high-dimensional space induced by \( \Phi \). The indicator function \( 1_{\{y_i < 0\}} \) returns 1 for \( y_i = -1 \) and 0 otherwise. The dual optimization problem is a quadratic programming (QP) problem. Many algorithms can solve QP problems efficiently by exploiting decomposition methods (e.g. Sequential Minimal Optimization [44]). It is important to notice that the solution of Eq. (2) is obtained for a single and fixed cost asymmetry \( \gamma \), and thus that it becomes necessary to solve an additional optimization problem for each new cost asymmetry considered.

Similarly to the standard SVM, the class label of a test sample \( x_t \) is obtained from the sign of the decision function:

\[
f_{\gamma, \lambda}(x_t) = \frac{1}{\lambda} \sum_i \alpha_i^* y_i K_{i,t} \tag{3}
\]

where \( \alpha_i^* \) are the support vector coefficients solutions of Eq. (2). This decision function \( f_{\gamma, \lambda}(x) \) can be interpreted as a distance to the boundary in the kernel induced space, becoming null for samples lying on it.

### B. Entire solution path for Cost-Sensitive SVM

The CS-SVM has different parameters to be tuned: the global regularization parameter \( \lambda \), the cost asymmetry \( \gamma \) and the kernel parameters. The Lagrangian multipliers \( \alpha \) are continuous piecewise linear along the different values of \( \lambda \) and \( \gamma \) [35], [36]. These are called the solution path of the CS-SVM (“regularization path” along \( \lambda \) and “cost asymmetry path” along \( \gamma \)). Let us split the samples \( x_i \) into three active sets, respecting the convention used in [36].
Fig. 3. The piecewise linear solutions $\alpha_i$ along the path of cost asymmetries $\gamma$ for the CS-SVM (left) and NCS-SVM (right) for 8 samples (toy example of two overlapping classes with 4 samples each). Each color represents a different sample and each dot represents a breakpoint where a solution has been obtained. The number of breakpoints of the CS-SVM is usually around $2 \approx 3$ times the number of samples whereas the $M$ breakpoints of the NCS-SVM are manually preset (here $M = 7$).

Margin: $\mathcal{M} = \{i, y_i f_{y_i, \lambda}(x_i) = 1\}$
Left of margin: $\mathcal{L} = \{i, y_i f_{y_i, \lambda}(x_i) < 1\}$
Right of margin: $\mathcal{R} = \{i, y_i f_{y_i, \lambda}(x_i) > 1\}$

For known active sets $\mathcal{M}$, $\mathcal{L}$ and $\mathcal{R}$, the optimal solutions $\alpha_{i, \gamma}$ can be derived from a linear system of equations. Actually, only the $\alpha_{i, \gamma} \in \mathcal{M}$ are really unknown, since $\alpha_{i, \gamma} \in \mathcal{L} \cup \mathcal{R}$ are either fixed at 0 or $1_{\{y_i < 0\}} + y_i \gamma$. The active sets remain unchanged on a certain range of the parameter resulting in a linear “segment” on the path where the $\alpha_i$ are linearly related to the parameter. The value at which the active sets change produces a breakpoint. The breakpoints can be incrementally computed by tracking the next parameter value for which the KKT conditions are no more satisfied (e.g. the events when samples enter or leave the margin). Fig. 3 represents the piecewise linear $\alpha$ along the cost asymmetry path.

This algorithm (called CS-SVM PATH in the rest of the paper) starts considering the path in the situation where all the samples are inside $\forall i \in \mathcal{L}$, $\mathcal{M} \cup \mathcal{R} \in \{\}$). In this situation, all the $\alpha_{i, \gamma} = 1_{\{y_i < 0\}} + y_i \gamma$. This is achieved by the largest regularization enforcing the maximum margin, meaning a null penalization of the errors: $C_+ + C_- = 0 \Rightarrow \lambda = \infty$. However, this solution is reached already at a certain regularization parameter $\lambda_{\text{max}}$ above which the solutions stop changing: $\forall \lambda \in [\lambda_{\text{max}}, \infty]$. This maximum regularization parameter can be obtained directly from the kernel matrix: since all the samples are inside and on the margin: $y_i f_{y_i, \lambda}(x_i) \leq 1$, $\forall i$, by replacing $f_{y_i, \lambda}(x_i)$ using Eq. (3) and isolating $\lambda$, we end up with

$$\lambda_{\text{max}} = \max \left[ \gamma \sum_{j \in I_+} y_j y_j K_{i,j} + (1 - \gamma) \sum_{j \in I_-} y_j y_j K_{i,j} \right]$$

(4)

See [38] for more details on the derivation of Eq. (4) and on the implementation of the CS-SVM PATH algorithm based on the SVMPath toolbox [35].

C. Nested Cost-Sensitive-SVM

The Nested Cost-Sensitive SVM (NCS-SVM) is another formulation for computing the entire cost asymmetry path of the CS-SVM proposed in [38]. The NCS-SVM forces the boundaries obtained for different cost asymmetries to be nested (see 1(b) and 8(a) for examples of nested boundaries). Let $G_m$ be the set of samples in the positive class for the cost asymmetry $\gamma_m$. For a $\gamma_k > \gamma_m$, $G_m \subseteq G_{\gamma_k}$. As depicted in Fig. 1(b), a sample on the positive side of the boundary for a certain $\gamma_m$ will remain on the positive side for all $\gamma$ larger than $\gamma_m$. This ensures a coherence along the path of cost asymmetries and should provide less sensitivity to the free parameters (regularization and kernel parameters) and to the noise in training data.

Nested solution paths are also continuous piecewise linear function of the cost asymmetry parameter. The nested solution paths are monotonic due to the nestedness constraint, as it can be observed in Fig. 3. The breakpoints along the cost asymmetry path are pre-defined by the user and not derived from the data as in the CS-SVM PATH algorithm (see section II-B). The monotonicity of the path allows pre-defining only a small number of breakpoints. The ability of defining the breakpoints is advantageous for our SSND setting, where only the cost asymmetries ranging between 0.5 and 1 are of interest.

Let us define $M$ different cost asymmetries $0.5 \leq \gamma_m \leq 1$ corresponding to the fixed breakpoints. In this setting, the NCS-SVM dual formulation is

$$\min_{\alpha, \lambda} \sum_{m=1}^{M} \frac{1}{2 \lambda} \sum_{i,j} \alpha_{i,m} \alpha_{j,m} y_i y_j K_{i,j} - \sum_i \alpha_{i,m} \tag{5}$$

s.t. $0 \leq \alpha_{i,m} \leq 1_{\{y_i < 0\}} + y_i \gamma_m, \forall i, m \tag{6}$

$$y_i \alpha_{i,1} \leq \ldots \leq y_i \alpha_{i,M} \forall i \tag{7}$$

This dual formulation is extremely close to the dual formulation of the CS-SVM in Eq. (2). The differences lie in i) the simultaneous consideration of all the breakpoints and in ii) the additional constraints in Eq. (7) enforcing the nesting of the boundaries. The solutions $\alpha_{i,m+\eta}$ at an intermediate cost asymmetry $\gamma_{m+\eta}$ ($0 < \eta < 1$) can be obtained from a linear interpolation between the lower and upper solutions at $\gamma_m$ and $\gamma_{m+1}$.

The optimization problem of Eq. (5) is complex since the constraints are imposed on the samples (6) and the cost asymmetries (7) resulting in $M \times N$ variables ($N$ being the number
of labeled samples). A decomposition algorithm is proposed to split the QP problem into smaller subproblems. The sample \( x_k \) violating the KKT conditions the most is selected and its solutions \( \alpha_{k,m} \) are optimized along the breakpoints while the other solutions remain fixed. The objective function of Eq. (5) is thus rewritten with \( \alpha_{k,m} \) highlighted

\[
\sum_{m=1}^{M} \left[ \frac{1}{2\lambda} \sum_{i,j} \alpha_{i,m} \alpha_{j,m} y_i y_j K_{i,j} - \sum_i \alpha_i \right] = \\
\sum_{m=1}^{M} \left[ \frac{1}{2\lambda} \alpha_{k,m}^2 K_{k,k} + \alpha_{k,m} \left( \sum_{j \neq k} \alpha_{j,m} y_j K_{k,j} - \lambda \right) \right] + \text{Cst}
\]

where \( \text{Cst} \) contains the terms not related to \( \alpha_{k,m} \). Samples are selected iteratively to update their solutions until the optimality condition error is under a predefined value. For more details on the sample selection and termination criterion, please refer to [38].

D. Computational complexity

Solving the QP problem for the standard SVM requires approximately \( O(s^2 N + s^2) \) with \( s \) the number of samples inside the margin (e.g. support vectors). The complexity is dependent on the regularization parameter \( \lambda \) and end up between \( O(N^2) \) and \( O(N^3) \) for a large and a low regularization respectively [45]. Therefore, if \( P \) cost asymmetries \( \gamma \) are considered along the path, the maximal computational complexity would be \( O(PN^3) \).

The CS-SVM PATH algorithm has a complexity of \( O(m^2 N + N^2 m) \) for an entire solution path, with \( m \) the maximum number of samples on the margin \( M \) along the path [35]. The maximum value for \( m \) is \( N \) leading to a computational cost equivalent to two standard SVM. Therefore the CS-SVM PATH algorithm has already a lower complexity than the standard CS-SVM when more than two cost asymmetries are solved (\( P > 2 \)).

The NCS-SVM has a complexity linked to the number of iterations required to converge which is proportional to the number of samples \( O(N) \). The size of the QP subproblem solved at each iteration is proportional to the number of breakpoints \( O(M^2) \). Moreover checking the KKT conditions requires \( O(NM) \), leading to a total complexity of approximately: \( O(M^2 N + N^2 M) \). Experimentally, \( M \approx 10 \) and the iterations required are \( \approx 5 \times N \) for the NCS-SVM [38]. Thus the NCS-SVM will have a lower computational cost than the standard CS-SVM and CS-SVM PATH algorithms for datasets larger than \( \approx 50 \) samples.

III. UNSUPERVISED PARAMETER SELECTION BASED ON CLUSTER ASSUMPTION

In the SSND settings presented, no assumptions were made on the distribution of the novelties. There is a trade-off between restricting to certain assumptions and performing the parameter selection: either no assumptions are made but then a parameter selection based on cross-validation becomes necessary (thus requiring labeled pixels corresponding to "changed" areas), or an assumption is made on the two distributions and the parameter selection can be done in an unsupervised way.

We propose an approach for selecting the optimal cost asymmetry and the other free parameters based on the cluster assumption, an extensively used assumption in semi-supervised learning [23], [46]. This assumption states that the two classes ("changed" and "unchanged") are clustered in the input space. Therefore the boundary of the optimal classifier should not pass through the clusters but in the region of low density between them. The Transductive SVM (TSMV) exploits the cluster assumption by iteratively labeling the unlabeled samples and retraining with the augmented labeled set of samples [47], while the Semi-Supervised SVM (S3VM) penalizes the unlabeled samples lying inside the margin of the SVM directly in its objective function [31], [48].

In our SSND context, unlabeled data are already involved in the training process to help obtaining a better discrimination between the "unchanged" and "changed" classes. The only remaining step is the selection of the optimal solution along the cost asymmetry path. This selection is usually done by cross-validation, training on a subset of the data and testing on a separate subset. It is however impossible to get a reliable accuracy since no labels are available for the "changed" areas. To overcome this issue, the boundary selection can be performed based on the local density around the boundary. The distances between the closest samples across the boundary are inversely related to the density in these regions: the larger the distances, the lower the density. The other parameters influencing the boundary (kernel and regularization parameters) can be selected in the same way by maximizing the distances across the boundary.

Let us define \( H_{O+} \) and \( H_{O-} \), the sets of samples ordered by their distance to the boundary (\( [f_{y+}(x_i)] \)) on the positive and negative side respectively. A set of \( k \) unique pairs of samples are built across the boundary (each sample is linked only once). The first sample of \( H_{O+} \) is linked with the sample at minimum distance from \( H_{O-} \). The second closest sample from \( H_{O+} \) is linked with the closest of the \( k - 1 \) remaining samples on the other side of the boundary. This linkage goes on until the \( k^{th} \) sample has been linked. This principle is illustrated in Fig. 4. The procedure is then repeated considering the other side of the boundary, and finally provides \( 2 \cdot k \) pairs of samples across the boundary. The set of Euclidean distances between
The estimated average distance across the boundary is obtained using the median of the paired distances to avoid possible biases related to isolated samples linked with remaining distant samples. The density criterion across the boundary is defined as 

\[
DC(k, \gamma) = \text{median}\{D_{\text{pair}}(k,\gamma)\}.
\]

A small DC indicates that boundary passes through high density regions, while a large DC indicates that boundary passes through low density region. The maximum DC value indicates the optimal boundary passing through lowest density regions. For this reason, the final criterion LDC is defined as 

\[
LDC(k) = \max_{\gamma} DC(k,\gamma).
\]

Even if a robust average is obtained using the median, the choice of the parameter \(k\) influences the extent of the density measure (from local to global for increasing \(k\)). A too large \(k\) could add pairs of samples actually far from the boundary (inside the clusters), whereas a too small \(k\) could miss pairs close to the boundary. Both situations could result into an overestimated median distance across the boundary. To avoid such situations, the most accurate distance across the boundary is searched through a range of \(k\) values \((k_{\text{range}})\). The value minimizing LDC over \(k_{\text{range}}\) is retained as the most robust value, \(k^*\). Using this optimal \(k^*\), the boundary passing through the lowest density region is localized at \(\gamma^* = \arg\max_{\gamma} DC(k^*,\gamma)\). The full procedure is summarized in Algorithm 1.

**Algorithm 1 Low density boundary selection**

Require: (N)CS-SVM solutions at \(M\) cost asymmetries \(\gamma_m\)

for each \(k \in k_{\text{range}}\) do

for each \(\gamma \in \gamma_m, m = 1, ..., M\) do

- Get \(H_{O+} = \text{sort}(f_{\gamma,\lambda}(x_i))\) with \(\{i, f_{\gamma,\lambda}(x_i) > 0\}\)
- Get \(H_{O-} = \text{sort}(f_{\gamma,\lambda}(x_i))\) with \(\{i, f_{\gamma,\lambda}(x_i) < 0\}\)
- Build unique pairs of samples (from \(H_{O+}\) and \(H_{O-}\))
- \(D_{\text{pair}}(k,\gamma) \leftarrow \text{set of distances between the pairs}\)
- \(DC(k,\gamma) \leftarrow \text{median}\{D_{\text{pair}}(k,\gamma)\}\)
end for

\[
LDC(k) \leftarrow \max_{\gamma}(DC(k,\gamma)) \triangleright \text{low density criterion}
\]

end for

\[
k^* = \arg\min_k(LDC(k)) \triangleright \text{optimal } k \text{ not overestimating}
\]

\[
\gamma^* = \arg\max_{\gamma}(DC(k^*,\gamma)) \triangleright \text{optimal boundary}
\]

**IV. EXPERIMENTS**

Two multitemporal datasets are used to compare and validate the proposed approaches.

1) **Gloucester floods**: this dataset consists in two SPOT images acquired before and after a flood in 2000 near Gloucester in UK [49]. The considered subset (around the city of Tewkesbury) is of size \(800 \times 1600\) pixels with a spatial resolution of 20m and 3 spectral bands (NIR-G-R). The two images are presented in Fig. 6(a).

2) **Bastrop fires**: the second dataset consists in two Landsat 5 TM images acquired a year before (03/10/2010) and a week after (11/09/2011) large fires near Bastrop in Texas, USA. The considered subset is of size \(780 \times 1085\) pixels with 6 spectral bands (from 450 nm to 2350 nm) at a spatial resolution of 30m. A (MIR-G-B) composition representing well the fire is presented in Fig. 6(b). This second image is particularly challenging, since the unchanged areas show radiometric differences related to seasonal vegetation changes. Therefore, methods based on image differencing should return a large amount of false alarms.

**A. Experimental Setup**

In this work the results for the CS-SVM PATH and NCS-SVM methods are compared with the standard CS-SVM, the SVDV and the unsupervised CVA [8]. Moreover, the proposed methods are evaluated both using cross-validation (CV) and low density (LD) parameter selection criteria.

In a change detection scenario, either the difference or ratio image are often used [50]. Here we consider the difference of the spectral bands of the two images. Another set of features more physically inspired is a stack of the Normalized Difference Vegetation Index \((NDVI = (NIR - R)/(NIR + R))\) obtained separately at each acquisition. It is important in such scenarios to choose the set of features, which is best adapted to the situation [1]. The floods over non-urban areas impact the
vegetation which is reflected by a change in the response of flooded vegetation, which is better visible in the NDVI than in the difference or stacked images. For this reason, the stacked NDVI will be used with the Gloucester floods dataset. For the Bastrop dataset, the NDVI features could be ambiguous for regions having dried grass or cut crops. This type of land, being well spread among the unburnt areas, would avoid detecting burnt areas. Therefore the difference image is used in the Bastrop fires experiments. The datasets have been centered (zero-mean) and normalized by their standard deviation on each feature independently.

Ground truth have been established for the whole images both by visual interpretation and using documents assessing the range of damages. Some small ambiguous zones (≈ 3%) have been left aside from the Bastrop fires ground truth. The training set is composed of $N_{\text{labeled}}$ samples randomly selected from the “unchanged” class and of $N_{\text{unlabeled}}$ samples randomly selected among all the remaining samples. The number of labeled and unlabeled samples are varied in the range: [50, 100, 200, 300, 400, 500].

The validation set, composed of 10000 samples, allows to select the parameters $\sigma$ (bandwidth of RBF kernel) and $\lambda$ (regularization) returning the highest averaged Cohen’s kappa statistic ($\kappa$) [51] (“CV” hereafter). Our proposed alternative to cross-validation selects the optimal parameters by finding the maximum low density criterion (“LD” hereafter). The average over three different random training and validation sets is used for both CV and LD parameter selection. An initial guess on the bandwidth of the RBF kernel $\sigma_0$ is obtained from the median standard deviation among 10000 random “unchanged” samples. The search is then realized over 15 values: $\sigma = [0.1 \times \sigma_0, \ldots, 1.5 \times \sigma_0]$. The regularization parameter $\lambda$, which balances the importance between maximum margin and error penalization, is searched among different values lower than $\lambda_{\text{max}}$, overall accuracy, F1-score [52], False alarm rate (False changes detected/total “unchanged”) and Missed alarm rate (Missed changes/total “changed”) are assessed using the best parameters ($\sigma, \lambda, \gamma^*, k^*$). Ten independent training and validation sets are used to validate the approach on the test set composed of the remaining samples in the image.

For the NCS-SVM, $M = 7$ breakpoints are preselected equally spaced in the range $\gamma_{\text{m}} = [0.5; 1]$, then the solutions are interpolated by a factor of 10 resulting in $7 + 6 \times 9 = 61$ solutions on half of the cost asymmetry path.

The different number $k$ of sample pairs across the boundary for the low density criterion are: $k_{\text{range}} = [10, 11, \ldots, 40]$.

To ensure fair comparison, the standard CS-SVM is trained and evaluated on the same cost asymmetries than the NCS-SVM interpolated breakpoints ($P = 61$). Finally, the SVDD is trained with the same training set than the other methods, but using the labels of the samples considered unlabeled by the other approaches (“changed” samples considered as outliers during training [41]). This allows comparison with the best fully supervised classification achievable using standard novelty detection classifier.

Experiments were designed in the MATLAB environment based on the SVMPath and Nested SVM toolboxes (downloadable at http://www.eecs.umich.edu/~cscott/code.html).

V. RESULTS

This section reports and discusses the experimental results obtained on the two multitemporal datasets (flood and fire detection) for the different methods presented.

A. Numerical results

Table I summarizes the different statistics for the best parameters averaged over 10 independent experiments (common to all the methods, except the CVA which uses the whole image directly). Fig. 7. presents the averaged change detection maps for the different methods. For CS-SVM PATH and NCS-SVM we report the results obtained by the two strategies for parameters optimization: crossvalidation (CV) and the proposed unsupervised low density criterion (LD).

In general, the SSND methods considered provide accurate detection maps in both datasets.

The SVDD, which is the only fully supervised classifier, provides results with more false detections compared with the standard CS-SVM (see Table I, False Alarm Rate (FAR)). This can be due to the trade-off for the sphere between fitting precisely the distribution (requiring a small $\sigma$) and covering an important volume of the feature space (requiring a large $\sigma$). Here the sphere is small enough to recover most of the “changed” regions at the price of many other false detection outside the sphere. The SSND approach using the standard CS-SVM is more discriminative and thus performs better than the SVDD in these two change detection scenarios. The best performances of the CS-SVM PATH and NCS-SVM algorithms using CV parameter selection are equivalent to those obtained by the standard CS-SVM, confirming the efficiency of solution path algorithms in SSND situations.

Note that the NCS-SVM, with its interpolated solutions can reach the same accuracy than the CS-SVM PATH.

Concerning the proposed low density criterion (LD), we observe that it provides results not far from those obtained by cross-validation. The NCS-SVM LD solutions have slightly less false alarms but more missed alarms, which results in $\kappa$ values $\approx 0.02 – 0.05$ lower than those obtained with cross-validation (CV). This demonstrates that the cluster assumption holds in these scenarios and that a low density separation exists between the classes. The LD criterion is less stable than the CV resulting in higher $\kappa$ standard deviation. As it can be observed in Fig. 5, the criterion along the cost asymmetries $\gamma$ is not smooth, which could result in selecting a suboptimal boundary.

The NCS-SVM LD gives better results than the CS-SVM PATH LD and is more stable. We observed that for cost asymmetries close to 0.5 the nesting of the boundaries could induce boundaries with holes in the middle of the distribution of the “unchanged” class. This phenomenon is illustrated in Fig. 8(a), representing the nested boundaries at different cost asymmetries. Fig. 8(b) illustrates the corresponding nested detection maps. These boundaries with holes in the middle of the distribution have the advantage of being difficultly selected.
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The sensitivity of the results with respect to the training set
is reflected by the standard deviation of the $\kappa$ statistics reported
in Table I. The random selection of the training samples can
induce a different interpretation of the changes to be detected:
if a particular land cover is not present among the labeled
“unchanged” samples but it is present in the unlabeled data,
it will be interpreted as changed (e.g. the circular field at
the top right of the Bastrop fires). It is important to remind
that the maximum training set size considered ($N_{labeled} = N_{unlabeled} = 500$) corresponds to $\approx 0.1\%$ of the available
image pixels. Experiments with a higher number of training
samples ($N_{labeled} = N_{unlabeled} = 1000, 2000, 5000$ samples)
for the NCS-SVM resulted in $\kappa$ improvement of 0.03 and a
false alarm rate slightly lower (under 1%) both for CV and LD. Despite the increase in stability, the missed alarm rate
did not change. Visual inspection of the detection maps for
5000 samples in each class (not reported) shows that most of
the false detection regions have disappeared where the few
remaining could easily be filtered out and that the few regions
still miss detected are actually “unchanged” areas mislabeled.

Finally, we compared with state of the art unsupervised
classification. This method, being completely unsupervised, is
unable to properly target the changes of interest in presence
of radiometric differences between the images or seasonal
changes. In Gloucester, this corresponds to the presence of
wet areas and clouds in the first acquisition, which become
challenging “unchanged” regions. For Bastrop, the important
seasonal changes in the vegetation make the “unchanged”
pixels nonzero in the magnitude vector, thus preventing CVA
to function correctly. This demonstrates the benefit of SSND,
which allows to define typical “unchanged” areas, even if they
show radiometric differences.

### B. Free parameters sensitivity

Fig. 9 illustrates the optimization surface for the range of $\lambda$ and $\sigma$ parameters, as well as for the number of labeled
“unchanged” pixels ($N_{labeled}$). For the two algorithms tracing
the entire path, larger regularization gives the best results
and reduces the sensitivity to the parameters (to the level
of the standard CS-SVM). The low density criterion changes
rapidly with $\sigma$ and shows the best performance between
400 and 500 labeled samples. The matching between the
maximum of the low density criterion (LD) and the maximum
$\kappa$ from cross-validation (CV) can be well observed in Fig. 9
(bottom row). Therefore, the parameters $\sigma$ and $\lambda$ selected by
the unsupervised LD criterion are equivalent than using the
supervised CV.

The dependence on the number of labeled and unlabeled
samples is further studied in Fig. 10. NCS-SVM is slightly
less sensitive than CS-SVM PATH when few labeled samples
are used.

The low density criterion is in comparison more sensitive
to the number of unlabeled and labeled samples. A certain
amount of unlabeled data is required to observe a cluster
of pixels belonging to the “changed” regions. Moreover, the
number of labeled samples should be large enough to properly
cover the unlabeled samples from the “unchanged” regions. NCS-SVM being more robust than CS-SVM PATH, it
provides more accurate solutions in very unbalanced situations
(i.e. $N_{labeled} = 50$ and $N_{unlabeled} = 500$). Experiments with a
fixed number of labeled samples ($N_{labeled} = 500$) and a larger
number of unlabeled samples ($N_{unlabeled} = 1000, 2000, 5000$)
for the NCS-SVM did improve the stability but not signif-
ificantly the accuracy. The approach is discriminative enough
to ensure an accurate detection with a small amount of
unlabeled samples. Adding more unlabeled samples allow a
better discrimination of the boundary passing through low
density regions and enforces the unbalanced situation between

<table>
<thead>
<tr>
<th>Methods</th>
<th>$\kappa$</th>
<th>$\kappa$ diff.</th>
<th>OA</th>
<th>F1-score</th>
<th>FAR</th>
<th>MAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>SVDD</td>
<td>0.738 (0.03)</td>
<td>-0.083</td>
<td>94.40 (1.15)</td>
<td>0.88 (0.03)</td>
<td>4.09 (1.97)</td>
<td>17.58 (6.50)</td>
</tr>
<tr>
<td>CS-SVM</td>
<td>0.821 (0.02)</td>
<td>/</td>
<td>96.58 (0.42)</td>
<td>0.84 (0.02)</td>
<td>1.28 (0.51)</td>
<td>20.27 (3.89)</td>
</tr>
<tr>
<td>CS-SVM PATH</td>
<td>CV 0.808 (0.03)</td>
<td>-0.013</td>
<td>95.98 (0.61)</td>
<td>0.83 (0.02)</td>
<td>1.37 (0.64)</td>
<td>22.30 (1.54)</td>
</tr>
<tr>
<td>LD 0.752 (0.08)</td>
<td>-0.069</td>
<td>94.44 (2.99)</td>
<td>0.78 (0.07)</td>
<td>2.83 (4.35)</td>
<td>24.40 (10.0)</td>
<td></td>
</tr>
<tr>
<td>NCS-SVM</td>
<td>CV 0.819 (0.02)</td>
<td><strong>-0.002</strong></td>
<td>96.21 (0.36)</td>
<td>0.84 (0.02)</td>
<td>1.30 (0.31)</td>
<td>20.99 (1.81)</td>
</tr>
<tr>
<td>LD 0.791 (0.04)</td>
<td>-0.030</td>
<td>95.86 (0.65)</td>
<td>0.81 (0.04)</td>
<td>0.76 (0.40)</td>
<td>27.55 (7.02)</td>
<td></td>
</tr>
<tr>
<td>CVA</td>
<td>0.407 (-)</td>
<td>-0.414</td>
<td>80.18 (-)</td>
<td>0.51 (-)</td>
<td>20.0 (-)</td>
<td>18.35 (-)</td>
</tr>
<tr>
<td>Gloucester</td>
<td>SVDD 0.819 (0.04)</td>
<td>-0.064</td>
<td>95.785 (1.13)</td>
<td>0.84 (0.04)</td>
<td>2.77 (1.26)</td>
<td>13.85 (4.35)</td>
</tr>
<tr>
<td>CS-SVM</td>
<td>0.883 (0.02)</td>
<td>/</td>
<td>97.412 (0.50)</td>
<td>0.90 (0.02)</td>
<td>1.13 (0.25)</td>
<td>12.30 (3.35)</td>
</tr>
<tr>
<td>CS-SVM PATH</td>
<td>CV 0.897 (0.02)</td>
<td><strong>0.017</strong></td>
<td>97.342 (0.39)</td>
<td>0.94 (0.01)</td>
<td>1.44 (0.336)</td>
<td>9.41 (1.96)</td>
</tr>
<tr>
<td>LD 0.803 (0.10)</td>
<td>-0.080</td>
<td>95.26 (1.79)</td>
<td>0.87 (0.11)</td>
<td>1.91 (0.85)</td>
<td>20.36 (14.9)</td>
<td></td>
</tr>
<tr>
<td>NCS-SVM</td>
<td>CV 0.870 (0.02)</td>
<td>-0.013</td>
<td>96.69 (0.50)</td>
<td>0.89 (0.02)</td>
<td>1.70 (0.48)</td>
<td>12.31 (2.82)</td>
</tr>
<tr>
<td>LD 0.812 (0.07)</td>
<td>-0.071</td>
<td>95.59 (1.38)</td>
<td>0.84 (0.07)</td>
<td>1.06 (0.65)</td>
<td>23.06 (11.5)</td>
<td></td>
</tr>
<tr>
<td>Bastrop</td>
<td>CVA</td>
<td>-0.023 (-)</td>
<td>38.44 (-)</td>
<td>0.23 (-)</td>
<td>65.30 (-)</td>
<td>39.30 (-)</td>
</tr>
</tbody>
</table>
labeled and unlabeled samples. This is not to be seen as a drawback, since by doing so the proportions of the two classes “unchanged” and “changed” are converging towards their true proportions in the dataset.

C. Algorithms runtime and convergence analysis

In the experiments, the two algorithms tracing the entire solution path converged to accurate solutions with low runtimes. In this section we provide further observations on the training and testing runtimes and convergence of the algorithms.

Fig. 11 reports the training and testing runtimes for different number of labeled samples $N_{\text{labeled}}$, regularization parameters $\lambda$ and kernel parameters $\sigma$ (in terms of $\sigma_0$).

In the experiments, the two algorithms tracing the entire solution path converged to accurate solutions with low runtimes. In this section we will observe further observations on the training and testing runtimes and convergence of the algorithms.

Fig. 11 reports the training and testing runtimes for different number of labeled samples $N_{\text{labeled}}$, regularization parameters $\lambda$ and kernel parameters $\sigma$ (in terms of $\sigma_0$).

In the experiments, the two algorithms tracing the entire solution path converged to accurate solutions with low runtimes. In this section we will observe further observations on the training and testing runtimes and convergence of the algorithms.

In the experiments, the two algorithms tracing the entire solution path converged to accurate solutions with low runtimes. In this section we will observe further observations on the training and testing runtimes and convergence of the algorithms.

C. Algorithms runtime and convergence analysis

In the experiments, the two algorithms tracing the entire solution path converged to accurate solutions with low runtimes. In this section we will observe further observations on the training and testing runtimes and convergence of the algorithms.

VI. Conclusion

In this paper, we presented and evaluated two methods for Semi-Supervised Novelty Detection (SSND). In both cases, SSND is restricted to an unbalanced binary classification between labeled and unlabeled samples, without using any labeled “changed” samples. The methods, based on the Cost-Sensitive Support Vector Machine (CS-SVM), assign different error costs for the two classes (cost asymmetry). The errors done on the unlabeled samples containing both “changed” and “unchanged” samples are less penalized than those committed on labeled “unchanged” samples. The novelty of the proposed methods reside in the retrieval of the solutions for different cost asymmetries in a single optimization.

The CS-SVM PATH algorithm traces the solution path for all the cost asymmetries at approximately the same computational cost than training two standard CS-SVM. This is extremely advantageous, since the optimal cost asymmetry separating the two classes is unknown a-priori and currently proposed approaches require solving an additional CS-SVM for each cost asymmetry tested.
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Fig. 7. Mean (standard deviation) statistics over 10 different realizations using 500 labeled and 500 unlabeled pixels.

(Refer to the electronic version for colors: white= 100% detected “unchanged”, black=100% detected “changed”, red=false detection, green=missed detection and gradient levels for percentages in between).

Fig. 8. (a) 2D plot of 3 nested boundaries along the path and (b) the overlay of the 3 corresponding detection maps for the Gloucester (NDVI) feature set. In (a) a “hole” can be visualized in the boundary at \( \gamma = 0.62 \).

Fig. 10. Surface of the averaged \( \kappa \) over three random runs as a function of the number of labeled and unlabeled data for the Gloucester dataset using: (a) CS-SVM PATH cross-validation, (b) CS-SVM PATH low-density, (c) NCS-SVM cross-validation and (d) NCS-SVM low-density.

The Nested CS-SVM (NCS-SVM) algorithm also derives the entire solution path, but with the additional constraint of nested boundaries (the boundaries are included in each other). This ensures a certain coherence along the path where samples change only once of class.

We also proposed a low density criterion, which allows to select the optimal cost asymmetry and the other free parameters (kernel and regularization) in an unsupervised way. Such criterion estimates the local density along the boundary, based on pairwise distances across the boundary.

The results on two multitemporal change detection scenarios (flood and fire detection) showed the efficiency of these SSND approaches that only exploit “unchanged” information and unlabeled data. The two algorithms deriving the entire solution path performed better than the supervised SVDD and generally equivalently to the CS-SVM (but at a much lower computational cost). NCS-SVM also has the advantage of being less sensitive to the choice of parameters and the size of the training set. Using the low density criterion usually decreases the false alarm rate and slightly the global performance with respect to cross-validation (\( \kappa \approx 0.02 \) − 0.05 lower). However, we remind that, contrarily to cross-validation, no labeled information about the change is used, and that this is the price to pay to maintain the optimization unsupervised. Nonetheless,
the good results obtained confirmed that the two classes are separated by a low density region and showed the potential for this fully unsupervised method.

Future investigations will focus on the sampling of the training set by considering active learning methods [53]. In this sense, the work of Li et al. [54], where the authors selected unlabeled examples for semi-supervised learning using an active learning criterion, may be of great interest to find the pixels discriminating changed from unchanged areas.
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