We report on the synthesis, crystal structure and magnetic characterisation of the trinuclear, fluoride-bridged, molecular nanomagnet \([\text{Dy(hfac)}_3(\text{H}_2\text{O})-\text{CrF}_2(\text{py})_4-\text{Dy(hfac)}_3(\text{NO}_3)]\) (I) \((\text{hfacH} = 1,1,1,5,5,5\text{-hexafluoroacetone}, \text{py} = \text{pyridine})\) and a closely related dinuclear species \([\text{Dy(hfac)}_4-\text{CrF}_2(\text{py})_4-\text{HCl}_3(\text{CH}_3\text{OH})_2(\text{H}_2\text{O})_3]\) (2). Element-specific magnetisation curves obtained on 1 by X-ray magnetic circular dichroism (XMCD) allow us to directly observe the field-induced transition from a ferri- to a ferromagnetic arrangement of the Dy and Cr magnetic moments. By fitting a spin-Hamiltonian model to the XMCD data we extract a weak antiferromagnetic exchange coupling of \(J = 0.18\, \text{cm}^{-1}\) between the Dy\(^{III}\) and Cr\(^{III}\) ions. The value found from XMCD is consistent with SQUID magnetometry and inelastic neutron scattering measurements. Furthermore, alternating current susceptibility and muon-spin relaxation measurements reveal that 1 shows thermally activated relaxation of magnetisation with a small effective barrier for magnetisation reversal of \(\Delta_{\text{eff}} = 3\, \text{cm}^{-1}\). Density-functional theory calculations show that the Dy–Cr couplings originate from superexchange via the fluoride bridges.

**Introduction**

Lanthanides are promising building blocks for molecular magnetic materials: incorporating 4f ions in molecular clusters to form single-molecule magnets (SMMs) is of high interest as 4f metals exhibit stronger spin–orbit coupling than their 3d counterparts and most of them possess a ground state characterised by an unquenched orbital momentum. The ligand-field splittings of the ground multiplet are typically on the order of the thermal energy at room temperature and result in large energy barriers for magnetisation reversal which are an important prerequisite to achieve long magnetisation-relaxation times. This is especially well exemplified by mononuclear phtalocyaninate, polyoxometalate, organometallic or purely inorganic lanthanide compounds, all shown to exhibit SMM behaviour. Very recently, significant advances in the synthesis of polynuclear 4f clusters such as the achievements of record-high energy barriers up to \(\sim 530\, \text{K}\) and of a strong exchange coupling via a \(\text{N}_2\) radical bridge have been reported. Also, slow relaxation in some 3d–4f clusters has recently been realised at temperatures comparable to those for 3d-only SMMs.

Understanding the magnetic behaviour of 4f-containing clusters is much more challenging than that of 3d-only systems. Determining the ligand-field parameters of 4f ions requires extensive studies, and the extraction of spin-Hamiltonian parameters such as intracluster magnetic exchange coupling can be tricky. In 3d clusters this information can in most cases be readily obtained from direct current (dc) magnetic susceptibility, while in the case of 4f it is often buried under the dominant effect of ligand-field splittings. Not even the \(m_{ij}\) of the ground-state can be taken for granted, as it depends on the exact ligand field. To this end, X-ray magnetic circular dichroism (XMCD) can provide clear-cut information and thus help in the
characterisation of 3d–4f compounds. Its main strength is the ability for measuring spin and orbital magnetic moments with elemental selectivity and ultra-high sensitivity reaching down to submonolayers.

Here, we use XMCD to obtain element-specific magnetisation curves for the DyIII and CrIII ions in a novel type fluoride-bridged DyIII–CrIII–DyIII cluster. Our data provide direct evidence for the field-induced transition from a ferrimagnetic to a ferromagnetic configuration of the magnetic moments in this trinuclear compound. This effect is manifested by a wiggle shape observed in the magnetisation curve of the CrIII ion. Using spin-Hamiltonian models we are able to quantify the strength of the magnetic exchange coupling between DyIII and CrIII ions.

The vast majority of 4f4 and mixed 3d–4f clusters are bridged by oxide,15 hydroxide14,16 or alkoxides.2,21 Here, we have been pursuing the possibilities of utilizing fluoride bridges—an approach which is nearly without precedence. This is intriguing as the fluoride ion proffers low basicity and a preference for pseudo-linear bridging, the latter facilitating prediction and design of specific molecular cluster topologies.16 The synthesis of fluoride-bridged 3d–4f SMMs is obviously complicated due to the possible formation of insoluble lanthanide(III) fluoride. Nevertheless a few examples of fluoride-bridged 3d–4f clusters incorporating dianionic TiIV have been prepared by serendipitous approaches. The scarce examples include only [La(t(C2Me2Et)2)2T2F7]3 and [Ln(t(C2Me2Et)2T2F7)]3 (Ln = Pr, Nd)15, in which the 12-coordinate lanthanide ion is exclusively surrounded by fluoride ions. Recently the first clusters incorporating {CrIII–F–LnIII} linking units were reported by Winpenny and co-workers.19 The authors showed that reaction of a [Cr6]6+ horseshoe-like [R2N2H]3[C6F5(OEt)2Bu]10 (R = Et, Pr) with dinuclear [Ln(OEt)2Bu4][H2O]Bu4 yields mixed 3d–4f clusters with metal ion stoichiometries of {CeCr6}, {Gd2Cr6}, and {La2Cr12}. However, in all of these, the {CrIII–F–LnIII} units are further supported by carboxylate bridging. Some of us recently reported the first examples of CrIII–LnIII clusters containing unsupported {Cr–F–Ln} bridges.20 The synthetic principle is based on the kinetic robustness of octahedral CrIII complexes which suppresses the tendency of fluoride abstraction by the lanthanide ion.21 Employment of another precursor, the trans-difluoro complex, trans-[CrF2(py)3]NO3, has the advantage of being both robust and soluble in non-coordinating solvents such as chloroform.

In this work, we present a multi-technique study and the syntheses and structures of two fluoride-bridged CrIII–DyIII complexes: a trinuclear [Dy(hfac)3(H2O)–CrF2(py)4–Dy(hfac)3(NO3)]1 (I) (hfacH = 1,1,5,5,5-hexafluoroacetetylacetone, py = pyridine) and a dinuclear species [Dy(hfac)4–CrF2(py)4]1/2 CHCl3 (2).

Results

Synthesis and structural analysis

Both 1 and 2 are obtained by the coordination of trans-[CrF2(py)3]+ to [Dy(hfac)3(H2O)2] in chloroform solution. For the preparation of 1, a large excess of [Dy(hfac)3][H2O]2 is needed to avoid precipitation of 2. By using four equivalents of [Dy(hfac)3][H2O]2, pink needles of a trinuclear, fluoride-bridged asymmetric [Dy(hfac)3][H2O]–CrF2(py)4–Dy(hfac)3(NO3)] cluster (I) result. The structures of 1 and 2 are depicted in Fig. 1, thermal-ellipsoid plots are shown in Figs. S1 and S2 (ESI†). 1 crystallises in the monoclinic space group C2/c. The coordination sphere of Dy(1) consists of three, bidentate hfac− ligands and one bidentate nitrate ion which is engaged in hydrogen bonding to a water molecule coordinated at Dy(3) in a neighbouring molecule. The central CrIII ion is located on a crystallographic two-axis fold leading to systematic disorder of the water and nitrate coordinated to Dy. The Cr–F distance is 1.903(2) Å which is longer than the value found in the trans-[CrF2(py)]PF6 complex (Cr–F = 1.853(2) Å).22 The pyridine ligands coordinated to CrIII are arranged with a twist of approximately 30° following the twist of the hfac− ligands.

On the other hand, reaction of one-to-one stoichiometry yields red-violet, block-shaped crystals of [Dy(hfac)4–CrF2(py)4]1/2 CHCl3 (2). 2 crystallises in the triclinic space group P1 and contains an almost linear Cr–F–Dy bridge (177.74(7)°) between a {CrIII–F–Dy}+ and a {Dy(hfac)4}− unit. The CrIII ion is octahedrally coordinated whereas the 9-coordinate DyIII can be described as tri-capped trigonal prismatic. The four bidentate hfac− ligands coordinated to Dy create a four-bladed propeller twist. The asymmetric unit contains both the A- and A'-isomer of [Dy(hfac)4–CrF2(py)4]. The Cr–F bond lengths of the bridging fluorides are significantly elongated (1.9145(14) Å) compared to the non-bridging fluorides (1.8440(15) Å) are shorter than the Dy–O bond lengths which are in the range 2.3689(18) Å to 2.4496(19) Å.

X-ray magnetic circular dichroism

Polarisation-dependent X-ray absorption spectra of 1 are shown in Fig. 2a and 3a. The spectra were taken at the Dy M 4,5 and the

Fig. 1 Molecular structure of 1 (top) and 2 (bottom, both molecules in the asymmetric unit are shown) as obtained from X-ray diffraction. Color code: pink: Dy, dark green: Cr, light green: F, red: O, blue: N. Carbon skeletons and non-bridging fluorines are shown as wireframe and hydrogens and solvent molecule in 2 are omitted for clarity.
Cr L\textsubscript{2,3} edges at the indicated magnetic fields and temperatures. Clearly, the observed spectra of both Dy\textsuperscript{III} and Cr\textsuperscript{III} ions are strongly dichroic. Fig. 2c and 3c show the resulting XMCD spectra for the respective elements. While the XMCD of Dy is almost saturated at $B = 1$ T, this is not the case for Cr; here the XMCD signature flips its sign upon increasing the field from 1 T to 6 T corresponding to a field-induced flip of the Cr magnetic moment. This behaviour is also reflected in the element-specific magnetisation curves shown in Fig. 4a and 4b. Curve (a) is indicative for the Cr moment being antiparallel to the field at small, and parallel to it at large external field, while curve (b) indicates that the Dy moments behave similar to paramagnets with a saturation field around 2 T at 2 K. The data show some similarities to those recently observed on TbPc\textsubscript{2} molecules coupled to a ferromagnetic substrate.\textsuperscript{13} However, the curves on 1 are fully reversible without hysteresis. Black squares indicate the total (spin and orbital) Dy magnetic moments extracted from the XMCD spectra using sum rules\textsuperscript{23} (for details see ESI†). Note that these moments represent the average over the two nonequivalent Dy sites in the trinuclear cluster because XMCD is element selective but not site selective.

The obtained ratio of $<L_z>/<S_z>$ is 1.9(4) for Dy, in excellent agreement with the value of 2.0 derived from Hund’s rules. In the Cr case, the sum rules are not applicable because of the small energy separation between the Cr L\textsubscript{2} and L\textsubscript{3} edges.\textsuperscript{24} Here, the absolute values of the Cr magnetic moments were extracted using ligand-field multiplet calculations (see ESI†).

SQUID magnetometry

Fig. 4c shows the cluster magnetisation curve of 1 obtained by SQUID magnetometry at 1.9 K. After a steep rise near zero field the slope reduces upon increasing the field but no clear saturation can be observed, suggesting strong anisotropy and/or the presence of low-energy excited states.

Fig. 2 (a) X-ray absorption spectra of 1 at the Dy M\textsubscript{4,5} edges recorded for two photon helicities at the indicated magnetic field and temperature. (b) X-ray absorption spectra obtained from ligand-field multiplet calculations. (c) XMCD spectra measured on 1 at different magnetic fields and $T = 2$ K. (d) Simulated XMCD spectrum. See ESI† for parameters of simulations (b) and (d).

Fig. 3 (a) X-ray absorption spectra of 1 at the Cr L\textsubscript{2,3} edges recorded for two photon helicities at the indicated magnetic field and temperature. (b) X-ray absorption spectra obtained from ligand-field multiplet calculations. (c) XMCD spectra measured on 1 at different magnetic fields and $T = 2$ K. (d) Calculated XMCD spectrum. The simulation parameters for (b) and (d) are given in the ESI†.

Fig. 5 depicts the temperature dependence of the dc magnetic susceptibility of 1 represented as the $\chi T$ product. When decreasing the temperature from 300 K, the susceptibility initially drops moderately. Upon further decrease the curve bends downwards and goes through a minimum at 4 K. In 3d-only transition-metal clusters with a magnetic ground state, this behaviour would indicate intramolecular antiferromagnetic interactions. However, this argument may fail for clusters containing 4f ions due to the orbital contribution to their magnetism.\textsuperscript{10} The room-temperature value is $\chi T = 30.15$ cm$^3$ K mol$^{-1}$ yielding perfect agreement with the value expected for two isolated Dy\textsuperscript{III} ions with $g_J = 4/3$ and a Cr\textsuperscript{III} ion with $g_S = 2$.

In the out-of-phase component of the ac susceptibility of 1, a clearly frequency-dependent onset of a peak is observed within the accessible temperature ($T \approx 1.8$ K) and frequency (0.1–1500 Hz) range, as shown in Fig. 6a. This behaviour combined with
the concomitant decrease in $\chi'(T)$ (see Fig. S4, ESI†) qualifies 1 as a SMM.

Muonspin relaxation

To study the magnetisation dynamics of 1 at much shorter timescales than possible with our SQUID magnetometer we performed $\mu$SR experiments. The muons are used as local probes of magnetic fields originating from the different magnetic ions in the cluster. The $\mu$SR technique is sensitive to magnetic field fluctuations on timescales of $\sim 10^{-4}$–$10^{-11}$ s, hence it covers a unique range of spin dynamics.25 The temperature dependence of the magnetisation relaxation time displays Arrhenius behaviour as shown in Fig. 6b suggesting thermally-activated relaxation. From the fit a barrier of $D_{\text{eff}} = 3.0(2)$ cm$^{-1}$ and a preexponential factor of $T_0 = 5.3(4) \times 10^{-4}$ s are obtained. The small effective barrier readily explains the absence of a hysteresis and why no maximum in the out-of-phase ac susceptibility was observed in the accessible frequency and temperature range.

Inelastic neutron scattering

Fig. 7a and 7b show the powder INS spectra obtained on 1 for the indicated wavelengths and temperatures. The data were summed over the $Q$ range from 0.9 to 1.8 Å$^{-1}$. In the high-energy measurements shown in Fig. 7a, a single magnetic feature is detected (peak I). The higher-resolution spectra shown in Fig. 7b reveal a three-fold splitting of peak I. All sub-peaks are of magnetic origin and can be attributed to transitions in the level scheme indicated in the inset of Fig. 7b. Details are given in the ESI†.

Spin-Hamiltonian models

In order to extract quantitative information and to gain a deeper understanding of our data we have employed spin-Hamiltonian models. According to Hund’s rules the ground state of the free Dy$^{11+}$ ion is $^3H_{15/2}$. As a consequence of spin–orbit coupling, the first excited multiplet $^5H_{15/2}$ lies about 4000 cm$^{-1}$ higher in energy.26 Furthermore, in the presence of a ligand field the ground multiplet splits into eight Kramers doublets over an energy scale of typically hundreds of wave numbers,27 and depending on the exact nature of the ligand field different ground state doublets (e.g. $\pm 15/2$, $\pm 13/2$) have been reported.11 The experimental determination of the ground-state doublet from powder magnetization and susceptibility measurements can be problematic in 4f-containing clusters, in particular, when the symmetry of the ligand field is low. It has been shown recently that $ab\text{ initio}$ calculations can give insight here.28

As a compromise between efficient calculations and reproduction of a maximum of the experimental data we use a Hamiltonian which operates in the restricted space of the ground state and the first-excited state Kramers doublets of each of the three ions. This excited-state (encompassing) Hamiltonian takes the form

$$
\hat{H} = -j_{d_{12}}\hat{J}_1\cdot\hat{S}_2 - j_{d_{13}}\hat{J}_1\cdot\hat{J}_3 - j_{d_{13}}\hat{J}_3\cdot\hat{J}_1 \\
+ \sum_{\ell} \left[D_\ell \left(\hat{S}_\ell^2 - \frac{1}{3}\hat{S}_\ell(\hat{S}_\ell + 1)\right) + d_\ell \right] \\
+ \mu_B \sum_{j=1,3} g_j \hat{J}_j \cdot \mathbf{B} + \mu_B g_S \hat{S}_2 \cdot \mathbf{B}.
$$

The first two terms represent isotropic nearest-neighbour exchange couplings, and the third term is a much weaker
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**Fig. 5** Dc magnetic susceptibility of 1 (shown as the $\chi$ product, red open circles). The solid line shows the best fit using Hamiltonian eqn (1). We show this curve only up to 50 K, since the approximations of model eqn (1) do not hold beyond this temperature as discussed in the text.
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**Fig. 6** (a) Out-of-phase component of the ac susceptibility ($\chi''$) of 1 as a function of temperature at selected frequencies of the oscillating magnetic field obtained with $H_{\text{ac}} = 50$ mT. (b) Arrhenius plot of the magnetisation relaxation time of 1 measured by $\mu$SR (red open circles) at zero magnetic field. The solid line is a fit to the Arrhenius law, yielding a barrier of $D_{\text{eff}} = 3.0(2)$ cm$^{-1}$ and a prefactor of $T_0 = 5.3(4) \times 10^{-4}$ s.
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**Fig. 7** (a, b) Inelastic neutron scattering spectra of 1 taken at the indicated wavelengths and temperatures. The intensity was summed over the useable $Q$ range. The curves were offset to improve visibility. Error bars in (a) are smaller than the symbols. Inset in (b): level scheme obtained from the peak positions and the temperature dependence of the fine structure in (b). (c, d) Simulated INS spectra using eqn (1) with the best-fit parameters given in the text.
coupling between the Dy$^{3+}$ ions. At first sight the fourth anisotropic term describing the single-ion anisotropies seems unusual, but the proper choice of $D_1$, $D_3$, $d_1$ and $d_3$ simply generates splittings $\delta_1$ and $\delta_3$ between ground-state and first-excited-state doublets for the Dy$^{3+}$ ions.\(^{29}\) In the fitting process it was found that the excited doublet of Dy(3) was not necessary to reproduce the experimental results; consequently it was neglected. For the Cr$^{3+}$ ion $d_3$ has to be zero. At low temperatures eqn (1) is an excellent approximation because of the large 4f-anisotropy splittings mentioned earlier. However, this approximation only holds as long as the population of energy levels higher than the first-excited doublet is negligible (see below). A similar model has been successfully applied in the case of a Dy$_3$ triangle.\(^{30}\)

The model can be made more effective, when considering the ground-state Kramers doublets only. In this simplest and widely used\(^{14}\) model the Dy$^{3+}$ ions are described by an effective angular momentum or pseudospin $S_1 = S_2 = 1/2$. The corresponding spin-1/2 Hamiltonian reads

$$\hat{H} = -\sum_{\mu = x,y,z} S_\mu S_\mu + D_2 \left( S_z^2 - \frac{3}{4} S_x S_y + 1 \right) + \mu B \sum_{\mu = x,y,z} S_\mu g_{\mu eff} B. \tag{2}$$

Obviously, ligand-field (anisotropic) terms are meaningless for a spin-1/2 system, hence only the Cr anisotropy remains here. However, it is important to note that the anisotropy of the Dy$^{3+}$ ions is now contained in the $\tilde{J}_{\mu eff}$ and $g_{\mu eff}$ matrices with diagonal entries $\tilde{J}_{\mu eff}$ and $g_{\mu eff}$ and similar for $g_{\mu eff}$ For simplicity, in both models, eqn (1) and (2), it was assumed that all main anisotropy axes are collinear (along z). Details of the Hamiltonians and their interrelationship are discussed in the ESIF\(^{1}\).

When comparing Hamiltonians eqn (1) and (2) it becomes obvious that the anisotropic exchange interaction in the spin-1/2 Hamiltonian is a consequence of the formalism when descending from the excited-state Hamiltonian to the spin-1/2 Hamiltonian. In other words, an isotropic exchange coupling in the excited-state Hamiltonian together with the strong 4f anisotropy leads to an anisotropic exchange coupling in the spin-1/2 Hamiltonian. It is, however, not possible to perform this reasoning in the backward sense: if an anisotropic exchange interaction is observed in an effective spin-1/2 model, it is not clear \textit{a priori}, whether this interaction will be isotropic or not in the excited-state Hamiltonian.

**Fits using the excited-state Hamiltonian**

The spin-1/2 Hamiltonian eqn (2) was least-squares fitted to the experimental Cr and Dy element-specific magnetisation curves and, simultaneously, to the cluster magnetisation curves obtained by SQUID measurements. Here, both Dy centres were treated identically, $g_{13,eff} = g_{1,eff} = g_{3,eff}, J_{12,eff} = J_{13,eff} = J_{23,eff}$ and $D_2$ were set to zero to avoid overparameterisation. It was impossible to obtain a good fit with an Ising-only system, i.e. with $g_{13,eff,xy} = 0, J_{eff,xy} = 0 \text{ cm}^{-1}$ and $g_{13,eff,xy} = J_{eff,xy}$ free to vary. In contrast, when $g_{13,eff,xy}$ and $J_{eff,xy}$ were allowed to assume nonzero values, the data could be excellently reproduced. The best-fit curves are shown as black solid lines in Fig. 4. The

The $j$-matrix anisotropy was linked to that of the $g$-matrix using eqn (S5a)\(^{\dagger}\). The best-fit parameters are

$$g_{13,eff,xy} = 5.7(5) \text{ (free)} \quad g_{13,eff,z} = 16.3(4) \text{ (free)} \quad J_{eff,z} = -2.8(1) \text{ cm}^{-1} \text{ (free)} \quad J_{eff,xy} = -0.98 \text{ cm}^{-1} \text{ (calculated from free parameters with eqn (S5a)).}$$

Clearly, $J_{eff,z}$ is less than 20.0 which would correspond to a $m_{13,GS} = \pm 15/2$ ground-state doublet. Hence, this result indicates that the ground-state doublets are characterised by $|m_{13,GS}| < 15/2$ and/or there is significant admixture of doublets because of non-uniaxial terms, not taken into account in Hamiltonians 1 and 2. Model eqn (2) obviously works in an excellent manner for reproducing all magnetisation data. However, by construction it is only valid at low temperatures and, in addition, the Dy $g_{\mu eff}$-matrices and exchange couplings $J_{\mu eff}$ are effective quantities. This means that the magnetic parameters in eqn (2) that would allow for the comparison to theoretical values or other models are somewhat hidden.

**Fits using the excited-state Hamiltonian**

To improve the modelling, the first excited Kramers doublets are also taken into account using the excited-state Hamiltonian eqn (1). In the following we will show that this model is consistent with all our measurements on 1. We have performed simultaneous least-squares fits of the excited-state Hamiltonian eqn (1) to the element-specific and cluster magnetisation obtained from XMCD and SQUID, respectively, as well as to the dc susceptibility. The separation of the excited state of Dy(1) was fixed to $\delta_1 = 53 \text{ cm}^{-1}$ by choosing $D_1$ and $d_1$ accordingly and a minor uniaxial anisotropy on the Cr site $D_3 = -0.52 \text{ cm}^{-1}$ (fixed) was introduced to simultaneously match the INS data, for reasons detailed below. The Cr $g$-factor was fixed to $g_S = 2$. The only fully independent parameters in this fit were the isotropic exchange couplings $j = j_{12} = j_{23}$ and $j_{13}$ and the isotropic Dy $g$-factors $g_{13} = g_1 = g_3$. When both Dy$^{3+}$ centres where treated identically, no good fit could be obtained. Therefore, we tried different combinations of $\pm 11/2$, $\pm 13/2$, and $\pm 15/2$ ground and excited states by fixing the ground and excited-state doublets and determining the best-fit values. We found best agreement with the data when the ground state of Dy(1) was $m_{1,GS} = \pm 13/2$, its excited state was $m_{1,ES} = \pm 15/2$ and the ground state of Dy(3) was $m_{3,GS} = \pm 15/2$. When the ground state $|m_{1,GS}|$ of at least one of the Dy ions was less than 13/2, the calculated dc susceptibility was too low compared to the measured one. Also, adding the first-excited state of Dy(3) did not improve the fits. Therefore, only the ground-state doublet of Dy(3) was taken into account. The corresponding scenario is sketched in Fig. 8a.

The best-fit parameters are:

$$\delta_1 = 53.0 \text{ cm}^{-1} \text{ (fixed)} \quad D_2 = -0.52 \text{ cm}^{-1} \text{ (fixed)} \quad j_{12} = j_{23} = -0.18(3) \text{ cm}^{-1} \text{ (free)} \quad j_{13} = -0.01(4) \text{ cm}^{-1} \text{ (free)} \quad g_{13} = 1.39(5) \text{ (free)}$$

Here, the extracted $g$-factor $g_{13}$ is consistent with the value of $g_J = 4/3$. The Dy–Cr exchange coupling is rather weak, but very typical for 3d–4f clusters. Further, the coupling strength between Dy ions $j_{13}$ is close to what is expected from through-space
Major terms that govern the magnetism of these fine details could not be fully reproduced, certainly the of the main anisotropy axes of the three ions. However, although allow us to satisfactorily reproduce this fine structure. A possible excited-state Hamiltonian ends at an energy of our model.

Density-functional theory

Density-functional theory (DFT) and quantum chemical calculations of 3d–4f systems have been reported on Gd\textsuperscript{III}–M(3d) dimers,\textsuperscript{28e,32} whereas the present study is, to the best of our knowledge, the first reporting a DFT calculation on a 3d–4f molecular cluster with a nonzero orbital momentum ground state.

Geometrical optimisation of the truncated model cluster on the (Perdew–Wang) GGA level in scalar-relativistic approximation using a planewave pseudopotential approach\textsuperscript{33} well reproduces the molecular structure (for details see ESI†). The GGA-predicted ground-state spin values are \( S = 3/2 \) (Cr) and \( S = 5/2 \) (Dy), the latter value is consistent with what is expected for a Dy\textsuperscript{III} ion. A value for the orbital angular momentum is not provided in the scalar-relativistic approximation. Using a scalar-relativistic atom-centred localized basis set approach with a modern hybrid functional (M06-2X),\textsuperscript{34} a spin magnetic moment of the Cr\textsuperscript{III} ion of \( -3.0 \) \( \mu_B \) is obtained which is aligned antiparallel to the Dy spin moment of \( 5.0 \) \( \mu_B \). This ferrimagnetic state is consistent with the XMCD measurements at low magnetic fields. The computed exchange coupling is \( j = -40.83 \) cm\textsuperscript{-1} with the Ginsberg–Noodleman–Davidson expression\textsuperscript{35} and \( -32.66 \) cm\textsuperscript{-1} with the expression of Ruiz \emph{et al}.\textsuperscript{36} for the experimental crystal structure. Details about the calculations can be found in the ESI†. Note that the mapping of the DFT calculations to the spin Hamiltonian is based on spin-only values \( S^2 \) or \( S(S + 1) \) (see ESI†). Obviously, the DFT calculations overestimate the exchange coupling. This could be related to a spurious influence of the self-interaction error which will make the Dy 4f orbitals less localised, or it could be related to an influence of the spin–orbit interaction.

The hybrid-functional computed spin densities and the spin polarisation for the ferromagnetic state of the truncated structure are shown in Fig. 9. Here, significant spin polarisation is seen on the magnetic ions but there is also some on the O ligands of Dy, the N ligands of Cr and the bridging fluoride. Importantly, the alternating positive/negative spin polarisation on the latter indicates superexchange interaction. Further, the polarisation of the Cr\textsuperscript{III} ion creates opposite, induced polarisation on its N ligands. In contrast, the parallel orientation of the Dy–O polarization can only be explained by a charge delocalization from Dy to O.

![Fig. 8](image-url)  
(a) Scheme of the single-ion energy levels involved in the simulations using the excited-state Hamiltonian eqn (1). (b) Diagram depicting the lowest energy levels of I obtained by full diagonalisation of the excited-state Hamiltonian eqn (1) using the best-fit parameters given in the text. The value of the total \( M_z \) quantum number is used as \( x \)-axis. INS transitions are indicated as green arrows and the effective energy barrier from \( \mu \text{SR} \) measurements is shown as a black arrow.
Discussion

From the element-specific magnetisation curves obtained from XMCD as shown in Fig. 4a and 4b the arrangement of the magnetic moments can be directly read off: Obviously the Dy magnetic moments are close to saturation at a field of \( B = 1 \) T, indicating a large magnetic moment which is aligned parallel to the applied magnetic field. This is what is expected. In stark contrast, the Cr magnetisation curve exhibits a pronounced wiggle shape with a triple-zero crossing, and only at high magnetic fields it shows the onset of saturation, close to a value of \( m_{\text{sat,Cr}} = 3 \) \( \mu_B \) consistent with \( S_2 = 3/2 \) and \( g_S = 2 \). The wiggle shape implies that at low magnetic fields, the Cr moment is aligned antiparallel to the field and thus to the Dy moments. This behaviour results from the weak antiferromagnetic coupling between the Dy\(^{III}\) and Cr\(^{III}\) ions observed in \( I \): At low magnetic fields it is energetically favourable for the total cluster to assume a ferrimagnetic spin alignment, whereas at high magnetic fields the Zeeman energy overcomes the exchange-coupling energy and the total-cluster energy can be minimised by reversing the Cr spin, leading to a ferromagnetic configuration.

To illustrate the underlying effect of the weak exchange coupling we have performed simulations using the effective spin-1/2 Hamiltonian eqn (2). Here, the Dy\(^{III}\) ions were treated identically, \( g_{13,\text{eff}} = g_{1,\text{eff}} = g_{3,\text{eff}}, J_{12,\text{eff}} = J_{23,\text{eff}}, \) and \( J_{13,\text{eff}} = 0 \). The simplified assumptions were \( g_{13,\text{eff},xy} = 0 \) and \( J_{12,\text{eff},xy} = 0 \) cm\(^{-1}\), and the \( z \)-components of the Dy \( g_{\text{eff}} \) matrices were \( g_{13,\text{eff},z} = 20.0 \), implying a ground-state Kramers doublet of \( m_{13,GS} = \pm 15/2 \). The results for different values of \( J_{12,\text{eff}} \) are shown in Fig. 10. While the Dy magnetisation curves are only weakly dependent on the choice of \( J_{12,\text{eff}} \), the Cr magnetisation is dramatically affected, delivering a good measure of the exchange coupling.

In addition, we observed that indeed a quite accurate value of the exchange coupling \( J = J_{12} = J_{23} \) in the more complex Hamiltonian eqn (1) can be deduced from the simple relation \( J_{12} = J_{12,\text{eff}} = g_{13,\text{eff},z} \) obtained from eqn (SSb) and (SSc). Using the effective values \( J_{12,\text{eff}} \) and \( J_{13,\text{eff}} \) obtained from the spin-1/2 Hamiltonian fits to the magnetisation curves, we calculate the non-effective exchange coupling (in Hamiltonian eqn (1)) to be \( J_{12} = -0.23 \) cm\(^{-1}\). This value is very close to that found by the more detailed analysis involving INS and dc magnetic susceptibility suggesting that XMCD alone can do provide sufficient experimental evidence for the extraction of the Dy–Cr exchange coupling in simple clusters. The further agreement with INS and SQUID results underline the strength of the modelling.

The INS and \( \mu \)SR results can be further understood by using the low-energy spectrum plotted in Fig. 8b. Here, the total-spin \( m_1 \) value \( M_{\text{TOT}} = \langle n \sum S_i | n \rangle \) is used as \( x \)-axis. The spectrum was obtained by full diagonalisation of the excited-state Hamiltonian eqn (1) using the best-fit parameters. The ground states are characterised by a \( |\pm 25/2\rangle \) doublet reflecting the ferrimagnetic arrangement of the Dy and Cr magnetic moments. The INS transition I is indicated by green arrows and a black arrow shows the height of the effective energy barrier of \( \Delta_{\text{eff}} = 3.0 \) cm\(^{-1}\) obtained by \( \mu \)SR. This barrier height can be explained by considering small non-uniaxial terms in the excited-state Hamiltonian. In the simplest case, this could be a cluster \( E \) (bixial anisotropy) term. In general, such a term is able to mix energy eigenstates with \( \Delta M_{\text{TOT}} = \pm 2k \) with integer \( k \), and regarding the spectrum of I it would be weakly allowed that the \( |\pm 25/2\rangle \) ground states mix with the excited \( |\mp 27/2\rangle \) states located at an energy of 3.6 cm\(^{-1}\). Such a mixing would give rise to quantum tunnelling of the magnetisation through the excited states, explaining the observed temperature dependence of the relaxation time and the low effective barrier for magnetization reversal.

As aforementioned, the DFT calculations are successful in reproducing the molecular geometry of the truncated model system and the sign of the magnetic exchange coupling. Fig. 9 reveals that the bridging fluoride ion which mediates the Dy–Cr interaction is spin-polarised in an alternating positive/negative fashion substantiating that superexchange is at the origin of the antiferromagnetic exchange coupling. Although the ligand spin polarisation may appear large in the spin-polarisation map, it is only on the order of 0.03 \( \mu_B \). Therefore it is justified to neglect it in the spin-Hamiltonian analysis.

Conclusions

We have reported the syntheses and crystal structures of two novel 3d–4f clusters containing Dy and Cr featuring linear, unsupported fluoride bridges. Further, we have performed an in-depth study of the magnetism of the trinuclear compound 1. The element-specific magnetisation curves obtained from XMCD directly reveal the field-induced transition from the ferrimagnetic to the ferromagnetic alignments of the Dy and Cr magnetic moments. Our findings are corroborated by SQUID magnetometry and INS which confirm the isotropic Dy–Cr exchange coupling of \( J = -0.18 \) cm\(^{-1}\) obtained from XMCD. The \( \mu \)SR and ac susceptibility measurements suggest that 1 is a SMM with a small effective barrier \( \Delta_{\text{eff}} = 3 \) cm\(^{-1}\). We have successfully modelled the data using spin-Hamiltonian models at different levels of complexity. The DFT calculations reveal spin polarisation on the Dy and Cr ligands and suggest that the antiferromagnetic Dy–Cr coupling originates from superexchange via the fluoride ion bridge.

Our results demonstrate that XMCD is suitable to determine the sign and strength of the weak exchange coupling between Dy and Cr ions. This mitigates the problem that in such 3d–4f compounds often the information about intrACLuster magnetic couplings contained in the temperature-dependent magnetic susceptibility is concealed by the much stronger effect of the 4f-anisotropy splittings. As this scenario can be expected to be
realised in most 3d–4f compounds, our approach may be applicable to a large number of oligonuclear 3d–4f compounds.
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Experimental Section

General Procedures and Materials
All chemicals and solvents were purchased from commercial sources and used without further purification. [Dy(hfac)3(H2O)2] and trans-[CrF2(py)4]NO3 were prepared as described in the literature.1

Syntheses

Synthesis of 1: To a solution of [Dy(hfac)3(H2O)2] (4.0 g, 4.9 mmol) in chloroform (60 ml, LabScan; stabilized by 1% ethanol) was added a solution of trans-[CrF2(py)4]NO3 (0.5 g, 1.0 mmol) in chloroform (10 ml). The resulting solution was left standing for 12 h to yield needles of [Dy(hfac)3(H2O)–CrF2(py)4–Dy(hfac)3(NO3)] which were filtered off and washed with chloroform. Yield: 62% (based on Cr). Anal. Calc. (found) for H28C50N5O16F38CrDy2: C: 29.24% (29.13%), H: 1.37% (1.26%), N: 3.41% (3.33%)

Synthesis of 2: To a solution of trans-[CrF2(py)4]NO3 (1.2 g, 2.6 mmol) in chloroform (25 ml) was added a solution of one equivalent [Dy(hfac)3(H2O)2] (2.1 g, 2.6 mmol) in chloroform (40 ml). Red-violet, block-shaped crystals of [Dy(hfac)4–CrF2(py)4]⋅½CHCl3 were filtered off after several hours and washed with successive aliquots of chloroform. The samples were stored in closed vials in a freezer to suppress solvent loss. Yield: 36% (based on Cr), Anal. calc. (found) for H24.5C40.5N4O8F26Cl1.5CrDy: C: 33.39% (33.02%), H: 1.70% (1.49%), N: 3.85% (3.90%).

Crystallography
Single-crystal X-ray diffraction data were acquired at 122 K on a Nonius KappaCCD area-detector diffractometer, equipped with an Oxford Cryostreams low-temperature device, using graphite-monochromated Mo Kα radiation (λ = 0.71073 Å). The structures were solved using direct methods (SHELXS97) and refined using the SHELXL97 software package.2 All non-hydrogen atoms were refined anisotropically, whereas H-atoms were isotropic and constrained. Crystal structure and refinement data for 1 and 2 are summarised in Table S1. The structure of 2 contains a highly disordered solvent CHCl3 molecule and no satisfactory model that describes this solvent could be achieved. Hence the PLATON SQUEEZE3 procedure was used in the refinement to calculate a solvent-accessible void of 311 Å³. It was confirmed that the disordered solvent is located in the void volume.
Table S1: Crystallographic data of 1 and 2.

**SQUID magnetometer measurements**

The magnetic characterisation was performed on a Quantum-Design MPMS-XL SQUID magnetometer equipped with a 5 T dc magnet. The polycrystalline samples were enclosed in frozen \(n\)-eicosane in polycarbonate capsules. The temperature dependence of the dc magnetic susceptibility was determined from magnetisation measurements from 1.8 K to 300 K in a dc field of 100 mT. Magnetisation data were acquired at fields up to 5 T and at different temperatures. Data were
corrected for diamagnetic contributions from the sample, \(n\)-eicosane and the sample holder by means of Pascal’s constants. Ac susceptibility measurements were carried out using an oscillating field of 0.3 mT and static dc fields of up to 1 T.

**X-ray magnetic circular dichroism**

X-ray magnetic circular dichroism (XMCD) measurements were performed at the X-Treme beamline at the Swiss Light Source, Paul Scherrer Institut, Switzerland. To prepare the sample, polycrystalline powder of 1 was pressed into a piece of Indium mounted on a sample holder. X-ray absorption spectra were recorded at a temperature of 2 K in total electron yield mode at the Dy M\(_{4,5}\) and Cr L\(_{2,3}\) edges. Magnetic fields of up to \(B = \pm 6\) T along the beam propagation direction were applied. The beam was defocused (spot size \(\sim 1 \times 1\) mm\(^2\)) and kept at very low intensity to avoid radiation damage. Scans were taken “on-the-fly”, i.e. the monochromator and insertion device were moving continuously while the data were acquired.\(^4\) To obtain magnetisation curves, a full magnetic-field loop was performed at one polarisation while measuring X-ray absorption at the energy of maximum dichroism and at the baseline. Hereafter, the polarisation was changed and another loop was run.

**Muon-spin relaxation**

The \(\mu\)SR measurements were performed on the GPS spectrometer at the Paul Scherrer Institute in Switzerland. In these experiments spin-polarised positive muons are implanted in the sample. Each implanted muon decays (lifetime 2.2 µsec) emitting a positron preferentially in the direction of its spin polarisation at the time of decay. Using appropriately positioned detectors, one measures the asymmetry of positron emission as a function of time, \(A(t)\), which is proportional to the time evolution of the muon spin polarisation. \(A(t)\) depends on the distribution of internal magnetic fields and their temporal fluctuations. Further details on the \(\mu\)SR technique may be found in ref. 5.

**Inelastic neutron scattering**

Inelastic neutron scattering (INS) experiments were carried out using the direct-geometry time-of-flight neutron spectrometer IN5 located at the Institut Laue-Langevin, Grenoble, France. Approximately 1 g of crystalline material was loaded into a 10 mm-diameter double-wall, hollow aluminum cylinder. Spectra were acquired with incident neutron wavelengths of 3 Å, 4.8 Å and 6.5 Å at temperatures from 1.5 K to 15 K. The detector efficiency correction was performed using data collected from Vanadium and the background was subtracted. The data were processed and analysed using the LAMP program package.\(^6\)
Density-functional theory calculations

Density-functional theory (DFT) calculations were performed on two levels of sophistication. To investigate the exchange coupling in complex I we considered the truncated model cluster [Dy(hfac)_3(NO_3)–CrF_2(py)_4]. Geometrical optimisation of this model cluster was performed using the VASP full-potential plane-wave code in scalar-relativistic approximation, in which pseudopotentials together with the projector augmented wave method are used. A kinetic energy cutoff of 400 eV was employed for the plane waves. For the DFT exchange-correlation functional the generalised gradient approximation (GGA) in the Perdew-Wang parameterisation was used for the geometrical optimisation. A cubic simulation box of 30×30×30 Å^3 and the Γ point in reciprocal space were used. The magnetic properties of the optimised geometries as well as the experimental crystallographic structure were furthermore investigated using the atom-centered localized basis set approach as implemented in the NWChem package in combination with hybrid functionals. In the latter calculations the segmented all-electron relativistic contracted basis sets for zeroth-order regular approximation (SARC-ZORA) scalar-relativistic Hamiltonians were used for Dy and all-electron 6-31G* basis sets for all other atoms including Cr.

Isotropic magnetic exchange interactions were calculated within the localised basis set approach, using the hybrid meta-GGA M06-2X functional in combination with applying the spin-polarized broken symmetry approach. The magnetic interaction of the model complex was expressed as

\[ \hat{H} = -j \hat{S}_{\text{Dy}} \cdot \hat{S}_{\text{Cr}} \]

where the exchange constant \( j \) can be extracted from the Noodleman-Ginsberg-Davidson expression

\[ j = 2 \frac{(E_{\text{BS}} - E_{\text{HS}})}{S_{\text{max}}^2} \]

(with \( E_{\text{BS}} \) the broken-symmetry energy and \( E_{\text{HS}} \) the high-symmetry energy). In the literature an alternative expression by Ruiz et al. \[ j = 2 \frac{(E_{\text{BS}} - E_{\text{HS}})}{S_{\text{max}}(S_{\text{max}}+1)} \] is popular and provides computationally better results in most cases. However no theoretical basis to prefer Ruiz et al.’s expression over the other one was established so far, therefore both expressions were explored here.

Spin-Hamiltonian simulations and fits

The spin-Hamiltonian simulations used to reproduce local and cluster magnetization curves, dc magnetic susceptibility and INS spectra are based on full diagonalization of the respective Hamiltonians. To take into account the powder nature of the sample, local and cluster magnetization curves were averaged over different directions of the magnetic field according to the equation

\[ m_{i,\text{powder}}(B) = \frac{1}{4\pi} \int \mathbf{m}_i(B,\theta,\phi) \cdot \mathbf{n}(\theta,\phi) \sin \theta \, d\theta \, d\phi \]  

(S1)

Here, \( \mathbf{m}_i \) is the magnetic moment of element \( i \), depending on the magnitude and orientation of the applied magnetic field which is expressed in spherical coordinates \( \mathbf{B} = (B,\theta,\phi) \). Further, \( \mathbf{n} \) is the unit
vector pointing along the $B$-field direction. This integral was realized numerically using a 16-point Lebedev-Laikov grid. All fits shown in this work are least-squares fits which were obtained by minimizing the sum of squared deviations between the measured and calculated curves. The calculations were performed using home-written Matlab® and C codes.

**Supplementary Information to the Results Section of the Main Article**

**Crystallography: Thermal ellipsoid plots of the crystal structures of 1 and 2**

These plots indicate the thermal motion of the atoms in a molecule. Magnitude and anisotropy of the vibrations are coded as size and shape of the ellipsoids.

**Fig. S1** Thermal ellipsoid plot (30% probability level) of 1. Color code: pink: Dy, dark green: Cr, light green: F, red: O, blue: N, white: H.

**Fig. S2** Thermal ellipsoid plot (30% probability level) of 2. Color code: pink: Dy, dark green: Cr, light green: F, red: O, blue: N, white: H.
X-ray absorption spectroscopy

XMCD is obtained following \( I_{\text{XMCD}}(E) = I_+ (E) - I_- (E) \) where \( I_+ \) and \( I_- \) refer to the X-ray absorption intensities for the two circular polarisations of the X-rays. The XMCD sum rules are given by\(^{15}\)

\[
\frac{\int_{M_{4,5}} d\omega (\mu^+ - \mu^-)}{\int_{M_{4,5}} d\omega (\mu^+ + \mu^- + \mu^0)} = \frac{1}{2} \frac{l(l+1)+2-c(c+1)}{l(l+1)(4l+2-n)} \langle L_z \rangle \quad \text{(S2)}
\]

\[
\frac{\int_{M_5} d\omega (\mu^+ - \mu^-) + \frac{c+1}{c} \int_{M_4} d\omega (\mu^+ - \mu^-)}{\int_{M_{4,5}} d\omega (\mu^+ + \mu^- + \mu^0)} = \frac{l(l+1)-2-c(c+1)}{3c(4l+2-n)} \langle S_z \rangle + \frac{l(l+1)[l(l+1)+2c(c+1)+4]-3(c-1)^2(c+2)^2}{6lc(l+1)(4l+2-n)} \langle T_z \rangle \quad \text{(S3)}
\]

Here, \( c, l \) and \( n \) denote the orbital quantum number of the core and the valence shell involved in the X-ray absorption process and the number of electrons in the valence shell, respectively. For the \( M_{4,5} \) edges of the Dy\(^{III} \) ion, \( c = 2, l = 3 \) and \( n = 9 \). We replace \( A = \int_{M_{4,5}} d\omega (\mu^+ + \mu^-) = \frac{2}{3} \int_{M_{4,5}} d\omega (\mu^+ + \mu^- + \mu^0), B = \int_{M_5} d\omega (\mu^+ - \mu^-), \) and \( C = \int_{M_4} d\omega (\mu^+ - \mu^-) \) such that \( A \) is the integral over the XAS, and \( B \) and \( C \) are those over the XMCD across the Dy \( M_4 \) and \( M_5 \) edges as indicated for the integration range. The \( 2/3 \)-factor in \( A \) takes into account the absorption of longitudinal polarization, which is not contained in our experimental XAS spectrum. However, because of the powder sample it can be set equal to the absorption of transverse polarization, justifying the simple calculation. \( \langle T_z \rangle \) is the magnetic dipole operator. Since the 4f ions are very well described by \( L-S \) coupling and Hund’s rules, and ligand fields have much weaker effects than in the 3d ions, \( \langle T_z \rangle \) can be calculated analytically using eqs 8 and 9 in ref 15a, yielding a ratio of \( \frac{\langle T_z \rangle}{\langle S_z \rangle} = -0.133 \) for Dy\(^{III} \).

**Fig. S3** (upper panel) X-ray absorption spectra on 1 at the Dy \( M_{4,5} \) edges for the two indicated polarisations of the X-rays, recorded at 2 K and 6 T. The solid red line indicates the XAS integral. (lower panel) XMCD spectrum calculated from the data shown in the upper panel and XMCD integral.
To illustrate the sum-rules analysis, example X-ray absorption spectra on 1 along with the calculated XMCD spectrum are shown in Figure S3. The integral values $A$, $B$ and $C$ are indicated. The obtained spin and orbital as well as total magnetic moments for all measured spectra at different magnetic fields are summarized in Table S2. For high fields, “saturation” values between 5 and 6 $\mu_B$ are found for the total magnetic moment. In principle that would be in contradiction with the value of 10 $\mu_B$ expected from Hund’s rules. However, the latter value would only be observed for an isotropic Dy$^{III}$ ion in the absence of any ligand fields etc. The strong reduction compared to the free-ion value by a factor of $\sim$2 originates from strong anisotropy. A calculation of the powder-averaged magnetic moment (using eqn S1) for a single Dy$^{III}$ ion with only one Kramers doublet of $m_J = \pm 15/2$ yields a saturation magnetic moment of 5.0 $\mu_B$. This is very close to the value observed by XMCD in our experiment.

<table>
<thead>
<tr>
<th>Measurement</th>
<th>$B$ field [T]</th>
<th>$m_L$ [$\mu_B$]</th>
<th>$m_S$ [$\mu_B$]</th>
<th>$m_J$ [$\mu_B$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-1</td>
<td>-2.5(3)</td>
<td>-1.5(2)</td>
<td>-3.8(4)</td>
</tr>
<tr>
<td>2</td>
<td>+1</td>
<td>2.9(3)</td>
<td>1.6(2)</td>
<td>4.5(5)</td>
</tr>
<tr>
<td>3</td>
<td>-6</td>
<td>-3.5(4)</td>
<td>-2.1(2)</td>
<td>-5.6(6)</td>
</tr>
<tr>
<td>4</td>
<td>-6</td>
<td>-3.3(3)</td>
<td>-1.9(2)</td>
<td>-5.2(5)</td>
</tr>
<tr>
<td>5</td>
<td>+6</td>
<td>4.4(4)</td>
<td>1.6(2)</td>
<td>6.0(6)</td>
</tr>
<tr>
<td>6</td>
<td>+6</td>
<td>3.3(3)</td>
<td>1.9(2)</td>
<td>5.2(5)</td>
</tr>
</tbody>
</table>

**Table S2.** Values of the orbital and spin magnetic moments obtained for Dy using sum rules.

**Ligand-field multiplet calculations**

Multiplet calculations were carried out to simulate the X-ray absorption and X-ray magnetic circular dichroism for Dy$^{III}$ and Cr$^{III}$ using the TT-MULT program. The results are shown in Figures 2b, 2d and 3b, 3d of the main text. For Dy the purely atomic calculation yields excellent agreement with the data. This is because the 4f levels are very localized, hence the X-ray absorption spectra at the M$_{4,5}$-edges of lanthanides are not very sensitive to ligand-field effects. Coulomb direct and exchange interaction are parameterised by Slater integrals, which were reduced to 60% of their atomic value for Dy$^{III}$ and 80% for Cr$^{III}$. For Cr$^{III}$ the calculation was done in $D_{4h}$ symmetry with crystal field values of 10 $D_q = 2.2$ eV, $D_s = -0.1$ eV. Inclusion of ligand-to-metal charge transfer improves the agreement with the data. The charge transfer parameters used were $\Delta = 4$ eV, $T(A_1,B_1) = 2T(B_2,E)$ and $U_{dd} - U_{pd} = -1$ eV. $\Delta$ is defined as $E(d^{N+1} \text{L}) - E(d^N)$. In the final state of the X-ray
absorption process, the energy difference between the ionic and charge transfer configurations is given by

$$E(p^5\text{d}^{N+2}L) - E(p^5\text{d}^{N+1}) = \Delta + U_{dd} - U_{pd}. \text{T is the transfer integral between the metal d shell and the ligand p shell and is usually taken as being two times larger for the orbitals pointing along the bonding direction (A_1, B_1). At a field of } -6 \text{T, the expectation values } <S_z> = -1.49 \text{ and } <L_z> = 0 \text{ are found, in agreement with } \text{Cr}^{III}. \text{ Simulations for both } \text{Cr}^{III} \text{ and } \text{Dy}^{III} \text{ were done considering a temperature of 2 K.}

The above-mentioned parameters which were employed to simulate the Cr$^{III}$ X-ray spectra can be compared to the values reported for \{Cr$^{III}$F$_2$(py)$_4$\}$^+$ in the literature.$^{17}$ From this, we obtain $10D_q = 2.3 \text{ eV, } D_S = -0.125 \text{ eV and } D_T = 0.0375 \text{ eV. These values are in excellent agreement with the parameters found from the multiplet calculations. Setting } D_T = 0 \text{ in the calculations is justified because the observed X-ray absorption peaks are too broad (FWHM } \sim 500 \text{ meV) to observe the associated energy splittings.}

**SQUID magnetometry**

The temperature dependence of the in-phase component of the ac susceptibility of 1 is shown in Fig. S4 corroborating the SMM behaviour of 1. Fig. S5 shows the magnetic-field dependence of the $\chi''(T)$ signal of 1 at a temperature of $T = 1.8 \text{ K. At zero dc field the onset of a peak is visible but applying a small perturbing field further slows down magnetization relaxation.}

The reduced magnetisation of 2 is shown in Fig. S6. The curves for different magnetic fields clearly do not superpose on each other, suggesting the presence of significant anisotropy and/or low-lying excited states. Fig. S7 shows the temperature dependence of $\chi T$ of 2. The room-temperature value of $15.5 \text{ cm}^3 \text{ K mol}^{-1}$ is consistent with the presence of a Dy$^{III}$ ion with $J = 15/2$ ($g_J = 4/3$) and a Cr$^{III}$ ion with $S = 3/2$ ($g_S = 2$) in the cluster, which would yield a theoretical value of $16.1 \text{ cm}^3 \text{ K mol}^{-1}$. Between 300 K and 150 K the $\chi T$ of 2 remains essentially constant, and below 50 K $\chi T$ drops quickly. This may be due to the depopulation of ligand-field states of Dy$^{III}$ and/or intracluster antiferromagnetic coupling. Ac magnetic measurements revealed no out-of-phase component ($\chi''(\nu_{ac})$ and $\chi''(T)$) above 1.8 K for 2 for all accessible static magnetic fields.
**Fig. S4** In-phase component of the ac susceptibility of 1 as a function of temperature at selected frequencies of the oscillating magnetic field obtained with $B_{dc} = 50$ mT.

**Fig. S5** Field dependence of the out-of-phase ac-susceptibility signal ($\chi''$) for 1 measured at a temperature of 1.8 K.

**Fig. S6** Reduced magnetization of 2. Solid lines are guides to the eye.
Fig. S7 Temperature dependence of the $\chi T$ product of 2. The solid line is a guide to the eye.

**Inelastic neutron scattering**

Information about the magnetic origin of INS features can be derived from their temperature and $Q$ dependence. Upon increasing the temperature, magnetic excited energy levels become populated at the expense of ground-state-level population. This reduction of ground-state population leads to a decrease of INS transitions that correspond to excitation of the molecular magnet from the ground state to an excited state by a neutron, commonly referred to as “cold magnetic transition”. In contrast, for harmonic vibrational modes the neutron energy loss response at a certain energy $E = \hbar \omega$ is proportional to the Bose factor $1/(1 - \exp (-\hbar \omega / k_B T))$, which implies that the intensity can only stay constant or increase with increasing temperature. Furthermore, the $Q$-dependence contains relevant information, too. Here, $Q$ is the absolute value of the momentum transfer, $Q = |Q|$. At a constant energy $E$, for magnetic scattering the $Q$ dependence is ruled by the magnetic form factors of the magnetic ions present in the cluster, and by their spatial coordinates. Altogether, this leads to a decay of the scattering intensity with increasing $Q$. For incoherent scattering from vibrational modes the $Q$ dependence is entirely different and the intensity is proportional to $Q^2$.

In Figure 7a of the main text, features I and X were observed. Peak I appears at an energy of 3.4(2) cm$^{-1}$ and possesses a full width at half maximum (FWHM) of 0.9 cm$^{-1}$ which is close to that of the elastic peak of 0.8 cm$^{-1}$. The broad feature X is located at energy transfers from 9 to 16 cm$^{-1}$. Peak I shrinks with increasing temperature, while feature X is temperature independent. These features appear in the $S(Q,E)$ dependence shown in Figure S8, where they are indicated by black arrows. Whereas the scattering intensity $S(Q,E)$ at the energy of feature I decreases with $Q$, it exhibits opposite behaviour at the energy of the broad feature X. The latter is therefore proven to originate from a nonmagnetic excitation and can therefore be neglected in the further analysis of the magnetic properties of 1. In contrast, feature I is inferred to be a cold magnetic transition.
The higher-resolution spectra shown in Fig. 7b of the main text reveal a three-fold splitting of feature I (energies 3.2(1), 3.7(1) and 4.3(1) cm\(^{-1}\)). The features Ia, Ib, Ic exhibit a linewidth of FWHM = 0.37 cm\(^{-1}\) which is equal to that of the elastic peak. The temperature dependence of features Ia-c suggests that they are all of magnetic origin. A closer look reveals that the temperature dependence of feature Ia is slightly weaker than that of Ib and Ic. Taking into account the small separation of 0.6 cm\(^{-1}\) between the peaks they can be attributed to transitions in the level scheme indicated in the inset of Fig. 7b. Further INS measurements at higher energy transfers do not reveal any other magnetic features up to an energy transfer of approximately 50 cm\(^{-1}\) as shown in Fig. S9.

**Fig. S8** Logarithmic plot of the \(S(Q,E)\) dependence measured on 1 at a wavelength of \(\lambda = 4.8\ \text{Å}\) and a temperature of 1.8 K. Red (violet) color represents strong (weak) intensity.

**Fig. S9** INS spectra of 1 taken at a wavelength of \(\lambda = 3\ \text{Å}\) and temperatures as indicated in the plots. The intensity was summed for momentum transfers between 1.7 Å\(^{-1}\) and 2.7 Å\(^{-1}\). The curves were offset to improve visibility.
Muon-spin relaxation

The muon-spin relaxation data were analyzed using procedures similar as in ref. 20. Muon spin relaxation curves measured in zero magnetic field are presented in Figure S10. At low temperatures the asymmetry exhibits a dip within the first microsecond (inset of Figure S10), followed by a recovery and then relaxation at longer times. In contrast, at high temperature the asymmetry relaxes following an exponential curve. As discussed in ref. 20 the low-temperature relaxation curves are evidence that the internal magnetic field experienced by the implanted muons in 1 contains two contributions: a static component and a fluctuating component. Static (dynamic) fields are fields that fluctuate at a rate much slower (faster) than the muon lifetime of 2.2 μs. The static component is direct evidence of the slow relaxation of the magnetisation.

In the case of 1, the asymmetry at all temperatures was found to fit best to a Lorentzian Kubo-Toyabe function multiplied by a square root exponential relaxation as represented by Equation 2 in ref. 20. The parameters λ and Δ extracted from the fits are shown in Figure S11. At high temperatures λ is small and Δ = 0. Upon lowering the temperature λ increases strongly while Δ remains zero. At T*~20 K, λ peaks and below this temperature Δ becomes non-zero. At lower temperatures λ further decreases and Δ saturates. The saturation values of 33 MHz correspond to a width in field of 40 mT. In analogy to ref. 20 the temperature-dependent relaxation time can be extracted as shown in Figure 6b in the main text. The relaxation time increases when the temperature is decreased but does not saturate down to 1.5 K, suggesting that the relaxation mechanism is thermally activated.
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**Fig. S10** Example muon-spin relaxation curves at three different temperatures. The inset shows a zoom into small timescales, where a clear dip in the relaxation can be seen at low temperatures, indicating the presence of static magnetic fields in the system.
Fig. S11 \( \lambda \) (bottom) and \( \Delta \) (top) obtained from fits to the relaxation curves as a function of temperature.

**Spin-Hamiltonian models**

A spin-Hamiltonian model is essential for extracting quantitative information from the data, such as the strength of the Dy-Cr exchange coupling. Our strategy was based on the following reasoning:

On the one hand computationally efficient and simple models are needed. On the other hand it is desirable to reproduce a maximum of the experimental data. Furthermore, the number of free parameters typically decreases with decreasing complexity, mitigating problems of overparameterisation. Here we present the Hamiltonians following the order of decreasing complexity. The index \( i = 1,2,3 \) refers to the ion-site number within the trinuclear cluster, i.e. Dy(1)–Cr(2)–Dy(3). Details about the calculations are given on page 6 of the Experimental Section (ESI†). It is useful to start out with a spin Hamiltonian acting on the \( J_1 = J_3 = 15/2 \) ground multiplet of the Dy\textsuperscript{III} ions which we will refer to as \textit{J-multiplet Hamiltonian}. The Cr spin takes the value \( S_2 = 3/2 \). The Hamiltonian is given by

\[
\hat{H} = -j_{12} \hat{J}_1 \cdot \hat{S}_2 - j_{23} \hat{S}_2 \cdot \hat{J}_3 - j_{13} \hat{J}_1 \cdot \hat{J}_3 + \sum_{i,k,j} B_{i,k,j}^J \hat{O}_{i,k,j}^J + \mu_B \sum_{i=1,3} g_i' \hat{J}_i \cdot \mathbf{B} + \mu_B g_2' \hat{S}_2 \cdot \mathbf{B} \quad (S4)
\]

The first two terms represent isotropic nearest-neighbour exchange couplings, and the third term is a much weaker coupling between the Dy\textsuperscript{III} ions. The fourth term describes the magnetic anisotropy induced by the ligand fields of the magnetic ions using Stevens operator notation. The last two terms represent the interaction with an applied magnetic field. Hamiltonian eqn S4 operates on the Hilbert space generated from the 16 states contained in each of the \( J = 15/2 \) multiplets of the Dy\textsuperscript{III} ions and another four states from the \( S = 3/2 \) multiplet of the Cr\textsuperscript{III} ion. Hence, the dimension of 1024 is fairly large. It is not only this dimension, which renders Hamiltonian eqn S4 rather impractical for
our simulations. More importantly, a vast number of magnetic anisotropy terms (for Dy: \( k = 2,4,6, q = -k, -k+1, \ldots +k \)) enter into the model because of the low symmetry of the two inequivalent Dy ligand fields. Hence, the very detailed model represented by Hamiltonian eqn S4 is strongly overparameterised, unless most of the free parameters would be determined by a dedicated series of additional measurements.

In order to significantly reduce the number of parameters we introduce a more practical Hamiltonian which operates in the restricted space of the ground state and the first-excited state Kramers doublets of each of the three ions. This excited-state (encompassing) Hamiltonian is given as eqn 1 of the main text. The terms are identical to those in the \( J\)-multiplet Hamiltonian but the number of anisotropy parameters is heavily reduced here. The maximally simplified Hamiltonian version is incorporated in the form of the spin-1/2 Hamiltonian given as eqn 2 of the main text.

We will now briefly discuss the interrelationship of the presented spin Hamiltonians eqns S4, 1 and 2. They describe the same magnetic system, which implies that there is a relation between spin-Hamiltonian parameters, e.g., \( j_{12}', j_{12} \) and \( j_{12,\text{eff}} \). The same argument holds for anisotropy terms and \( g\)-matrices. Finding these relations is difficult in general, and in most cases the calculations can only be performed numerically. However, sometimes analytical relations can be derived with some approximations. Knowing such relations is useful. As an example, when the exchange coupling \( j_{12,\text{eff}} \) in the spin-1/2 Hamiltonian has been determined which is rather simple because there are only a few free parameters, then \( j_{12} \) and \( j_{12}' \) can be readily calculated. This allows for consistent extensions of the basic spin-1/2 model to the more complex Hamiltonians.

Here, we focus on the relationship of \( g_i, \ g_i,\text{eff}, j_{ik} \), and \( j_{ik,\text{eff}} \) in eqs 1 and 2. A calculation using first-order quantum-mechanical perturbation theory treating the Zeeman term as the perturbation yields the following results, with \( |m_{i,\text{GS}}| \) the expectation value of the \( \hat{J}_{i,z} \) operator for the ground state doublet of ion \( i = 1,3 \):

\[
\begin{align*}
\hat{j}_{12,\text{eff,xy}} &= \hat{j}_{12,\text{eff,z}} \cdot \hat{g}_{1,\text{eff,xy}} / \hat{g}_{1,\text{eff,z}} \\
\hat{j}_{12,\text{eff,z}} &= 2 \hat{j}_{12} \cdot |m_{1,\text{GS}}| \\
\hat{g}_{1,\text{eff,z}} &= 2 \cdot |m_{1,\text{GS}}| \cdot \hat{g}_j \\
\hat{j}_{23,\text{eff,xy}} &= \hat{j}_{23,\text{eff,z}} \cdot \hat{g}_{3,\text{eff,xy}} / \hat{g}_{3,\text{eff,z}} \\
\hat{j}_{23,\text{eff,z}} &= 2 \hat{j}_{23} \cdot |m_{3,\text{GS}}| \\
\hat{g}_{3,\text{eff,z}} &= 2 \cdot |m_{3,\text{GS}}| \cdot \hat{g}_j
\end{align*}
\]  

(S5a-c)

If the ground-state Kramers doublets are eigenstates of the \( \hat{J}_{i,z} \) operator (e.g. \( m_{1,\text{GS}} = \pm 15/2 \)), then the \( \hat{j}_{\text{eff,xy}} \) and \( \hat{g}_{\text{eff,xy}} \) terms will be zero. However, in non-uniaxial ligand fields the ground-state doublets can be admixtures (e.g. \( |m_{i,\text{GS}}\rangle = \alpha |+15/2\rangle + \beta |-13/2\rangle \)) and \( \hat{j}_{\text{eff,xy}} \) and \( \hat{g}_{\text{eff,xy}} \) can assume nonzero values.
Density-functional theory

Geometrical optimisation of the truncated model cluster as described on page 6 of the Experimental Section (ESI†) on the GGA level in scalar-relativistic approximation yields the Dy–F and F–Cr distances as 2.396 Å (exp. 2.321(2) Å) and 1.925 Å (exp. 1.903(2) Å). The non-bridging Cr–F distance is 1.862 Å (exp. in 2: 1.8440(15) Å and 1.8416(15) Å), the computed value is closer to that in the trans-[CrF$_2$(py)$_4$]PF$_6$ complex (1.853(2) Å). The average Cr–N and Dy–O distances are 2.097 and 2.436 Å. The Cr–F–Dy bond-angle is 175.15° (exp. 176.49(13)°). Hence, the geometry is well reproduced.
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