Kinetic hard-modelling and spectral validation of rank-deficient spectroscopic data: A case study
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Abstract

In this case study, we apply a recently developed method to systematically predict the linear dependencies in concentration profiles and identify minimum requirements to enable optimisation of rate constants and pure component spectra via direct multivariate kinetic hard-modelling of spectroscopic data. This systematic method was applied to the rank-deficient acid catalysed reaction of benzophenone with phenylhydrazine in THF. Various experimental conditions (different dosing and initial concentrations) and data treatments (defining uncoloured species, including known component spectra into the analysis) were considered. For all these conditions, the kinetic mechanism of this condensation reaction was successfully validated by the agreement between fitted and independently measured mid-IR and UV–vis pure component spectra and by the highly reproducible fitted rate constants. This case study particularly demonstrated the value of the direct spectral fitting as a tool for the validation of rank-deficient kinetic mechanisms, as inherent contributions within the fitted component spectra, due to the definition of uncoloured species, can be systematically addressed.
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1. Introduction

Various chemometric methods capable to analyse time dependent multivariate data measured by spectroscopic techniques have been introduced in recent years [1–10]. Amongst these chemometric methods, kinetic hard-modelling, based on a hard model (the rate law), can be used to directly determine the kinetic parameters (e.g. rate constants) of chemical reactions [2,8,10–14].

In spectroscopy, multivariate data, i.e. time and wavelength/wavenumber resolved absorbance measurements, can be decomposed according to Beer’s law into the concentration profiles and the molar spectra of the pure components. In kinetic hard-modelling these concentration profiles are calculated by numerical integration of the rate laws describing the postulated kinetic hard-model. Maeder and Zuberbühler suggested to eliminate the pure component spectra from the non-linear optimisation and to linearly estimate them at each iteration by regressing the spectroscopic data on the concentration matrix via its pseudo-inverse [2]. This latter method, used in the present article and sometimes referred to as kinetic hard-modelling by implicit direct calibration [15,16], allows the validation of the rate law by comparing the estimated pure component spectra with independently measured ones, or, if not fully accessible, at least with expected peaks.

For some kinetic models and experimental conditions, however, the concentration matrix is rank deficient and the pure component spectra cannot be computed, as the linear regression step cannot be performed. Different solutions have been proposed in order to circumvent this rank deficiency problem and to allow the fitting of pure component spectra: defining some absorbing species as uncoloured (Strategy 1) [10,17], including some independently known component spectra to the analysis (Strategy 2) [10,18], dosing one or more species (Strategy 3) [17] or varying some initial concentrations and analysing simultaneously the resulting experiments (Strategy 4) [14,19,20]. This last strategy is referred to as second order global analysis or 3-way analysis.

In a recent article [17], we have introduced a method for the systematic experimental and data analytical design of bi-linear spectroscopic kinetic measurements that allows identifying the species to be incorporated in strategies (1) to (4) to obtain partial or full spectral resolution. When only partial resolution is possible (Strategy 1), we have also presented a method for the calculation of the linear combinations in the fitted component spectra, i.e. the coefficients by which the true (resolved) pure spectra need to be weighted in order to obtain the reduced set of fitted (unresolved) component spectra corresponding to the species defined as coloured. Theoretical background of this approach was introduced and applied to simulated data based on various kinetic models.
In the present case study, we apply this systematic method to sets of kinetic data, measured by mid-IR and UV–vis spectroscopy simultaneously, recorded during the course of the reaction of benzophenone with phenylhydrazine in THF catalysed by acetic acid [see Fig. 1]. The kinetic mechanism of this reaction has been discussed in previous articles [21,22] and is used here as a test reaction to experimentally validate the theoretical concepts presented previously [17]. Strategies (1) to (4) are applied to this reaction in order to break the rank deficiency in the concentration matrix without distorting the calculated rate constants. As a consequence of Strategy (1), linear dependencies in the concentration profiles translate into the fitted component spectra, and are compared to those theoretically predicted by our method. The underlying kinetic model is spectroscopically validated using different experimental conditions, e.g. dosing different species, via the reproducibility of the fitted rate constants and the accuracy of the fitted component spectra.

2. Theoretical background

In spectroscopy, Beer’s law, i.e. $Y = CA + R$, is used to decompose a measured absorbance signal $Y$ ($nt\times nw$) into the product of the concentrations $C$ ($nt\times ns$) and the molar spectra $A$ ($ns\times nw$) of the pure components. Deviations from the product of concentrations and the molar spectra $Y$ and $A$ are captured in a matrix $R$ ($nt\times nw$) of residuals. Matrix dimensions are defined using $nt$ as the number of reaction times, $nw$ as the number of wavelengths and $ns$ as the total number of species. For details regarding the notation, we refer to a previous publication introducing the mathematical concepts of our approach [17]. In the following, we provide a short summary.

Kinetic hard-modelling uses the kinetic rate law to define a system of ordinary differential equations (ODE) that depend on kinetic parameters, e.g. rate constants. This chemical model can be uniquely identified using the matrix of reactants coefficients, $E$ ($nr\times ns$), and the matrix of stoichiometry, $N$ ($nr\times ns$), for all species involved in the $nr$ elementary reaction steps [23]. The matrix of concentration profiles $C$ can then be calculated for a given set of rate constants $k$ ($nr\times 1$) by numerical integration of the ODE, using initial concentrations, $c_0$ ($1\times ns$), matrices $E$ and $N$, as well as dosing conditions, i.e. dosing rates $f$ ($nt\times 1$) and concentrations $c_{in}$ ($nf\times ns$) of the $nf$ dosing steps [14,24]. Note that in this somewhat simplified approach, changes in density or activity are not taken into account.

In direct kinetic hard-modelling of spectroscopic data, originally proposed by Maeder and Zubernbühler [2], the product of the integrated concentration profiles $C$ and of the pure component spectra $A$ is compared to the measured data matrix $Y$, and results in the residuals $R = Y - CA$, capturing the differences between the measured and the modelled absorbances. In the least-squares analysis, the sum of all squared residuals $R$ ($nt\times nw$) is used as the objective function to be minimised by iteratively optimising the rate constants $k$. For this article, the Newton–Gauss–Levenberg/Quardart algorithm (NGL/M) was used to solve this non-linear regression [2,10,24–27]. This gradient-based method allows estimating the uncertainties in the optimised rate constants from the variance/covariance matrix, including the propagation of errors, such as the uncertainties in initial concentrations and in dosing rate, as discussed previously [21].

As $A$ is comprised of linear parameters only, it can be eliminated from the non-linear optimisation and replaced by its linear least-squares estimate [10,14].

$$A = C + Y = (C^TC)^{-1}C^TY$$

Eq. (1) is only applicable if $C$ is of full rank. If $C$ is rank deficient, one or more strategies (1 to 4) need to be used in order to allow the computation of $A$ by linear regression. The species to include in these four strategies can be identified from the linear dependencies in the $ns$ concentration profiles of $C$, obtained by the kernel of $C$, denoted ker $C$. The kernel of $C$ is defined as the vector basis spanned by the vectors forming the null space $0$ when left-multiplied by $C$, i.e. $C(ker C) = 0$ [28]. Note, if the kernel is not empty, it also defines the mass balance (closure) of the chemical system. The analogy between kernel and mass balance is demonstrated in Appendices A.6 and A.7. Due to its definition, the kernel inherently involves a rotational ambiguity and thus any linear combinations of the kernel also span a basis for this vector space. Important, a row only composed by zeros in ker $C$ indicates that the corresponding concentration profile is linearly independent from the others.

To predict the linear dependencies in the concentration profiles without numerical integration, we recently introduced a time-invariant augmented matrix $\Omega$ of general dimensions ($ns + nf + ne + 1 \times ns$) having the same kernel as the time variant matrix of concentrations $C$ ($nt\times ns$) [17]. In this notation, $((ne + 1)\times ns)$ defines the number of simultaneously analysed experiments. In Eq. (2), matrix $\Omega$ is presented for the case of one single batch experiment ($nf = 0$ and $ne = 0$), i.e. $\Omega$ has dimensions $(ns + 1 \times ns)$.

$$\Omega = \begin{bmatrix} \mu \text{I} & E^T \text{DIAG}(k)N \\ C_0 \end{bmatrix}$$

With $\mu$ being an arbitrary positive scalar different from 1, matrix $\text{I}$ ($ns\times nr$) comprised of ones only and the superscript $\cdot E^T$ representing the element-wise raise to the power of $E^T$.

The prediction for the linear dependencies in $C$ and in the fitted component spectra $A$, based on the analysis of $\Omega$, assumes that (i) the kinetic hard-model is correct, (ii) no reactions are identical, (iii) all species initiating the reactions are present initially or are dosed, (iv) the true pure component spectra are linearly independent, (v) each provided pure component spectrum is correct, (vi) all species absorb or the truly non-absorbing species are known and defined such that they do not contribute to Beer’s law, and (vii) all reaction steps defined by the kinetic hard-model can be observed in $Y$.

2.1. Strategy (1)—defining uncoloured species

When Strategy (1) is used to circumvent linear dependencies in the concentration profiles, Beer’s law is reduced by defining $(ns-nu)$ coloured and $nu$ uncoloured species, and by eliminating from the time invariant matrix $\Omega$ (and $C$) the columns corresponding to these $nu$ uncoloured species. This leads to reduced matrices $\Omega$ and $C$, of dimensions $(ns+1 \times ns-nu)$ and $(nt\times ns-nu)$ respectively. As a consequence of this reduction, the fitted component spectra of the

![Fig. 1. Reaction of benzophenone (B) with phenylhydrazine (P) catalysed by acetic acid (A) forming benzophenone–phenylhydrzone (BP) and water.](image-url)
coloured species $A_i$ ($ns - nu \times nw$) are comprised of linear combinations of the true (resolved) pure spectra $A$ ($ns \times nw$). To obtain the coefficients of these linear combinations, the linear dependencies in the rows of the non-reduced matrix $\Omega$ ($ns + 1 \times ns$) have to be eliminated, leading to a matrix $\Omega_{\text{ind}}$ of dimensions ($mr + 1 \times ns$), where $nr$ denotes the number of independent reactions, and ker $\Omega_{\text{ind}} = 0$. Based on the coloured species and the linearly independent reactions, the coefficients for the linear combinations of the true pure component spectra, $\Delta$ ($ns - nu \times ns$), can be calculated as follows:

$$\Delta = \Omega_{\text{ind}} \text{comprised of all species}$$

(3)

2.2. Strategy (2)—including known spectra into the analysis

In this case, $nks$ pure component spectra are included into the kinetic analysis in order to avoid linear dependencies in the concentration profiles. Here, the corresponding $nks$ columns of $\Omega$ and $C$ are removed, leading to a reduced time-invariant matrix $\Omega$ of dimensions ($ns + 1 \times ns - nks$) and the corresponding reduced matrix of concentrations $C_{\text{red}}$ of dimensions ($nt \times ns - nks$).

2.3. Strategy (3)—dosing one or more species

This strategy employs $nf$ successive dosing steps, such that the rank of $\Omega$ (and $C$) becomes augmented. Thus matrix $\Omega$ is expanded to dimensions ($ns + nf + 1 \times ns$) with the appropriate rows corresponding to the dosed concentrations of each dosing step. The dosed concentrations are collected in matrix $C_{\text{in}}$ ($nf \times ns$).

$$\Omega = \begin{bmatrix} \left(\mu 1\right)^T \text{DIAG}(k) \text{N} \\ C_0 \\ C_{\text{in}} \end{bmatrix}$$

(4)

2.4. Strategy (4)—performing a second order global analysis

Strategy (4), also known as second order global analysis, is used to augment the rank of $\Omega$ (and $C$) by concatenating multiple kinetic experiments performed under various initial concentrations. When common pure component spectra are fitted (global mode), matrix $\Omega$ is expanded to dimensions ($ns + ne + 1 \times ns$) by adding $ne$ rows corresponding to the different initial concentrations of the $ne$ additional experiments, which are collected in matrix $C_{\text{e}}$ ($ne \times ns$).

$$\Omega = \begin{bmatrix} \left(\mu 1\right)^T \text{DIAG}(k) \text{N} \\ C_0 \\ C_{\text{e}} \end{bmatrix}$$

(5)

3. Experiments

The reaction of benzophenone (species $B$) with phenylhydrazine ($P$) in THF catalysed by acetic acid ($Aa$) can be monitored in mid-IR and UV–vis spectral ranges. Products of the reaction are benzophenone–phenylhydrazone ($BP$), water and the regenerated catalyst ($Aa$). This model reaction has been extensively described for acetic acid being dosed into benzophenone and phenylhydrazine [21,22]. In a recent paper, we have also shown that this condensation reaction and the optimisation of its rate constant are highly reproducible [21], thus being an ideal case study to validate our systematic method to treat kinetic rank deficiencies.

3.1. Instruments

Experiments were carried out in the Combined Reaction Calorimeter (CRC.v4), a small-scale reaction calorimeter working under isothermal conditions and combining the principle of power compensation and heat balance [29]. As the reaction does not produce significant amounts of heat, the calorimetric heat signal was disregarded and the well-defined environment of the CRC.v4 was only used to maintain a constant temperature of 25 (±0.04) °C for all experiments. For a detailed description of the reactor, we refer to [29].

Mid-IR signals were followed by ATR FT-IR spectroscopy (ReactIR 4000, K-4 conduit and ATR crystal from Mettler Toledo) in the range of 1200 to 1650 cm$^{-1}$ at a resolution of 4 cm$^{-1}$. UV–vis signals were monitored by ATR UV–vis spectroscopy (Cary 50 from Varian coupled to an ATR dip-probe from Hellma) between 240 and 400 nm at 1 nm resolution. UV–vis and mid-IR signals were recorded simultaneously every minute during 150 min against THF as the reference background.

3.2. Sample preparation

A solution of phenylhydrazine in THF (Acros Organics for analysis, certified 99.99%) was prepared by weighing 40.003 g of phenylhydrazine (Aldrich-Fine Chemicals, certified 99.2%) into a volumetric flask and filling up to 250 mL with THF. A benzophenone solution was prepared by weighing 36.261 g of benzophenone (Fluka purum, certified 99.8%) and filling up to 100 mL with THF. This sample preparation led to stock concentrations of 1.468 (± 0.001) mol L$^{-1}$ for the phenylhydrazone solution and 1.986 (± 0.002) mol L$^{-1}$ for the benzophenone solution. Uncertainties were obtained from propagating errors due to sample preparation (weighing, filling and pipetting) [21]. Glacial acetic acid (Carlo Erba Reagents for analysis, certified 100.0%) was directly used from its original bottle (17.483 mol L$^{-1}$) and no sampling error needed to be propagated.

3.3. Independently measured pure component spectra

Mid-IR and UV–vis pure component spectra of benzophenone (1.986 mol L$^{-1}$ for mid-IR, 0.993 mol L$^{-1}$ for UV–vis), phenylhydrazine (1.468 mol L$^{-1}$ for mid-IR and UV–vis), acetic acid (2.914 mol L$^{-1}$ for mid-IR, 8.742 mol L$^{-1}$ for UV–vis), benzophenone–phenylhydrazone (1.000 mol L$^{-1}$ for mid-IR, 0.500 mol L$^{-1}$ for UV–vis) and water (27.704 mol L$^{-1}$ for mid-IR, 41.556 mol L$^{-1}$ for UV–vis) were independently measured at 25 °C in THF. As not commercially available, the hydrazone product was synthesised by performing the reaction in acetonitrile (Acros Organics for analysis), in which it is not soluble and crystallises. Two successive re-crystallisations were performed to obtain the pure product. The product purity was assessed by GC to be more than 99% and the structure was confirmed by MS and NMR.

3.4. Experimental conditions (a)—dosing Aa

The reactor was initially charged with 20 mL of the phenylhydrazine solution and 5 mL of the benzophenone solution, then 5 mL of glacial acetic acid were quickly injected using a syringe. Note that for all experimental conditions (a to e), quick injections were done within 24s. Experimental conditions (a) are similar to those used in previous papers [21,22]. The experiment performed under these conditions (Experiment #1) was analysed assuming batch and semi-batch conditions. Note, when semi-batch conditions are assumed, the first measured spectrum in data matrix $Y$ is the one recorded just before dosing, whereas, when batch conditions are considered, it is the one recorded just after dosing. For batch conditions, initial concentrations of 0.979 (± 0.007) mol L$^{-1}$ in phenylhydrazine, 0.331 (± 0.003) mol L$^{-1}$ in benzophenone and 2.9 (± 0.1) mol L$^{-1}$ in acetic acid were used, accounting for the dilution due to the fast dosing of
In these experimental conditions, 5 mL of the benzophenone solution was quickly dosed into the reactor, which was initially filled with 20 mL of the phenylhydrazine solution and 5 mL of glacial acetic acid. Three experiments (Experiments #2 to #4) were carried out under these conditions (see Table 1) and were analysed assuming batch conditions, using initial concentrations of 0.979 (± 0.007) mol L\(^{-1}\) in phenylhydrazine and benzophenone respectively, a dosing concentration of 17.483 mol L\(^{-1}\) in acetic acid and a dosing rate of 12.5 (± 0.5) mL min\(^{-1}\) were considered. All experimental conditions are summarised in Table 1.

3.6. Experimental conditions (c)—sequential dosing of B and Aa

The reactor was initially filled with 20 mL of the phenylhydrazine solution. A first quick dosing of 5 mL of benzophenone was performed. Subsequently, 5 mL of glacial acetic acid were quickly dosed. One experiment (Experiment #5) was carried out under these conditions and analysed assuming semi-batch conditions (see Table 1), with initial concentrations of 1.468 mol L\(^{-1}\) (± 0.001) in phenylhydrazine, dosing concentrations of 1.986 (± 0.002) mol L\(^{-1}\) and 17.483 mol L\(^{-1}\) in benzophenone and acetic acid respectively, added at dosing rates of 12.5 (± 0.5) mL min\(^{-1}\).

3.7. Experimental conditions (d)—dosing P

Here, 5 mL of the benzophenone solution was initially mixed in the reactor with 5 mL glacial acetic acid. Then, 20 mL of the phenylhydrazine solution was quickly dosed. The experiment performed under these conditions (Experiment #6) was analysed assuming batch and semi-batch conditions (see Table 1). For batch conditions, initial concentrations of 0.98 (± 0.05) mol L\(^{-1}\) in phenylhydrazine, 0.331 (± 0.009) mol L\(^{-1}\) in benzophenone and 2.91 (± 0.08) mol L\(^{-1}\) in acetic acid were used. For semi-batch conditions, initial concentrations of 0.993 (± 0.006) mol L\(^{-1}\) in benzophenone, 8.74 (± 0.05) mol L\(^{-1}\) in acetic acid, a dosing concentration of 1.468 (± 0.001) mol L\(^{-1}\) in phenylhydrazine and a dosing rate of 50 (± 2) mL min\(^{-1}\) were considered.

3.8. Experimental conditions (e)—dosing B (1.986 mol L\(^{-1}\))

In this fifth experimental procedure, 20 mL of the phenylhydrazine solution and 5 mL of glacial acetic acid were initially charged in the reactor and a mixture of 3 mL of the benzophenone solution and additional 2 mL THF was quickly dosed. This was done in order to maintain an approximately constant THF concentration to avoid baseline changes due to the change of the reference spectrum (THF). The experiment performed under these conditions (Experiment #7) was analysed under batch conditions (see Table 1), with initial concentrations of 0.98 (± 0.01) mol L\(^{-1}\) in phenylhydrazine, 0.20 (± 0.01) mol L\(^{-1}\) in benzophenone and 2.91 (± 0.03) mol L\(^{-1}\) in acetic acid. These conditions resemble conditions (b) except that the dosing concentration of B represents only 3/5 compared to the one used in experimental conditions (b), i.e. 1.982 mol L\(^{-1}\).

4. Results and discussion

As the reaction studied in this paper only involves one single kinetic step, several matrices and vectors collapse to vectors and scalars respectively. However, for brevity, the boldface capital and boldface lowercase notations for matrices and vectors respectively are maintained, e.g. vector \( k \) is comprised by only one element \( k_1 \). The few Matlab lines required for the calculation of most equations of the following sections are given in the Appendix.

4.1. Analytical solution for \( \Omega \)

The reaction of benzophenone with phenylhydrazine catalysed by acetic acid, as described in Fig. 1, includes \( n_s = 5 \) species (\( B, P, Aa, BP \) and \( H_2O \)) involved in \( nr = 1 \) reaction. The reaction follows a third order law \( \Phi (nt \times 1) \), with partial orders of one for each reactant (\( B, P, Aa \)) [21,22]. As water is transparent in the followed range of mid-IR (see Fig. 2a) and UV–vis (see Fig. 2b), it can be omitted and considered as non-absorbing, formally including for this species a known spectrum.

### Table 1

<table>
<thead>
<tr>
<th>Experimental conditions(^a)</th>
<th>Dosed volumes [mL]</th>
<th>Initial volumes [mL]</th>
<th>Data analysis(^b)</th>
<th>Dosing concentrations [mol L(^{-1})]</th>
<th>Initial concentrations [mol L(^{-1})]</th>
<th># Exp.</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>–</td>
<td>5(^d)</td>
<td>20</td>
<td>Semi-batch</td>
<td>17.483(^e)</td>
<td>1</td>
</tr>
<tr>
<td>(b)</td>
<td>5(^d)</td>
<td>–</td>
<td>–</td>
<td>Semi-batch</td>
<td>17.483(^e)</td>
<td>1</td>
</tr>
<tr>
<td>(c)</td>
<td>5(^d)</td>
<td>5(^d)</td>
<td>20</td>
<td>Semi-batch</td>
<td>17.483(^e)</td>
<td>1</td>
</tr>
<tr>
<td>(d)</td>
<td>–</td>
<td>20(^e)</td>
<td>5</td>
<td>Semi-batch</td>
<td>17.483(^e)</td>
<td>1</td>
</tr>
<tr>
<td>(e)</td>
<td>3(^d)</td>
<td>–</td>
<td>20</td>
<td>Semi-batch</td>
<td>17.483(^e)</td>
<td>1</td>
</tr>
</tbody>
</table>

\(^a\) Experimental conditions are described in the following sections: (a) in Section 3.4, (b) in Section 3.5, (c) in Section 3.6, (d) in Section 3.7, (e) in Section 3.8.

\(^b\) All experiments were performed under semi-batch conditions (fast dosing) but analysed assuming either batch or semi-batch conditions. When semi-batch conditions are assumed, the first measured spectrum in Y is the one recorded just before dosing, whereas, when batch conditions are considered, it is the one recorded just after dosing. For batch conditions, concentrations are given accounting for the dilution due to dosing.

\(^c\) Concentrations are rounded to their last significant digit. Uncertainties are calculated from propagating errors due to sample preparation (weighing, filling and pipetting) [21].

\(^d\) Volume added at a dosing rate of 12.5 (± 0.5) mL min\(^{-1}\).

\(^e\) No sampling error was propagated for Aa as it was used from its original bottle.

\(^f\) Batch and then Aa were dosed sequentially.

\(^h\) Volume added at a dosing rate of 50 (± 2) mL min\(^{-1}\).

\(^h\) A mixture of 3 mL of the benzophenone stock solution and 2 mL THF was dosed.
comprising by zeros into the analysis (Strategy 2). Thus, the number of species is reduced to \( ns-nks=5-1=4 \). For simplicity, this reduced number of species (\( ns-nks \)) is re-defined as \( ns \), i.e. we assume a kinetic model with \( ns=4 \) species (\( B, P, Aa, BP \)). For a description of the differential equations describing the concentration profiles, we refer to [21].

\[
B + P + Aa \xrightarrow{k_1} BP + Aa \quad \text{with} \quad \Phi_t = k_1 c_{1B} c_{1P} c_{1Aa}
\]

(6)

Matrices \( E (1 \times 4) \) and \( N (1 \times 4) \), as given in Eqs. (7) and (8), describe the kinetic hard-model of Eq. (6) in terms of reactant and stoichiometric coefficients respectively.

\[
E = \begin{bmatrix} B & P & Aa & BP \\ 1 & 1 & 1 & 0 \end{bmatrix}
\]

(7)

\[
N = \begin{bmatrix} B & P & Aa & BP \\ -1 & -1 & 0 & 1 \end{bmatrix}
\]

(8)

The initial concentrations \( c_0 \) can be defined symbolically in order to account for all different initial conditions used in Sections 3.4–3.8.

\[
c_0 = \begin{bmatrix} \begin{bmatrix} B & P & Aa & BP \\ c_{0B} & c_{0P} & c_{0Aa} & 0 \end{bmatrix} \end{bmatrix}
\]

(9)

Using matrices \( E \) and \( N \), matrix \( \Omega (5 \times 4) \), as introduced in Eq. (2), can be calculated as a function of \( k_1, c_0 \) and \( \mu \).

\[
\Omega = \left[ \frac{\left( \mu_1 \right)^{k_1}}{c_0} \right] N = \begin{bmatrix} B & P & Aa & BP \\ -\mu_k & -\mu_k & 0 & \mu_k \\ -\mu_k & -\mu_k & 0 & \mu_k \\ -k_1 & -k_1 & 0 & k_1 \\ c_{0B} & c_{0P} & c_{0Aa} & 0 \end{bmatrix}
\]

(10)

As can be easily seen in Eq. (10), row five of \( \Omega \) is linearly independent from the others, and either of rows one to three are linearly dependent on row four. Consequently, \( \Omega_{ind} \) can, for example, be comprised by rows four and five, for which \( \Omega_{ind} = 0 \).

\[
\Omega_{ind} = \begin{bmatrix} B & P & Aa & BP \\ -k_1 & -k_1 & Aa & 0 \\ 0 & 0 & 1 & 1 & -\beta \end{bmatrix}
\]

(11)

The linear dependencies in \( C \) can be predicted from \( \ker \Omega (4 \times 2) \), which does neither depend on \( k \) nor on \( \mu \). The Matlab lines for Eqs. (7)–(12), making use of the symbolic toolbox [30], are given in Appendix A.1.

\[
\ker \Omega = \begin{bmatrix} \begin{bmatrix} B & P \\ \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} & \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix} \end{bmatrix} \end{bmatrix} \begin{bmatrix} Aa \\ 1-\alpha & -\beta \end{bmatrix} \begin{bmatrix} c_{0P} \\ c_{0B} \end{bmatrix}
\]

with \( \alpha = \frac{c_{0P}}{c_{0B}} \) and \( \beta = \frac{c_{0Aa}}{c_{0B}} \)

(12)

The dimension of the kernel indicates that the matrix of concentration profiles \( C \) for this mechanism is two times rank-deficient. The absence of rows comprised by zeros only in \( \ker \Omega \) (and in \( \ker C \)) leads to the conclusion that all reactive species (\( B, P, Aa \) and \( BP \)) are involved in the linear dependencies of \( C \). Two mass balances for this mechanism can be calculated according to the definition of the kernel, i.e. \( C (ker C) = 0 \).

\[
(\alpha) c_{1B} + (1-\alpha)c_{1P} + (0)c_{1Aa} + (1-\alpha)c_{1BP} = 0
\]

(13)

\[
(\beta) c_{1B} + (0)c_{1P} + (1)c_{1Aa} + (\beta)c_{1BP} = 0
\]

(14)

Coefﬁcients in parenthesis, representing the values given by the kernel of \( \Omega \) (see Eq. (12)), can alternatively be calculated by mass balance equations, as described in Appendix A.6.

To treat this rank deﬁciency problem in \( C \) and to ﬁt pure component spectra, one of the four strategies described in Sections 2.1–2.4 has to be applied. For reasons that will become obvious in Section 4.2, no pure Strategies (2), (3) and (4) were applied but they were combined with Strategy (1).

4.2. Independently measured pure component spectra

Pure component spectra of species \( B, P, BP \) and \( H_2O \), independently measured as outlined in Section 3.3, are shown in Fig. 2a (mid-IR) and Fig. 2b (UV–vis). As molar absorptivities strongly depend on the solvent and can be affected by baseline shifts, deviations have to be expected between these pure spectra (measured in plain THF as reference) and those measured in a mixture of solvents comprised by acetic acid and THF in a molar ratio of approximately 1:4, as described in the experimental procedures (a) to (e). For all experimental conditions described in Section 3, dosing \( Aa, B \) or \( P \) affects signiﬁcantly the molar ratio of THF and acetic acid, i.e. the medium properties, and thus may also alter the pure component spectra.

Fig. 2. Independently measured pure component spectra of benzophenone \( B \) (–), phenylhydrazine \( P \) (––), benzophenone-phenylhydrazine \( BP \) (–) and water (––) in mid-IR (a) and in UV–vis (b) with THF as background.
To counteract this solvent effect, a preliminary experiment (Experiment #1) was performed under experimental conditions (a). This experiment was analysed assuming semi-batch conditions using strategies (1), setting species B and P uncoloured, and Strategy (3), dosing Aa, and optimising the rate constant k. As the dosing is fast and only occurs between the acquisition of two reaction spectra, solvent and baseline effects are expected to translate into the resolved fitted component spectrum of acetic acid, as its concentration stays constant only occurs between the acquisition of two reaction spectra, solvent and baseline effects are expected to translate into the resolved fitted component spectrum of acetic acid, as its concentration stays constant.

The fitted pure spectrum of Aa (in mid-IR and UV–vis) obtained through the analysis of this preliminary experiment can subsequently be used, together with the independently measured pure spectra of B, P and BP, to reconstitute the fitted component spectra for the experiments of Sections 4.3, 4.4 and 4.6 obtained under different experimental conditions (b and c) and using different strategies (1, 2 and 4). Thus, in first approximation, the deviations due to the change of the solvent mixture of THF and acetic acid do not have to be modelled more deeply.

The optimised rate constants (in mid-IR and UV–vis) obtained for this preliminary experiment analysed under semi-batch conditions are close to literature values as shown in Table 2. Differences in rate constants compared to previous works [21,22] are likely due to differences in the purity of the chemicals. This was confirmed by a limited investigation showing that the fitted rate constants depend on the batch to batch variability in purity of the purchased THF and phenylhydrazine. For the sake of completeness, Experiment #1 was also analysed assuming batch conditions and using Strategy (1), treating species P and Aa as uncoloured. This analysis resulted in optimised rate constants that are very similar compared to the values obtained when the experiment was analysed assuming semi-batch conditions (see Table 2). This confirmed the applicability of a batch analysis for this fast semi-batch experiment.

4.3. Application of Strategy (1)—defining uncoloured species

To analyse the reaction of benzophenone with phenylhydrazine by Strategy (1), experimental conditions (b) were used, i.e. species B was quickly dosed into a mixture of P and Aa. Three experiments (Experiments #2–#4) were performed and analysed individually assuming batch conditions. If the rate constants are not a priori known, \( \Omega (5 \times 4) \) and \( \ker (4 \times 2) \) can be calculated as a function of \( k \), \( c_0 \) and \( \mu \). This leads to the general solution given in Eqs. (10) and (12). Alternatively, \( \Omega \) and \( \ker \) can be calculated by defining \( k = 1 \), as any strictly positive value does not affect rows of zero in the kernel of the augmented matrix [17]. Using, for example, \( \mu = 2 \) and the initial conditions described in Section 3.5, i.e. \( c_0 = [0.33 \ 0.979 \ 2.91 \ 0] \), \( \Omega \) can be calculated numerically.

\[
\Omega = \left[ \begin{array}{cc} \mu \cdot \mathbf{I} \cdot \mathbf{N} \\ \mathbf{c}_0 \end{array} \right] = \left[ \begin{array}{cccc} B & P & Aa & BP \\ -2 & -2 & 0 & 2 \\ -2 & -2 & 0 & 2 \\ -2 & -2 & 0 & 2 \\ -1 & -1 & 0 & 1 \end{array} \right]
\]

\[\Omega = \begin{bmatrix} 0.8083 & 0.1098 \\ -0.3045 & -0.7356 \\ 0.0108 & 0.2350 \\ 0.5038 & -0.6258 \end{bmatrix}
\]

Now, the linear dependencies in \( C \) can be predicted from the kernel of \( \Omega \).

As the dimension of the kernel is two, \( \text{ns-rank}(\Omega) = 4 - 2 = 2 \) species have to be defined as uncoloured in Strategy (1). These two species can be freely chosen among the ns species, as no row in \( \ker \) is comprised by zeros only, i.e. no concentration profile is linearly independent from the others. If, for example, species Aa is set uncoloured, its corresponding column is removed from \( \Omega \) resulting in Eq. (17).

\[
\Omega = \begin{bmatrix} B & P & BP \\ -2 & -2 & 2 \\ -2 & -2 & 2 \\ -2 & -2 & 2 \\ -1 & -1 & 1 \end{bmatrix}
\]

\[\ker \Omega = \begin{bmatrix} 0.8024 & -0.2705 & 0.5319 \end{bmatrix}^T
\]
Table 2
Optimised rate constants for different experimental conditions (a to e) and strategies (1 to 4).

<table>
<thead>
<tr>
<th>Exp.</th>
<th>Experimental conditionsa</th>
<th>Data analysisb</th>
<th>Dosed speciesb</th>
<th>Applied strategyc</th>
<th>Mid-IR k8 + e</th>
<th>Published k6d</th>
<th>UV-vis k8 + e</th>
<th>Published k6d</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(a) Semi-batch</td>
<td>Aa</td>
<td>(1 and 3)</td>
<td>1.60 · 10−4</td>
<td>1.74 (± 0.05)</td>
<td>1.65 (± 0.04)</td>
<td>1.77 (± 0.03)</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>(b) Batch</td>
<td>Aa</td>
<td>(1)</td>
<td>1.59 (± 0.07)</td>
<td>1.40</td>
<td>1.65 (± 0.07)</td>
<td>1.51</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>(b) Batch</td>
<td>Bn</td>
<td>(1)</td>
<td>1.60 (± 0.03)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>(b) Batch</td>
<td>Bn</td>
<td>(1)</td>
<td>1.58 (± 0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>(c) Semi-batch</td>
<td>Bn + Aa</td>
<td>(3)</td>
<td>1.59 (± 0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>(d) Semi-batch</td>
<td>P</td>
<td>(1 and 3)</td>
<td>1.62 (± 0.06)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>(e) Batch</td>
<td>Bn</td>
<td>(1)</td>
<td>1.61 (± 0.09)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>(b and e)</td>
<td>Bn</td>
<td>(1 and 4)</td>
<td>1.55 (± 0.02)</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

a Experimental conditions are described in the following sections: (a) in Section 3.4, (b) in Section 3.5, (c) in Section 3.6, (d) in Section 3.7, (e) in Section 3.8.

b All experiments were performed under semi-batch conditions (fast dosing) but analysed assuming either batch or semi-batch conditions. When semi-batch conditions are assumed, the first measured spectrum in Y is the one recorded just before dosing, whereas, when batch conditions are considered, it is the one recorded just after dosing. For batch conditions, concentrations are given accounting for the dilution due to dosing.

c Strategies are described in the following sections: (1) in Section 2.1 (defining uncoloured species), (2) in Section 2.2 (including known pure spectra), (3) in Section 2.3 (dosing), (4) in Section 2.4 (second order global analysis).

d In L2 mol−2 s−1 × 10−4.

With the rows ‘B’ and ‘BP’ indicating the coloured species for which (unresolved) fitted component spectra are obtained, and the columns B, P, Aa and BP denoting the absorbing species for which true pure spectra exist. The Matlab lines required to set up Eqs. (15)–(21) are given in Appendix A.2.

Eq. (21) indicates that the fitted component spectrum of the coloured species B’ is a linear combination of 1 × pure spectrum of B, 2.967 × pure spectrum of P and 8.818 × pure spectrum of Aa; the fitted component spectrum of the coloured species ‘BP’ is a linear combination of 1.967 × pure spectrum of P, 8.818 × pure spectrum of Aa and 1 × pure spectrum of BP. As the rate constants determined for UV–vis and mid-IR as so similar, i.e., 1.63·10−4 compared to 1.58·10−4 mol−2 s−1 (Table 2), matrices Δ (2×4) for mid-IR and UV–vis are the same, within the precision of Eq. (21). Note that Aa was allowed to absorb in the UV–vis range to account for baseline and solvent effects, as described earlier.

Fig. 4a and b shows the good agreement between the fitted component spectra of the coloured species and the predicted linear combinations of the true (resolved) pure spectra for mid-IR and UV–vis.

4.4. Application of Strategy (2)—including known spectra into the analysis

This strategy was also applied to Experiment #2 performed under experimental conditions (b) and analysed assuming batch conditions. If rate constants are not a priori known, Ω (5×4) and ker Ω (4×2) can be calculated symbolically (Eqs. (10) and (12)) or calculated numerically by defining K = I (Eqs. (15) and (16)). As discussed in Section 4.3, two columns need to be removed from matrix Ω (or C) to
enable the calculation of the pseudo-inverse by Eq. (1). In Strategy (2), these columns could be eliminated by including to the analysis two pure spectra of any of the \(n_s\) species. If however just the pure spectrum of \(B\) is provided (\(n_{ks} = 1\)), the kernel of \(\Omega\) is not empty, as numerically shown in Eq. (22) for \(k = 1\).

\[
\ker \Omega = \begin{bmatrix}
p \\
0.6879 \\
-0.2314 \\
0.6879
\end{bmatrix}^T
\] (22)

As \(\ker \Omega \neq \mathbf{0}\), instead of including a second known pure spectrum, a second species, e.g. \(A_a\), can be defined as uncoloured using Strategy (1) in order to reach \(\ker \Omega = \mathbf{0}\). So Strategies (1) and (2) are combined. Although full resolution of the calculated spectra cannot be obtained, this puts less constraints and thus less error (due to the known spectra) on the analysis. Thus, Experiment #2 was analysed by providing the pure spectrum of \(B\) and defining species \(A_a\) as uncoloured. Fitted rate constants obtained using this Strategy (see Table 2) are close to values previously determined in Sections 4.2 and 4.3.

Spectral validation of the kinetic model for Experiment #2 (analysed under batch conditions and using Strategies 1 and 2) is performed by calculating \(\Omega\) (5×3) using the corresponding rate constant obtained after fitting. Note that the column dimension of \(\Omega\) is \(n_s - n_{ks} = 4 - 1 = 3\), as the pure component spectrum of species \(B\) was included, and thus this species must now be excluded from Beer’s law

---

**Fig. 4.** Fitted (—) and predicted (Eq. (21)) mid-IR (a) and UV–vis (b) component spectra of coloured species ‘B’ (top) and ‘BP’ (bottom) from the analysis of Experiment #2 under batch conditions and using Strategy (1), defining species \(P\) and \(A_a\) as uncoloured.
during the fitting. Keeping only rows four and five of \( \Omega \) results in matrix \( \Omega_{\text{ind}} \) \((2 \times 3)\), which is shown in Eq. (23) for UV–vis spectroscopy \((k_1 = 1.63 \cdot 10^{-4} \text{Lmol}^{-2} \text{s}^{-1} \text{from Table 2})\).

\[
\Omega_{\text{ind}} = \begin{bmatrix}
-1.63 \cdot 10^{-4} & A_0 & B_0 \\
0.979 & 2.91 & 0.163 \cdot 10^{-4}
\end{bmatrix}
\] (23)

Matrix \( \Omega_{\text{ind}} \) is then used to calculate matrix \( \Delta \) \((2 \times 3)\) and thus the implied linear dependencies of the fitted UV–vis component spectra corresponding to the coloured species ‘\( P \)’ and ‘\( BP \)’ (\( A_0 \) set uncoloured).

The matlab lines needed to set up Eqs. (22)–(24) are given in Appendix A.3.

\[
\Delta = \begin{bmatrix}
P & A_0 & B_0 \\
0 & 2.972 & 0 \\
0 & 2.972 & 1
\end{bmatrix}
\] (24)

Due to the similarity between the fitted rate constants in UV–vis and mid-IR, matrices \( \Delta \) for mid-IR and UV–vis are again the same, within the precision of Eq. (24). Fig. 5a shows the good agreement between the fitted component spectra and the predicted linear combinations of the true (resolved) pure spectra for mid-IR. For UV–vis, there are some deviations between the fitted and the predicted
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component spectra (see Fig. 5b), particularly in the region of maximum absorbance of species $B$. This indicates that subtracting the contribution of the known spectrum of species $B$ from measurement data $Y$ is slightly hampered by an imperfection of this known spectrum and does not fully remove the contribution of $B$ in $Y$. This was to be expected as the fitted component spectrum of the coloured species ‘$B$’ obtained by Strategy (1) in UV-vis already showed minor discrepancies when compared to the expected linear combinations of the pure spectra of $B$, $P$ and $Aa$ (see Section 4.3 and Fig. 4b). Naturally, these discrepancies can only increase when an additional constraint is used, such as the inclusion of a known spectrum.

4.5. Application of Strategy (3)—dosing one or more species

Experimental conditions (c) were used to present the effects of applying Strategy (3). These experimental conditions involve a first quick dosing of species $B$ in $P$, followed by a second dosing, in which species $Aa$ is quickly added to the resulting mixture of $B$ and $P$. Experiment #5, performed under these conditions, was analysed in semi-batch conditions. With such an experimental design, all species can be included in Beer’s law and all fitted pure component spectra are resolved. The dosing conditions are given in Eq. (25).

$$
C_{in} = \begin{bmatrix} B & P & Aa & BP \\ 1.986 & 0 & 0 & 0 \\ 0 & 0 & 17.483 & 0 \end{bmatrix} \tag{25}
$$

Using $\mu = 2$, initial conditions $C_0 = [0 1.468 0 0]$ and defining $k_1$ symbolically, $\Omega$ (7×4) and ker $\Omega$ can be calculated according to Eq. (26). Mass balance equations can alternatively be used to calculate the kernel, as outlined in Appendix A.7. The matlab lines required for the set up of Eqs. (25) and (26) are given in Appendix A.4.

$$
\Omega = \begin{bmatrix} \mu(1)^T & \Omega \end{bmatrix} = \begin{bmatrix} B & P & Aa & BP \\ 2k_1 & -2k_1 & 0 & 2k_1 \\ -2k_1 & -2k_1 & 0 & 2k_1 \\ -2k_1 & -2k_1 & 0 & 2k_1 \\ -k_1 & -k_1 & 0 & 0 \\ 1.986 & 0 & 0 & 0 \\ 0 & 0 & 17.483 & 0 \end{bmatrix} \text{ker } \Omega = 0 \tag{26}
$$

Matrix $\Omega_{ind}$ (4×4) is comprised by independent rows, such as four, five, six and seven of Eq. (26) and results in ker $\Omega_{ind} = 0$. Calculation of $\Delta$ (4×4) leads to an identity matrix, i.e. all fitted pure component spectra are resolved.

As shown in Table 2, fitted rate constants obtained for Experiment #5 (using Strategy 3 and experimental conditions c) are very similar to values previously determined using other strategies. Fig. 6a (mid-IR) compares the fitted (resolved) pure component spectra with those independently measured in Section 4.2. For UV-vis, the fitted pure spectra of the dosed species ($P$ and $Aa$) are in very good agreement with their independently measured pure spectra (see Fig. 6b). However, for species $B$ and $BP$ some deviations could be observed between the fitted and the independently measured pure spectra, suggesting that solvent effects and baseline shifts could not be fully corrected.

As also shown in Table 2, very similar rate constants are obtained for Experiment #6 performed under experimental conditions (d), i.e. when species $P$ is dosed into a mixture of $B$ and $Aa$, and when this experiment is analysed assuming batch (with $B$ and $Aa$ uncoloured) and semi-batch (with $Aa$ uncoloured) conditions.

4.6. Application of Strategy (4)—performing a second order global analysis

For this Strategy, Experiment #2 (Section 4.3), performed under experimental conditions (b), was combined with Experiment #7 performed under experimental conditions (e) and just differing from Experiment #2 by its initial concentration in species $B$. Both experiments were analysed individually and also simultaneously by second order global analysis (Strategy 4) assuming batch conditions. For Strategy (4), $\Omega$ (6×4) is calculated using $\mu = 2$, $k = 1$, initial conditions $C_0 = [0.33 0.979 2.910]$ and initial conditions $C_0^{BP} = [0.20 0.98 2.910]$ for the ne = 1 additional experiment (Experiment #7).

$$
\Omega = \begin{bmatrix} \mu(1)^T & \Omega \end{bmatrix} = \begin{bmatrix} B & P & Aa & BP \\ -2 & -2 & 0 & 2 \\ -2 & -2 & 0 & 2 \\ -1 & -1 & 0 & 1 \\ 0.33 & 0.979 & 2.910 \\ 0.20 & 0.98 & 2.910 \end{bmatrix} \text{ker } \Omega = \begin{bmatrix} 0.6880 & -0.2311 & 0.6880^T \end{bmatrix} \tag{27}
$$

Linear dependencies in $C$ are predicted by the kernel of $\Omega$, which has dimensions (1×4).

$$
\text{ker } \Omega = \begin{bmatrix} 0.6880 & -0.2311 & 0.6880^T \end{bmatrix} \tag{28}
$$

The coefficients in the kernel indicate that the linear dependencies in matrix $C$, i.e. the mass balance (see Eq. (29)), involve the concentrations of species $P$, $Aa$ and $BP$. Species $B$, whose initial concentration was varied between the two experiments, is linearly independent from all other species concentrations.

$$
C(\text{ker } C) = \begin{bmatrix} 0 \end{bmatrix} C_{1,B} + \begin{bmatrix} 0.6880 \end{bmatrix} C_{1,P} + \begin{bmatrix} -0.2311 \end{bmatrix} C_{Aa} + \begin{bmatrix} 0.6880 \end{bmatrix} C_{B,BP} = 0 \tag{29}
$$

As the rank deficiency is not yet broken, another Strategy, e.g. Strategy (1), has to be applied. According to Eqs. (28) (kernel) and (29) (mass balance), any species among $P$, $Aa$ or $BP$ can be defined as uncoloured. If species $Aa$ is treated as uncoloured using Strategy (1), its corresponding column is removed from $\Omega$ (6×4) of Eq. (27), leading to $\Omega$ (6×3) and ker $\Omega = 0$.

Optimised rate constants obtained for the fitting of Experiment #7 are slightly lower than those received for the fitting of Experiment #2 (see Table 2). This explains why the optimised rate constants obtained by Strategy (4) are also lower than the rate constants previously determined with other strategies. Using the rate constant fitted in mid-IR ($k_1 = 1.57 \cdot 10^{-4} \text{L mol}^{-1} \text{s}^{-1}$), $\Omega$ is recalculated and reduced to $\Omega_{ind}$ (3×4), by keeping only rows four, five and six of $\Omega$, which form a vector basis such that ker $\Omega_{ind} = 0$.

$$
\Omega_{ind} = \begin{bmatrix} B & P & Aa & BP \\ 0.33 & -1.57 \cdot 10^{-4} & 0 & 1.57 \cdot 10^{-4} \\ 0.20 & 0.98 & 2.910 & 0 \end{bmatrix} \tag{30}
$$

The coefficients for the linear combinations of the (resolved) pure component spectra leading to the (unresolved) mid-IR fitted component spectra, $\Delta$ (3×4), are then computed with the constraint that species $Aa$ was set uncoloured. The matlab lines needed for the set up of Eqs. (27), (28), (30), and (31) are given in Appendix A.5.

$$
\Delta = \begin{bmatrix} B & P & Aa & BP \\ 1 & 0 & 0 & 0 \\ 1 & 0 & 2.977 & 1 \end{bmatrix} \tag{31}
$$
Eq. (31) indicates that, under these conditions and the combination of Strategies (1) and (4), the fitted component spectrum of $B$ is resolved and the fitted component spectra of coloured species $P$ and $BP$ are mixed with the pure spectrum of acetic acid. Fig. 7a (mid-IR) and Fig. 7b (UV–vis) compare the fitted component spectra with those independently measured in Section 4.2. Component spectra fitted in mid-IR are in good agreement with the predicted linear combinations of the independently measured pure spectra. For UV–vis, some larger deviations can be observed between fitted and predicted component spectra.

5. Conclusion

A very intrinsic and important outcome of the direct fitting of spectroscopic data employing a hard kinetic model is the computation of pure component spectra in addition to the kinetic parameters. It is...
the reproducibility of the fitted kinetic parameters, as well as the correctness of the fitted component spectra, under different experimental conditions that allows the validation of a postulated kinetic mechanism.

However, for kinetic models leading to rank-deficient concentration profiles, the calculation of the component spectra and thus their validation can become very complex. One elegant way to deal with rank deficiency is to define uncoloured species (Strategy 1) as then no or only partial a priori information (known spectra, Strategy 2) or additional experimental design (semi-batch, Strategy 3; variation of initial concentrations, Strategy 4) is required that can potentially perturb the fitting, for example, due to baseline effects and propagated errors. Strategy (1) necessarily leads to fitted component spectra that are complex linear combinations of the true ones.

In the present case study and based on previous theoretical considerations [17], we applied different strategies to allow the kinetic analysis of the rank-deficient acid catalysed reaction of benzophenone with phenylhydrazine in THF. For this condensation reaction, fitted rate constants were highly reproducible, when experimental conditions were varied, e.g. dosing any of the reactants. We have also shown that the coefficients for the linear combinations of the true pure component spectra (matrix Δ) can be correctly

Fig. 7. Fitted (—), independently measured (•, same as in Fig. 2) and predicted (X, Eq. (31)) mid-IR (a) and UV–vis (b) pure spectra of species B (top) and coloured species ‘P’ (middle) and ‘BP’ (bottom) from the second order analysis of the concatenated Experiments #2 and #7 (assuming batch conditions) measured with different initial concentrations in B (Strategy 4) and setting species Aa uncoloured (Strategy 1).
predicted, even when Strategy (1) is combined with any other strategies. This indicates that the kinetics of this reaction is well-described by the given mechanism.

Knowing the coefficients for the linear combinations of the true pure component spectra allows a rationalisation of the fitted ones as they can now be assessed on the basis of independently measured pure component spectra (as long as all species can be isolated, as it was possible in this case study). In many other cases, however, isolation can be a tedious task or sometimes even impossible, particularly for intermediate species. Then, the assessment needs to be done by a peak to peak assignment. For this, it is even more important to know the individual possible contributions of each species to the fitted component spectra.

**Notation**

As a convention for the notation, matrices are written in boldface capitals (e.g. \( \mathbf{R} \)), vectors in boldface lowercase (\( \mathbf{r} \)) and scalars in italics (\( r \)). For indices, lowercase characters are used. Elements of a matrix \( \mathbf{R} \) are denoted as \( r_{ij} \) and elements of a vector \( \mathbf{r} \) as \( r_i \). For a detailed list of all used symbols, we refer to our previous publication [17].
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**Appendix A**

### A.1. Matlab code for Section 4.1

```matlab
>> sym k1;
>> E = [1 1 1 0]; one = ones(size(E'));
>> k = k1;
>> mu = 2;
>> c0 = [0.331, 0.979, 2.914, 0];
>> Cin = [1.986 0 0 0 0.017 4.830];
>> omega = [(mu*ones(size(E'))).^(E')*diag(k)*N; c0]; (Equation 15)
>> null(omega); (Equation 16)
>> omega_ind = omega([4 5], [1 2 4]); (Equation 17)
>> omega = [omega_ind(:, [1 2 4])]; (Equation 18)
>> null(omega); (Equation 19)
>> null(omega(:, [2 3 4])); (Equation 20)
>> delta = inv(omega_ind(:, [1 2 4])); (Equation 21)
```

### A.2. Matlab code for Section 4.3

```matlab
>> E = [1 1 1 0]; N = [1 -1 0 1]; one = ones(size(E'));
>> k = 1;
>> mu = 2;
>> c0 = [0.331, 0.979, 2.914, 0];
>> C0ne = [0.199, 0.979, 2.914, 0];
>> omega = [(mu*ones(size(E'))).^(E')*diag(k)*N; c0; C0ne];
>> null(omega); (Equation 22)
>> null(omega(:, [1 3])); (Equation 23)
>> null(omega(:, [2 3 4])); (Equation 24)
```

### A.3. Matlab code for Section 4.4

```matlab
>> E = [1 1 1 0]; N = [1 -1 0 1]; one = ones(size(E'));
>> k = 1;
>> mu = 2;
>> c0 = [0.331, 0.979, 2.914, 0];
>> null(omega(:, [1 3])); (Equation 25)
```

### A.4. Matlab code for Section 4.5

```matlab
>> omega = [(mu*one).^(E')*diag(k)*N; c0]; (Equation 15)
>> null(omega); (Equation 16)
>> omega_ind = omega([4 5], [1 2 4]); (Equation 17)
>> delta = inv(omega_ind(:, [1 2 4])); (Equation 18)
```

### A.5. Matlab code for Section 4.6

```matlab
>> E = [1 1 1 0]; N = [1 -1 0 1]; one = ones(size(E'));
>> k = 1;
>> mu = 2;
>> c0 = [0.331, 0.979, 2.914, 0];
>> C0ne = [0.199, 0.979, 2.914, 0];
>> omega = [(mu*ones(size(E'))).^(E')*diag(k)*N; c0; C0ne];
>> null(omega); (Equation 22)
>> delta = inv(omega_ind(:, [1 2 4])); (Equation 23)
```

### A.6. Calculation of \( \text{ker } \Omega \) under batch conditions using mass balance equations

Under batch conditions, the mass balance can be written in concentration terms according to the following equation:

\[
C_0 = \mathbf{C} - \mathbf{XN}
\]

(32)

The matrix of initial concentrations, \( \mathbf{C}_0 \), is calculated as \( \mathbf{C}_0 = \mathbf{C}_0 \) with \( \mathbf{C}_0 \) being the vector of initial concentrations and \( \mathbf{1} \) a column vector of ones of dimensions \((n \times 1)\). Matrix \( \mathbf{X} \) \((n \times nr)\) denotes the extent of reaction and matrix \( \mathbf{N} \) is defined in Eq. (8). For details regarding Eq. (32), we refer to [17].

For the chemical system of Eq. (6), the application of Eq. (32) leads to the following system:

\[
\mathbf{C}_{0B} = \mathbf{C}_{Lp} + \mathbf{C}_{LB}
\]

(33)

\[
\mathbf{C}_{0D} = \mathbf{C}_{Lp} + \mathbf{C}_{LB}
\]

(34)

\[
\mathbf{C}_{0Ag} = \mathbf{C}_{LA}
\]

(35)

Importantly, concentration profiles \( \mathbf{C}_{LB} \), \( \mathbf{C}_{Lp} \), \( \mathbf{C}_{La} \), and \( \mathbf{C}_{LB} \) are only linearly dependent if it is possible to write the relationship between these concentrations as homogeneous algebraic equations with time invariant coefficients. In this context, 'homogeneous' indicates that the equations equal the null vector \( \mathbf{0} \). In such a case, the number of these equations defines the dimension of \( \text{ker } \Omega \) and the time invariant coefficients are the elements of the kernel, such that \( \mathbf{C} \left( \text{ker } \mathbf{C} \right) = \mathbf{0} \).

For the studied chemical system, a first homogeneous equation with time invariant coefficients (see Eq. (36)) can be calculated according to
the ratio between Eqs. (34) and (33), denoted (Eq. (34)/Eq. (33)). A second equation (see Eq. (37)) can be obtained by taking the ratio (Eq. (35)/Eq. (33)). Time invariant coefficients of the following equations define the elements of ker $\Omega$, as previously shown in Eq. (12).

$$\frac{d\alpha}{dt} + (1 - \alpha)c_{4,0} + (1 - \alpha)c_{1,0} \equiv 0$$

with $\alpha = \frac{c_{0,0}}{c_{0,0}}$.

(Eq. 34 / Eq. 33) (35)

$$\frac{d\beta}{dt} + (1 - \beta)c_{1,0} + (1 - \beta)c_{1,0} \equiv 0$$

with $\beta = \frac{c_{1,0}}{c_{1,0}}$.

(Eq. 35 / Eq. 33)

These equations are identical to Eqs. (13) and (14). As the system of Eqs. (33)–(35) is comprised by three equations, two linearly independent ratios can be defined, i.e. the dimension of ker $\Omega$ is two. For parallelism with Appendix A.7, the equation obtained from the ratio (Eq. (34)/Eq. (35)) is also calculated.

(Eq. 34 / Eq. 35) (36)

$$\frac{d\gamma}{dt} + (1 - \gamma)c_{1,0} + (1 - \gamma)c_{1,0} \equiv 0$$

with $\gamma = \frac{c_{1,0}}{c_{1,0}}$.

(Eq. 35 / Eq. 34)

A.7. Calculation of ker $\Omega$ under semi-batch conditions using mass balance equations

Under semi-batch conditions, the mass balance described in Eq. (32) requires minor adaptations to take into account the dosed concentrations and the dilution effect. This is shown in the following equation:

$$\mathbf{Dc}_0 + (-\mathbf{Dc})c_{\text{dos}} = \mathbf{X} - \mathbf{XN}$$

Matrix $\mathbf{D}$ is the diagonal matrix of dilution calculated as $\mathbf{v}_0 \mathbf{D} \mathbf{A} \mathbf{I} \mathbf{G}^{-1} \mathbf{v}_0^{-1}$, with $\mathbf{v}$ being the vector of volumes and $\mathbf{v}_0$ the initial volume such that $\mathbf{V}_0 = \mathbf{V}_1$. $\mathbf{C}_{\text{dos}}$ is the matrix of dosing concentrations obtained using $\mathbf{C}_\text{dos}$, and $\mathbf{I}$ is the identity matrix. For details regarding Eq. (39), we refer to [17].

When species $B$ is dosed alone, Eq. (39) leads to the following system of equations:

$$\frac{d\alpha_1}{dt}c_{1,0} + (1 - \alpha_1)\mathbf{c}_{1,0} = c_{1,0} + c_{1,0}$$

(Eq. 41 / Eq. 40) (41)

$$\frac{d\alpha_1}{dt}c_{1,0} + (1 - \alpha_1)\mathbf{c}_{1,0} = c_{1,0} + c_{1,0}$$

Here, the ratio (Eq. (41)/Eq. (40)) also leads to a homogeneous equation however with time variant coefficients.

$$\frac{d\alpha_1}{dt} + (1 - \alpha_1)c_{1,0} + (1 - \alpha_1)c_{1,0} \equiv 0$$

with $\alpha = \frac{c_{1,0}}{c_{1,0}}$.

(Eq. 41 / Eq. 40) (42)

Coefficients obtained for the ratio (Eq. (41)/Eq. (42)) are still time invariant and the same as previously defined in Eq. (38) for batch conditions.

When species $B$ and $A_0$ are dosed sequentially (as described in Section 4.5), Eq. (42) has to be modified and replaced by Eq. (47) in order to take into account the dosed concentration of $A_0$.

$$\frac{d\alpha_1}{dt}c_{1,0} + (1 - \alpha_1)c_{1,0} + (1 - \alpha_1)c_{1,0} \equiv 0$$

with $\alpha = \frac{c_{1,0}}{c_{1,0}}$.

(Eq. 41 / Eq. 42) (43)

As there is only one remaining equation left that can be written as a function of time invariant coefficients, ker $\Omega$ is reduced to dimension one, with its elements given in Eq. (44).
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