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Abstract 1 

The Riparian Soil Model (RSM) of Brovelli et al. (2012) was applied to study soil 2 

nutrient turnover in a revitalized section of the Thur River, North-East Switzerland. In 3 

the present work, the model was calibrated on field experimental data, and 4 

satisfactorily reproduced soil respiration, organic matter stocks and inorganic nitrogen 5 

fluxes. Calibrated rates were in good agreement with the ranges reported in the 6 

literature. The main discrepancies between model and observations were for dissolved 7 

organic carbon. The sensitivity of the model to environmental factors was also 8 

analysed. Soil temperature was the most influential factor at daily and seasonal scales 9 

while effects of soil moisture were weak overall. The ecosystem sensitivity to 10 

temperature changes was quantified using the Q10 index. The seasonal behaviour 11 

observed was related to the influence of other forcing factors and to the different state 12 

(density and activity) of the microbial biomass pool during the year. Environmental 13 

factors influencing microbial decomposition, such as the C:N ratio and litter input 14 

rate, showed intermediate sensitivity. Since these parameters are tightly linked to the 15 

vegetation type, the analysis highlighted the effect of the aboveground ecosystem on 16 

soil functioning. 17 

Keywords: Ecological restoration; Riparian landscape; Nutrient cycles; Ecological 18 

Modelling; DOC mobilization; N removal19 
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1 Introduction 20 

Riparian zones are dynamic boundaries between terrestrial and aquatic systems, and play a 21 

paramount role in maintaining the vitality of landscapes and of surface water bodies (Naiman 22 

et al., 2000; Naiman and Décamps, 1997). These zones have key ecological functions: They 23 

act as ecological corridors and  help preserve biodiversity in urban and industrialized 24 

environments (Goodwin et al., 1997; Martin and Chambers, 2002). Moreover, they have the 25 

ability to filter and clean-up polluted waters, preserving natural and healthy ecosystems. 26 

However, riparian zones are varied and not all function for instance as filters for polluted 27 

waters with the same effectiveness. For example, nitrate attenuation in riparian woodlands is 28 

significantly more effective than riparian grasslands (Lyons et al., 2000; Mayer et al., 2005), 29 

although their effectiveness was found to be lower in phosphate and dissolved organic 30 

phosphorous removal (Osborne and Kovacic, 1993).  Nitrate is stored in biota via plant root 31 

uptake and microbial immobilization or converted to gaseous N2 and nitrous oxide (N2O) and 32 

removed via microbial denitrification (Klocker et al., 2009; Mander et al., 2005; Prober et al., 33 

2005; Torok et al., 2000). Forest vegetation generally provides more organic matter in deeper 34 

subsoils than grassed lands, which is needed for effective denitrification in groundwater 35 

(Correll, 1997). Degradation of riparian woods engenders a loss of potential nitrate removal 36 

effectiveness. 37 

Despite their importance, in the last century riparian areas were often profoundly modified 38 

and degraded, with a significant loss of ecological significance and functioning (Richardson 39 

et al., 2007). The trend has changed in recent years, with the design and implementation of a 40 

number of restoration projects, with the aim to re-establish the original natural status and 41 

conditions (Young et al., 2005). As a part of restoration design and for the assessment of the 42 

improved ecological status, numerical tools have been increasingly used to understand and 43 

forecast the modifications induced in ecosystems because of changes in land use, climatic 44 
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parameters and management practices. Predictive models of soil organic matter (SOM) 45 

evolution include soil carbon (C) and N fluxes and their coupled dynamics. Numerous SOM 46 

models exist (Manzoni and Porporato, 2009), although only a few of them have been 47 

specifically developed, or adapted, to evaluate changes in ecosystem functioning in riparian 48 

areas (e.g.: SWIM, Hattermann et al., 2004; TNT2, Oehler et al., 2009). 49 

Dissolved organic matter (DOM), which includes dissolved organic C (DOC) and N (DON), 50 

is an important controlling factor for the ecological functioning of forest soils (Michalzik et 51 

al., 2003) and grasslands (Kindler et al., 2011), as well as a major C source to mineral soils. 52 

For these reasons, their fate and dynamics are crucial for the prediction of organic C pools 53 

(Neff and Asner, 2001), in particular in riparian strips, which are influenced by the adjacent 54 

river and can have large external DOM inputs. The latter can occur, for example, during flood 55 

events, when unstructured soil material with labile organic matter is deposited (Samaritani et 56 

al., 2011). Despite their importance, DOM dynamics are frequently not accounted for when 57 

modelling soil nutrient turnover. 58 

Within the soil, organic C is transferred between different pools by means of decomposition 59 

processes mediated by pedofauna. The activity of micro-organisms is regulated by 60 

environmental conditions, mainly soil moisture and temperature (Brady and Weil, 2004). The 61 

soil surface temperature signal is quickly dampened with depth and, at a depth of about 1 m, 62 

temperature variations are negligible compared with soil moisture changes (Rodriguez-Iturbe 63 

and Porporato, 2004). This argument has been used to explain partially the higher influence of 64 

soil moisture on microbial activity, in particular in dry environments (Bell et al., 2008; 65 

Davidson et al., 1998; Koch et al., 2007; Rodriguez-Iturbe and Porporato, 2004). Temperature 66 

changes at the daily and seasonal scales can result in topsoil temperature variations up to 5-67 

10°C. Since the upper part of the soil profile is where OM is more abundant, in this shallow 68 

zone temperature is likely to have a large influence on microbial activity and C fluxes. The 69 
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relationship between soil respiration (i.e., CO2 emissions from a soil profile) and temperature 70 

has been investigated thoroughly. In this context, the parameter Q10, which indicates the 71 

increase in soil respiration for a 10°C increase in soil temperature, has been used to compare 72 

the sensitivity of different ecosystems (Beier et al., 2008). In well-drained, water-rich 73 

ecosystems, where moisture availability is seldom or never a limiting factor, temperature 74 

becomes the dominant forcing factor (Curiel Yuste et al., 2007). 75 

In this paper, the Riparian Soil Model (RSM, Brovelli et al., 2012) was tested through 76 

application to a recently restored riparian ecosystem. The model was further applied to study 77 

the relationships between intertwined environmental parameters governing nutrient cycles in 78 

riparian systems at a daily time-scale. The field site, sampling and monitoring procedures are 79 

described in Sec. 2. Modelling results, validated with experimental measured data, are 80 

presented in Sec. 3. Finally, in Sec. 4 the model is used to study the effect of environmental 81 

controls in riparian soils. 82 

 83 

2 Materials and methods 84 

2.1 Field site 85 

The research site was a revitalized section of the Thur River, near Niederneunforn, northeast 86 

Switzerland, with a mean altitude of about 375 m (Fig. 1). The Thur River is the largest Swiss 87 

river without a natural or artificial reservoir along its course, with a total length of 127 km and 88 

a catchment area of 1750 km
2
. The river flows through an area of intensive agriculture and 89 

substantial urbanisation, and is heavily impacted by anthropogenic activities. At the 90 

experimental site, the riverbed crosses glacio-fluvial sandy gravel sediments of about 6-m 91 

thickness, which overlay impervious lacustrine clays (Vogt et al., 2010). 92 

During restoration in 2002, the width of a section of the main river channel was doubled to 93 

about 100 m for 2.5 km by removal of overbank material and levees. Groundwater flows from 94 
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the river towards the side channel, located at a distance of about 180 m in the alluvial forest. 95 

Over a distance of 40 to 60 m there is a lateral successional gradient from the river to the 96 

forest including bare gravel, gravel overlaid by fresh fluvial sediments, i.e., deposited after the 97 

restoration, colonized by mainly canary reed grass (Phalaris arundinacea), old overbank 98 

sediments planted with young willows (Salix viminalis) during the restoration, and finally the 99 

mature riparian hardwood forest developed on older overbank sediments with ash (Fraximus 100 

excelsior L.) and maple (Ace sp.) as the dominant trees. A footpath separates the willow bush 101 

zone and the forest. 102 

The selected monitoring-sampling point F2 is located in the forest about 10 m from the 103 

footpath (Fig. 1). In spring, the ground vegetation is dominated by wild garlic (Allium 104 

ursinum L.), later in summer, Aegopodium podagraria L., Rubus fructicosus and nettle 105 

(Urtica dioica L.) become dominant. The alluvial soil is a carbonate-containing loam to silty-106 

loam displaying little variation with depth (Table 1). 107 

2.2 Soil sampling, processing and analysis 108 

Samples for basic soil characterization were collected in May 2008. Within each of the three 109 

plots in the forest (with a diameter of 8 m), two cores were taken using a hand auger to a 110 

depth of 1 m and divided into 20 cm segments. For each plot, corresponding segments of the 111 

two cores were pooled for sample preparation and analysis. Samples were dried at 40°C and 112 

sieved to 2 mm. The clay (< 2 μm) and silt (2 – 63 μm) fractions were determined after 113 

removal of organic matter by treatment with hydrogen peroxide using the pipette method of 114 

Gee and Bauder (1986). Organic C contents of ground samples were determined with an 115 

elemental analyser (NC2500, CE Instruments, Italy) after removal of carbonates by acid 116 

treatment, and total N contents were determined on untreated samples using the same analyser 117 

(Walthert et al., 2010). 118 



  7 

Between autumn 2008 and spring 2010, the water content at depths of 10 and 50 cm was 119 

measured at 30-min intervals at three replicate locations (parallel to river, 5.5 m distance 120 

between locations, 2 locations within sampling plot, 1 location outside) using EC-5 and EC-121 

TM sensors (Decagon Devices Inc.). Raw signals were converted to volumetric water content 122 

using customized calibrations. For one of the three replicates for each depth, temperature was 123 

measured using EC-TM sensors. 124 

Between autumn 2008 and autumn 2009, the soil efflux of CO2 and N2O was measured using 125 

a pre-installed PVC ring (30-cm diameter and 30-cm long inserted 20-cm deep in soil). 126 

Immediately before sampling, vegetation within the ring was clipped and the chamber closed 127 

with an airtight lid. Headspace air samples were collected after 5, 25 and 45 min, injected into 128 

pre-evacuated glass vials (‘exetainers’), and analysed for CO2 and N2O concentrations using a 129 

gas chromatograph with an electron-capture detector (Agilent 6890, Santa Clara, USA). The 130 

soil-atmosphere N2O exchange rate was calculated by linear regression of concentration 131 

against time. From April to October 2009 the sampling interval was 14 d on average, but 132 

higher and lower sampling frequencies were adopted after major flood events in June and July 133 

2009 and dry periods in August and September, respectively. 134 

The soil solution was regularly sampled between spring 2009 and spring 2010, until October 135 

2009 at the same dates as the gas efflux, then in monthly intervals. Soil solution was collected 136 

using tension lysimeters based on ceramic suction cups (Soil Moisture Inc.) that were pre-137 

installed  at the same depths as and in close vicinity to the water content sensors. At each 138 

sampling, a constant vacuum was applied at -60 kPa for up to 2 d. The soil solution samples, 139 

as well as deposition and river water samples taken at the same time, were immediately 140 

filtered (0.45 μm) and stored at 2°C. These samples were analysed for NH4 (flow injection 141 

analysis based on alkalinisation and diffusion of NH3 into an acid carrier followed by 142 



  8 

colorimetric detection of an indicator dye), NO3 (direct colorimetry, Navone 1964) and non-143 

purgeable organic C (elemental analyser, Skalar Formacs HT and TN). 144 

Samaritani et al. (2011) presented a study relating variability of C pools and fluxes (CO2) to 145 

soil properties, environmental conditions and flood disturbance in a revitalized section of the 146 

Thur River. They found that, overall, environmental conditions driven by seasonality and 147 

flooding affected soil C dynamics more than soil properties did. In comparison with the 148 

frequently flooded gravel bars, the riparian forest, data of which are used in the present study, 149 

was rather stable with comparatively small spatial heterogeneity due to only rare flooding 150 

events. It was also characterized by relatively high organic C contents and water retention 151 

capacity both of which could be related to the relatively fine soil texture. 152 

2.3 Soil C and N modelling 153 

The data collected during 2008-2010 were used to validate the model of Brovelli et al. (2012). 154 

Ideally, model parameters should be independently measured through ad hoc laboratory 155 

experiments. Although attractive, this approach has shown limited applicability because in 156 

laboratory experiments conditions are idealized, and the computed parameters normally over-157 

estimate the field values. On the other hand, field experiments cannot be used to infer directly 158 

the model parameters, as they are influenced by changing environmental conditions (moisture 159 

content, temperature, nutrient availability, etc). The calibration was therefore performed with 160 

a trial-and-error approach, during which model parameters controlling the different processes 161 

were tuned to match the measurements, in particular OM degradation and mobilization rates 162 

(kl, kh and kd), respiration coefficients (rh and rr, respectively), plant uptake factors and 163 

nitrification/denitrification rates (kn and kdenit, respectively). 164 

Four external processes were assumed to drive the dynamics of SOM decomposition and 165 

nutrient turnover: precipitation, temperature, vegetation uptake (evapotranspiration, EVT, and 166 

N uptake) and organic matter release (litter inputs and root exudates): 167 
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Precipitation 168 

Daily rainfall measurements at the Thur site recorded in parallel to soil data monitoring were 169 

used as input in the model (Fig. 2a). 170 

Temperature 171 

The soil surface temperature (at z = 0) and the thermal diffusivity of the soil are required as 172 

input in the RSM model to simulate the temperature profile. Air temperature measured at a 173 

meteorological station nearby the sampling point was applied as a boundary condition at the 174 

soil surface. Soil parameters (porosity and soil field capacity) were taken from the root zone 175 

and assumed constant along the soil profile to compute soil thermal capacity. Soil thermal 176 

conductivity was calibrated using the measured values at two depths (z1 = 40 cm and z2 = 100 177 

cm) (Fig. 2b). 178 

Vegetation uptake 179 

Vegetation influences directly the soil moisture through transpiration and the mineral N 180 

stocks via plant root uptake. Plant transpiration was modelled in combination with 181 

evaporation as described by Brovelli et al. (2012), with parameters suitable for a forest soil 182 

(Batlle-Aguilar et al., 2011). The parameters needed in the model are listed in Table 2 and 183 

include the level of incipient stress (s
*
), hygroscopic and wilting points (sh and sw, 184 

respectively), soil field capacity (sfc) and the effect of temperature on plant transpiration (ƒTr). 185 

Note that in the EVT modelling approach used by the RSM simulator, canopy interception is 186 

directly removed from precipitation, rather than being considered in the computations of EVT 187 

(see Rodriguez-Iturbe et al., 1999 for details). Plant physiological processes, transpiration and 188 

nutrient uptake in particular, vary temporally. The annual cycle of vegetation was introduced 189 

using the plant activity coefficient, as defined in Eq. (21) in Brovelli et al. (2012). The activity 190 

coefficient applied at the Thur site is shown in Fig. 2c (red dashed line). Parameters were 191 

taken from the literature, considering a similar vegetation and climate (Gu et al., 2008). Plant 192 
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activity closely follows the annual temperature cycle, and therefore the activity coefficient is a 193 

maximum in late spring/early summer and starts to decline during July. From October to the 194 

end of the winter season plants are quiescent. Root uptake follows the same temporal 195 

dynamics of plant activity, with the maximum uptake occurring in late spring to sustain the 196 

vigorous plant growth. 197 

Litter input and root exudates 198 

Vegetation contributes to SOM through litter addition and production of root exudates. The 199 

timing, amount and C:N ratio of the OM released are all important factors for nutrient 200 

dynamics. The C:N ratio of the added litter (CNadd) is controlled by the vegetation type and is 201 

smaller for fallen leaves than for hardwood. An average value of 15 was used, which is 202 

suitable for Swiss forests (Heim and Frey, 2004; Tietema et al., 1998). Root exudates were 203 

assumed to have a higher N content, as vegetation produces these organic molecules to foster 204 

microbial communities in the root zone, and a value of 13 was used (Kuzyakov, 2002; Rovira, 205 

1969). OM release follows an annual cycle, although litter production and root exudates have 206 

different timing. Root exudates are produced when the plant is active and therefore their 207 

dynamics are similar to that of transpiration and N uptake. Litter release has two components: 208 

One is constant through the year (for example, fallen branches and leaves after a storm or a 209 

fire, etc.), while the other has a peak in autumn due to falling leaves as plants enter the 210 

quiescent state. The amount of OM litter released from the vegetation is presented in Fig. 2c. 211 

Measurements of litter inputs at the Thur site were not available, and therefore literature 212 

values for similar vegetation, latitude and climatic conditions were adopted (Bell, 1978; Finzi 213 

et al., 2001). 214 

 215 
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3 Results 216 

3.1 Environmental controls and moisture dynamics 217 

The computed EVT (evaporation from the soil and plant transpiration) is shown in Fig. 2a. 218 

EVT is largest in early summer, when both plant transpiration and soil evaporation are near 219 

their maximum value (as temperature is also near its peak). EVT reaches its lowest value in 220 

winter, particularly January to February. Some of the parameters (particularly the maximum 221 

EVT rate and the minimum evaporation rate) were adjusted slightly to match the soil moisture 222 

data. However, it was found that, below a certain value, the minimum evaporation rate (0.5 223 

mm m
-2

 d
-1

) plays virtually no role, and therefore the estimated value might not be reliable. 224 

Although EVT data were not available to validate the simulation results, the model predicts 225 

that the total soil transpiration and evaporation is about 350 mm y
-1

. The total 226 

evapotranspiration (i.e., including vegetation interception and evaporation) can be computed 227 

from the difference between infiltration and leakage, and amounts to about 710 mm y
-1

, which 228 

compares well with other estimates and measurements for wet areas/shrubs/mixed forests at a 229 

similar latitude and altitude in the Thur catchment (Gurtz et al., 1999). Fig. 2b reports daily 230 

averages of soil temperature measurements (solid lines) and corresponding model predictions 231 

(dashed lines), at two different depths. These measurements were used only to calibrate the 232 

parameters for the temperature model. The comparison is satisfactory, and the thermal 233 

diffusivity (Table 3) falls within literature ranges for this soil type (Wu and Nofziger, 1999). 234 

The main noticeable difference for the measurements at z1 (40-cm depth) is the presence of 235 

high frequency fluctuations (with a period of a few days and amplitude of about 3-5ºC) 236 

starting around the beginning of April 2009. These fluctuations were attributed to problems 237 

with the temperature sensors that were perhaps exposed directly to air due to the opening of 238 

cracks or earthworm channels during the summer period. 239 
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Field measurements and modelling results of water saturation in the topsoil (first 10 cm 240 

depth) and root zone (between 10 and 60 cm depth) are presented in Fig. 3, while the 241 

calibrated soil properties are listed in Table 2. Despite the simplicity of the moisture balance 242 

model, the simulations mimic well the temporal dynamics of water saturation in both soil 243 

layers. The comparison is, however, slightly better for the topsoil because the water dynamics 244 

in this layer are mainly controlled by precipitation/EVT and are less sensitive to soil 245 

properties. Due to heavy precipitation in the upper part of the catchment, the Thur River water 246 

level rose in mid-July 2009, but the nearby alluvial plain was not flooded. The groundwater 247 

level at a piezometer a few metres from the soil sampling point (R017) followed the river 248 

dynamics. The water table was only 0.4 m below the ground surface, while in normal 249 

conditions it is about 2-m deep (data not shown). This event was well reproduced by the 250 

model, resulting in nearly saturated conditions in the root zone and high saturation in the top 251 

soil (Fig. 3).The main discrepancy between measurements and simulations occurs in the 252 

initial period between November and December 2008. In these two months, the model 253 

systematically underpredicts the measured moisture content in both layers. The simulated 254 

topsoil data show temporal dynamics that are similar to the measurements, although shifted 255 

by about 0.2 towards drier conditions. A similar difference (but less pronounced) is also 256 

visible one year later, in November 2009. Groundwater elevation data at R017 showed that 257 

the water table rose in the same period, remaining at about 1 m below the soil surface. In the 258 

same period, the soil surface was partially ponded for some days. 259 

3.2 Immobile OM pools and soil respiration 260 

Soil respiration data and model predictions are reported in Fig. 4a, together with the temporal 261 

evolution of the C stored in the immobile OM pools (Fig. 4b-d for litter, humus and biomass, 262 

respectively). The calibrated biogeochemical parameters are listed in Table 4. Only the 263 

parameters for the topsoil and root zone are reported, for which experimental data were 264 
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available. The default parameters used for the rest of the profile (compartments 3 and 4, 265 

parent material and aquifer, respectively) are identical to those listed by Brovelli et al. (2012, 266 

Table 2). 267 

Table 5 summarizes experimental and modelled total organic C (Corg) and C:N ratios in the 268 

topsoil and root zone at the monitoring-sampling point. The model reproduces satisfactorily 269 

the field observations. The simulated C:N ratios are similar to the measured values, indicating 270 

that the value used for the litter input is appropriate. The predicted organic C (Corg) in the soil 271 

was computed as the average (±1 standard deviation) of the simulation results for a period of 272 

5 y (after the model was run to reach pseudo-steady state, in order to remove the influence of 273 

the initial condition). Measurements are instead the average (±1 standard deviation) of 274 

different soil samples all collected at the same time. The predicted values fall well within the 275 

observed ranges. The comparison further indicates that the field heterogeneity (given by the 276 

standard deviation of Corg) is larger than the expected range of fluctuation over 1 year. This 277 

might result from local micro-topography, which leads to areas where OM accumulates and 278 

others where it is depleted. 279 

Soil respiration (measured as soil CO2 efflux) was assumed to be the cumulative microbial 280 

respiration (decomposition of organic matter) in the two uppermost compartments. The model 281 

assumes that all the CO2 produced within the soil profile immediately reaches the atmosphere, 282 

that is, the diffusion time is negligible compared to the model’s 1-d time step. The importance 283 

of root (or autotrophic) respiration has been highlighted recently, and it has been suggested 284 

that it could contribute up to half the total soil CO2 efflux (Fenn et al., 2010; Subke et al., 285 

2011). The RSM model does not consider it explicitly (i.e., as a separate CO2 source), rather 286 

the total respiration (i.e., of roots and biomass) is computed. This is a convenient 287 

approximation because (i) the knowledge of the different respiration processes occurring in 288 

the rhyzosphere is still incomplete, and (ii) ad hoc experiments to evaluate the relative 289 
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contribution of root respiration to CO2 efflux – a necessary input for a model – are seldom, if 290 

ever, conducted. The model could be extended once more insights into these processes 291 

become available. Soil respiration was calibrated adjusting the decomposition rates and 292 

respiration efficiencies. Microbial decomposition rates were set to 10
-6

 m
3
 d

-1
 gC

-1
 for litter 293 

(kl) and humus (kh), which are consistent with the estimates of Paul and Clark (1996) and 294 

Hefting et al. (2005). Following Jenkinson and Coleman (2008), the C litter input rate due to 295 

biomass lysis (release of compounds from cells of dead microorganisms), kd, was fixed at 7.5 296 

× 10
-3

 d
-1

. Isohumic and respiration coefficients, rh and rr respectively, were calibrated as 0.27 297 

and 0.60, respectively, in agreement with values reported by Brady and Weil (2004) and 298 

Nesme et al. (2005). The model reproduces satisfactorily the seasonal pattern observed in the 299 

experimental data (R
2
 ≈ 0.75), with respiration increasing from a minimum in winter to a 300 

maximum in early summer (Fig. 4a). A detailed analysis of the environmental factors 301 

influencing this increase is presented below. Here, we mention only that during calibration it 302 

was observed that the most influential parameter was the temperature sensitivity coefficient. 303 

Clearly, the dynamics of respiration is linked to that of the immobile C pools, and a visual 304 

comparison indicates that the strongest (negative) correlation is between litter and biomass 305 

pools in the topsoil. The C litter pool (Fig. 4b, dashed line) shows the largest seasonal 306 

fluctuations, with the stored C reaching a maximum and a minimum at the end of the winter 307 

and summer seasons, respectively. The position of the peaks is offset in time compared to 308 

respiration. The accumulation of litter in the topsoil during autumn and winter is due to the 309 

combination of two processes, i.e., fallen leaves and accumulation of dead pedofauna. The 310 

two processes have different timing, the former has a maximum in October (Fig. 2c), while 311 

biomass accumulation is largest in January, corresponding to the lowest temperatures. In this 312 

period, biomass activity is a minimum, and the lysis rate exceeds the growth rate, with a net 313 

reduction of the biomass pool (Fig. 4d). On the contrary, during summer, biomass activity is 314 
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high, the growth rate exceeds the lysis rate and the living biomass pool increases. In parallel, 315 

litter is consumed through soil respiration and converted to humus (Fig. 4c) and CO2. For this 316 

reason, the humus pool shows a maximum in the same period, although the amplitude of the 317 

fluctuations is much smaller than for the other immobile C pools. 318 

3.3 Dissolved organic matter (DOC and DON) 319 

DOM sources are the dissolution of organic matter and plant root exudates. Litter and humus 320 

mobilisation rates, kCl and kCh, were calibrated, respectively, to 10
-6

 d
-1

 and 5 × 10
-7

 d
-1

, which 321 

are consistent with the values reported by Bengtson and Bengtsson (2007). Root exudation 322 

rates were calibrated to 0.1 and 0.03 g m
-3

 d
-1

 for the topsoil and root zone, respectively. It is 323 

difficult to compare the exudates production rates with literature values because most 324 

available estimates were derived from measurements in laboratory-controlled conditions (for 325 

example, hydroponic setups). Moreover, root exudates are strongly variable in time – their 326 

production rate is affected by environmental factors, such as humidity, temperature, nutrient 327 

availability and vegetation type (Kuzyakov, 2002; Rovira, 1969). Despite this limitation, the 328 

values used in the model appear realistic when compared with literature values for forests. For 329 

example, although for a different vegetation (loblolly pine forest), Phillips et al. (2009), 330 

assuming a constant production rate, estimated from in situ measurement during the growing 331 

season a total of 9.4 g m
-2

 y
-1

, which compares well with the value predicted using the RSM 332 

(7.3 g m
-2

 y
-1

). The rates used in the model decrease with depth because the rate of exudate 333 

production depends on the root density and activity (Rovira, 1969): Since generally root 334 

density decreases almost exponentially with depth, the exudate production rate is much higher 335 

in the topsoil than in the root zone. 336 

The modelled temporal evolution of the dissolved pools is compared with measurements in 337 

Fig. 5. For DOC, the topsoil measurements are reproduced correctly by the model, as 338 

indicated by the high R
2
. Low DOC concentrations, in comparison with the immobile OM, 339 
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occur because soluble C (i) is consumed rapidly by microbial pedofauna (in particular, low-340 

molecular weight root exudates) and (ii) drains away with water flow. For the root zone, the 341 

model shows a trend similar to the experimental data, with a peak followed by a slow 342 

decrease. The peak is achieved about a month early, with a too-fast DOC accumulation in 343 

spring and early summer. A better fit (in terms of correlation coefficient) could be achieved 344 

by reducing the rate of root exudate production, but in this case simulations would miss the 345 

peak observed in late August. A possible explanation for the discrepancies is the partitioning 346 

or adsorption of DOC on the immobile OM or mineral solid phase (for example, clays) and 347 

colloids (Pérez et al., 2011; Schijf and Zoll, 2011), a process that is not included in the model. 348 

Simulated DON concentrations are also reported (Fig. 5b), but experimental data were not 349 

available. The same patterns observed for DOC were also found for DON, as the model 350 

assumes that organic matter dissolution influences C and N in a similar way, the only 351 

difference being the relative amounts, which are controlled by the C:N ratio. 352 

3.4 Inorganic N 353 

Mineral N pools are controlled by the balance between mineralization and immobilization 354 

(Porporato et al., 2003). In environments where N is abundant, such as the Thur site, organic 355 

N is available in excess and mineralization dominates over immobilization. Mineral N (in 356 

particular, nitrates) is removed by plants, leaches to the aquifer and a fraction is lost to the 357 

atmosphere through denitrification. This latter is a microbial anaerobic process that involves 358 

the use of nitrate as electron acceptor and its transformation to gaseous inorganic N. The 359 

reaction is complete when nitrates are converted to N2, a situation that seldom occurs. Instead 360 

of N2, N2O is produced and released to the atmosphere. Although N2O is produced also 361 

during nitrification, its main source is denitrification, and little is known about the 362 

environmental parameters that control its production (Del Grosso et al., 2000), although it is 363 

of great interest environmentally as it is a potent greenhouse gas (Cuhel et al., 2010). The 364 
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denitrification rate depends on soil chemical and physical conditions such as oxygen content, 365 

temperature and pH (Heinen, 2006). Denitrification removes nitrate from the pore-water, and 366 

therefore nitrate leakage to the aquifer is reduced. This is a key ecological function of riparian 367 

buffers, which are able to reduce N inputs coming, for example, from fertilizers. To describe 368 

this process, RSM uses a first-order denitrification rate (kdenit) scaled by an activity coefficient 369 

that accounts for the water saturation level (and ultimately for oxygen availability). The 370 

denitrification rate resulting from calibration is 7.5 × 10
-3

 d
-1

, which falls into the range of 371 

Heinen (2006), while the nitrification rate (knit) for the topsoil and root zone were calibrated 372 

as 0.005 and 2.25 g N m
-3

 d
-1

, respectively (Table 4). Comparison of these values with 373 

literature ranges is difficult as in most cases a first-order nitrification rate is used. A model 374 

compatible with the RSM was used by D’Odorico et al. (2003). Compared to their calibrated 375 

values, the nitrification rates at the Thur site are about an order of magnitude higher for the 376 

root zone and two orders of magnitude lower for the topsoil. This discrepancy can be 377 

attributed to the different environmental conditions, as the work of D’Odorico et al. (2003) 378 

considered a savannah ecosystem, where climatic parameters and vegetation are very different 379 

from those at the Thur site. Further experimental work is necessary to elucidate in detail the 380 

nitrification rates and controlling factors in riparian environments with high anthropogenic 381 

nitrate inputs.  382 

The total plant nitrogen uptake is related to a threshold rate for both ammonium and nitrate 383 

species (DEM
+
 and DEM

-
, respectively), which defines the actual uptake rate. DEM

+
 and 384 

DEM
-
 were calibrated as 0.06 (topsoil and root zone) and 0.01 and 0.015 g N m

-3
 d

-1
 (topsoil 385 

and root zone, respectively), an order of magnitude smaller than those reported by D’Odorico 386 

et al. (2003) for savannah soils (Table 2). In arid environments, such as savannah, plants are 387 

well adapted to uptake quickly available soil N, as this is only available as pulses after short 388 

precipitation events (D’Odorico et al., 2003). In riparian soils like the Thur site, N is available 389 
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the entire year, in particular during the growing season, thus plant uptake rates are lower but 390 

continuous during the year. Despite the higher rate, in the savannah the total amount of 391 

mineral N removed by plants during a year is lower than in deciduous forests with temperate 392 

climate. 393 

NO3
-
 concentrations and N2O efflux with time are presented in Fig. 6. The NO3

-
 dynamics are 394 

captured well by the model in both topsoil and root zone. The model is also able to reproduce 395 

the N2O pulses, although timing and magnitude do not match. These pulses were due to two 396 

major flooding events, which caused wet conditions that favoured denitrification and N2O 397 

emissions. 398 

The mismatch in N2O fluxes was not unexpected, because N2O production is extremely 399 

variable as it depends on the local physical environment, physiological characteristics of the 400 

microbial community, C availability, redox potential and soil acidity (Firestone et al., 1980). 401 

Moreover, it should be considered that the model predicts the total inorganic N efflux (i.e., N2 402 

gas and N2O), and the relative composition of the N flux varies with time. For this reason, it is 403 

expected that model results will over-predict the measured N2O flux. Regarding the slightly 404 

different timing of the pulse, similar to soil respiration the model computes N efflux as sum of 405 

denitrification products in the topsoil and root zone, neglecting the diffusion/advection time 406 

through the soil profile. Moreover, the model assumes that the onset of wet conditions triggers 407 

immediately the denitrification reaction. This is not entirely correct, as nitrate reduction 408 

commences only when dissolved oxygen is consumed, a process that can introduce a lag time 409 

for denitrification (perhaps 1-2 d). 410 

 411 

4 Sensitivity to environmental forcing 412 

Numerous studies have highlighted that, at most temperate-climate sites, nutrient turnover is 413 

sensitive to both soil moisture and temperature (Curiel Yuste et al., 2007; Hagedorn et al., 414 
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2010; Pietikåinen et al., 2005). In arid and semi-arid environments with high constant 415 

temperatures, such as in the savannah (D’Odorico et al., 2003; Porporato et al., 2003; 416 

Rodriguez-Iturbe and Porporato, 2004), soil moisture is the main driver of OM cycling. The 417 

sensitivity of the different processes to each of these factors is still debated, and probably 418 

depends on the specific characteristics (geology, climate, etc.) of the site considered. 419 

Understanding the effect and relative sensitivity to changes in environmental variables is 420 

important in order to forecast future evolution of ecosystems when the environmental forcing 421 

factors change, for example restoration or climate change. 422 

The sensitivity of C and N turnover to different environmental parameters in the forest near 423 

the restored Thur transect is presented in Figs. 7-9. Fig. 7a-b presents the influence of water 424 

saturation and temperature on soil respiration (CO2 efflux), which is a good indicator of the 425 

soil microbial activity. Soil temperature and respiration show a positive correlation whereas 426 

the influence of water saturation is limited. This agrees with the observations of Bengtson and 427 

Bengtsson (2007) and Hui and Luo (2004) in forests with a similar climate, who reported that 428 

soil temperature is perhaps the most influential factor regulating CO2 efflux. Davidson et al. 429 

(1998) studied the interplay between soil moisture and temperature in a hardwood forest in a 430 

temperate climate (i.e., in conditions comparable to those of the field site studied here), and 431 

observed that moisture becomes a critical parameter for nutrient turnover in dry periods with 432 

high temperature. At the Thur site, water availability is fairly constant across the year, and 433 

seldom falls below field capacity (Fig. 2). 434 

To analyse the effect of temperature on the soil ecosystem, Q10 was computed using 435 

experimental data and model results for the period 2008-2009. A significantly different value 436 

was found for each period of the year: 2.9 for the period January-April, 2.1 for May-July and 437 

1.3 for August-October. These values reproduce the seasonal variability observed by Xu and 438 

Qi (2001), with the annual minimum occurring in mid-late summer, and the maximum 439 
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occurring in winter. The variability is associated with annual changes in soil functioning: In 440 

January, plants and microbial pedofauna are quiescent, and the increase in temperature 441 

occurring in March-April boosts their activity. In the following period (May-June), the 442 

turnover rate further accelerates, and reaches a plateau around mid-June (the relationship 443 

between microbial rates and temperature changes is highly non-linear, see Brovelli et al. 444 

(2012). Afterwards, the temperature decreases again, but the rates remain relatively high 445 

because, at the end of summer, living microbial biomass and litter are both abundant. The 446 

seasonal Q10 variability suggests that the effects of environmental factors on nutrient 447 

turnover and CO2 fluxes must be considered on the seasonal scale, and that average annual 448 

values may not be indicative of the sensitivity of soil respiration to temperature changes. This 449 

is consistent with the findings of others (Gu et al., 2004, 2008 and references therein), who 450 

observed that the relationship between CO2 efflux and soil temperature must always be 451 

corrected for the effect of other environmental parameters, in particular soil moisture. 452 

Fig. 7c presents the relationship between NO3 concentration and C:N ratio. Although the C:N 453 

ratio variations are small, a negative correlation is apparent. When the organic matter is N-454 

poor (high C:N ratio), low NO3 concentrations are observed, and vice-versa. Goodale and 455 

Aber (2001) and Ollinger et al. (2002) observed that high C:N ratios produced a strong N 456 

demand by heterotrophic soil microbes, leaving less N available for nitrification and 457 

subsequent nitrate leaching. This mechanism is compatible with measurements and 458 

predictions at the Thur site. N2O emissions are controlled primarily by the moisture content 459 

(Brovelli et al., 2012), with pulses occurring in wet conditions (model results not shown). The 460 

effect of temperature on denitrification is instead almost negligible, as illustrated in Fig. 7d. 461 

Similar to soil respiration, soil temperature and water saturation have a completely different 462 

influence on DOC. According to modelling results, soil temperature and DOC show a positive 463 

relationship, with high concentrations of organic C at high temperatures (Fig. 8a shows the 464 
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results for the root zone). From the comparison, the discrepancies between model predictions 465 

and experimental data are clearly visible. In particular, the model consistently over-estimates 466 

the measurements at high temperature (> 16°C), whereas the measurements at low 467 

temperature are well reproduced. This indicates that the seasonal contribution of plant root 468 

exudates is over-estimated by the model or that the biomass uptake when soil temperature is 469 

optimal is too small. The relationship between soil temperature and DOC is however weaker 470 

than that with soil respiration, consistent with the results of Hagedorn et al. (2010). In 471 

contrast, water saturation has negligible influence on DOC, as highlighted in Fig. 8b. 472 

Experimental results confirmed the model results, therefore suggesting that the reason for the 473 

mismatch is not related to moisture dynamics. 474 

The existence of a correlation between soil respiration and DOC concentration has been 475 

debated and no clear answer has been reached. Neff and Asner (2001) and Van Hees (2005) 476 

hypothesized that DOC was the main source of soil respiration. On the contrary, Bengtson 477 

and Bengtsson (2007) and Gödde et al. (1996) found that the CO2 evolution and DOC 478 

concentration were not significantly correlated to each other as they are controlled by 479 

different processes and chemistry. The positive relationship between soil temperature, soil 480 

respiration and DOC was highlighted above. Simulation results show that the two variables 481 

are positively correlated (Fig. 9). The experimental data do not confirm the existence of a 482 

correlation, although they fall well within the range predicted by the model. On the other 483 

hand, analysis of the CO2 sources based on model predictions indicates that, at the end of the 484 

growing season, consumption of root exudates can represent a significant CO2 source, thus 485 

partially confirming the findings of Neff and Asner (2001) and Van Hees (2005). However, 486 

given the limited ability of the model to reproduce DOC in the root zone this conclusion 487 

should be further tested using additional experimental data. 488 

 489 
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5 Summary and conclusions 490 

The Riparian Soil Model (RSM, Brovelli et al., 2012) was validated through application to a 491 

recently restored riparian ecosystem in North-East Switzerland. The model was further used 492 

to study the relationships between intertwined environmental parameters governing nutrient 493 

cycles in riparian systems. 494 

Modelling results reflect parameter values, and accurate estimation of these values reduces 495 

model uncertainty. Experimental data often exhibit spatial and temporal variability due to 496 

heterogeneity, instrumental accuracy, amongst other factors occurring in the field. 497 

Nevertheless, model parameters were satisfactorily constrained by closely fitting the 498 

experimental field data. The model was able to reproduce well the experimental data for the 499 

immobile SOM pools, and for the inorganic N fluxes. In particular, the trends observed in the 500 

field were in most cases reproduced correctly, thus providing some confidence in the 501 

reliability of the model. Simulations less satisfactorily reproduced DOC data, in particular for 502 

the root zone. Numerical experiments were conducted to ascertain which process could be 503 

responsible for the mismatch, but no clear answer was found. 504 

Soil temperature, with large daily and seasonal oscillations, was identified as the main 505 

environmental factor controlling the microbial processes. The effect of moisture content was 506 

limited, mainly because at the Thur River site moisture is never a limiting factor for the plants 507 

and soil biota.  508 

At the Thur River site, N is abundant and does not limit OM turnover. During the warm 509 

period (April-September), organic N is available in excess and is converted to nitrate. Nitrate 510 

release is however particularly marked in July and August, since during spring vigorous 511 

vegetation growth takes up mineral N and reduces its concentration in the pore water. N 512 

availability is mainly controlled by the C:N ratio of the OM released by vegetation (plant 513 
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litter and root exudates), which implies that the N cycle is regulated, at least in part, by 514 

vegetation composition. 515 

The ecosystem sensitivity to soil temperature changes was quantified through the Q10 index 516 

and compared with previous results obtained in similar conditions. Results were in good 517 

agreement with literature values and, more importantly, the seasonal Q10 variability reported 518 

elsewhere was reproduced. This further confirms that analysis and predictions of soil CO2 519 

releases are only meaningful if conducted at the seasonal scale, including the effects of other 520 

relevant environmental forcing factors and the evolution and state of the soil biota. 521 

 522 
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Figure captions 706 

Figure 1. Restored Thur River site (Switzerland) and location of the monitoring point F2. 707 

Figure 2. (a) Measured rainfall and computed total EVT (topsoil + root zone) for the 708 

modelled period, 2008-2010; (b) measured and modelled soil temperature in the topsoil and 709 

root zone; (c) computed plant activity coefficient and total litter input (topsoil + root zone). 710 

Figure 3. Measured and modelled water saturation in the topsoil (a) and root zone (b). 711 

Figure 4. Modelled temporal concentrations of immobile organic matter: (a) litter; (b) humus; 712 

(c) biomass; (d) Measured and computed soil respiration. 713 

Figure 5. Measured and modelled concentration of dissolved organic C, DOC (a) and 714 

simulated dissolved organic N, DON (b), in the topsoil and root zone. 715 

Figure 6. (a) Measured and modelled concentration of nitrate (NO3
-
) in the topsoil and root 716 

zone; (b) measured and modelled concentration of nitrous oxide (N2O). 717 

Figure 7. Influence of (a) water saturation (topsoil) and (b) soil temperature (1-m depth) over 718 

soil respiration (CO2). (c) Influence of C:N ratio on nitrate (topsoil); and (d) influence of soil 719 

temperature (1-m depth) on nitrous oxide production. 720 

Figure 8. Influence of (a) soil temperature; and (b) water saturation, on dissolved organic C at 721 

40-cm depth. 722 

Figure 9. Modelled and experimental relationships between DOC and soil respiration (CO2) 723 

at 50-cm depth. 724 

725 
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Tables 726 

Table 1. Soil properties measured in the mixed riparian forest (mean values ± SDEV, 3 727 

samples were considered). 728 

Depth (m) Clay (%) Silt (%) Sand (%) C org. (g kg
-1

) 

0 – 0.2 18.9 ± 1.9 55.6 ± 3.1 25.5 ± 4.9 15.2 ± 4.3 

0.2 – 0.4 16.1 ± 1.3 48.9 ± 2.6 34.9 ±3.9 13.2 ± 1.6 

0.4 – 0.6 16.7 ± 0.9 49.3 ± 2.8 33.9 ± 2.5 10.6 ± 2.3 

0.6 – 0.8 18.2 ± 3.4 53.1 ± 4.8 28.7 ± 7.6 14.2 ± 7.6 

0.8 – 1.0 19.2 ± 3.0 53.7 ± 6.7 27.1 ± 9.3 10.5 ± 2.2 
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Table 2. RSM validated soil and plant properties. 729 

 Soil compartment (i) 

Topsoil Root zone 

Incipient stress (s*) - 0.16 0.15 

Hygroscopic point (sh) - 0.02 0.02 

Wilting point (sw) - 0.05 0.05 

Soil porosity (n) - 0.53 0.38 

Soil thickness (Zr) m 0.25 0.90 

Soil tortuosity index (d) - 1.50 1.50 

Soil field capacity (sfc) - 0.50 0.57 

Aquifer recharge threshold value (qtv) m d-1 - - 

Plant nitrate demand (DEM-) gN m-3 d-1 0.01 0.015 

Plant ammonium demand (DEM+) gN m-3 d-1 0.06 0.06 

Evapotranspiration wilting point (Ew) m d-1 0.001 0.005 

G - 2.0 × 10-4 2 × 10-5 

L - 0.2 1.0 

fTr  4.0 × 10-4 1.5 × 10-4 

Maximum root exudates production rate 

(REmax) 

g m-3 d-1 0.1 0.03 

 730 
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Table 3. RSM validated soil temperature parameters. 731 

Parameter Units Value 

Effective thermal diffusivity (Dh) m2 d-1 1.65 × 10-2 

Optimal temperature °C 25 

Temperature sensitivity, decomposition (υD QUOTE ) °C 0.07 

Temperature sensitivity, nitrification/denitrification (υD) °C 0.13 

Amplitude of the yearly temperature signal (A1) °C 13.21 

Amplitude of the daily temperature signal (A2) °C 1.5 

 732 
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Table 4. RSM calibrated biogeochemical parameters. 733 

 

Soil compartment (i) 

Topsoil Root zone 

C:N ratio of biomass pool (CNb) - 13.5 11.5 

C:N ratio of root exudates (CNr) - 12 

C:N ratio of added litter (CNAdd) - 15 

Litter decomposition rate (kl) m3 d-1 gC-1 5.0 × 10-6 7.75 × 10-6 

Humus decomposition rate (kh) m3 d-1 gC-1 3.25 × 10-6 3.75 × 10-6 

Rate of C return to litter pool (kd) d-1 7.5 × 10-3 

Litter pool mobilisation rate (kCl) d-1 1.0 × 10-6 

Humus pool mobilisation rate (kCh) d-1 0.5 × 10-6 

Dissolved C rate returning to biomass pool (kDC) m3 gC-1 d-1 1.5 × 10-6 

Fraction of soluble humus (mh) - 0.20 

Fraction of soluble litter (ml) - 0.40 

Isohumic coefficient (rh) - 0.27 

Respiration coefficient (rr) - 0.60 

Fraction of dissolved ammonium (a_amm) - 0.05 

Fraction of dissolved nitrate (a_nit) - 1.0 0.5 

Ammonium immobilisation coefficient (k+) m3 d-1 gN-1 0.1 

Nitrate immobilisation coefficient (k-) m3 d-1 gN-1 0.1 

Nitrification rate (knit) m3 d-1 gN-1 0.005 2.25 

Denitrification rate (kdenit) d-1 7.5 _ 10-3 

 734 
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Table 5. Measured and computed C:N ratios and Corg concentrations for topsoil and root zone 735 

layers (values in brackets indicate standard deviation). 736 

C:N ratios Measured Modelled 

Topsoil 13.11 (± 2.36) 14.92 (± 0.004) 

Root zone 14.02 (± 1.83) 13.95 (± 0.003) 

Corg (g Kg soil 
-1

) Measured Modelled 

Topsoil 15.22 (± 4.30) 9.74 (± 0.46) 

Root zone 12.11 (± 3.42) 9.60 (± 0.03) 

 737 

738 
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Figures 739 
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Fig. 1741 
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Fig. 2743 
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Fig. 3745 
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Fig. 4747 
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Fig. 5749 
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Fig. 6751 
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Fig. 7753 
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Fig. 8



  42 

 

Fig. 9 


