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Abstract—An explicit (or closed-form) solution to Model Predictive Control (MPC) results in a polyhedral subdivision of the state-space when the system and constraints are linear, and the cost is linear or quadratic. Within each region the optimal control law is an affine function of the current state, so the online evaluation is reduced to determining the region containing the current state measurement, known as a point-location or set membership problem. In this paper we present the subdivision walking method, which is based on the idea of travelling from a seed point in a known seeded region, in the direction of the state measurement, by walking from one region to the next until the region of interest is found. The algorithm requires minimal pre-computation, and achieves significant computational savings for many control problems.

I. INTRODUCTION

Point-Location is a well studied problem in computational geometry, with applications to many branches of science and engineering. Given a set of regions and a point in n-dimensional space, the aim is to determine as efficiently as possible the region that contains this point. Beside the many manifestations of point location in a variety of different fields, we will concentrate in this paper on its application to explicit (or closed-form) Model Predictive Control (MPC). This will necessarily lead to a search with n ≥ 3, whereas the most effective methods currently only work for n = 2 and n = 3.

In MPC an optimal sequence of inputs is chosen to minimise a given objective over a finite prediction horizon. Online computation amounts to solving an optimisation at every sampling instant, depending on the form of the cost. In recent years it has become well established [1] that the optimal input is a piecewise affine function defined over a polyhedral partition of all feasible states. This can be entirely pre-computed using multi-parametric optimisation [1] [2] [3], resulting in an explicit or closed-form solution to the MPC problem. The online calculation is therefore reduced to determining the region containing the current state - the so called point location or set membership problem.

Explicit MPC is not intended to replace traditional methods entirely but instead to expand its sphere of application. In particular, online evaluation times can be significantly reduced, leading to controller update intervals in the order of micro-seconds. The complexity of the closed-form solution is highly dependent on the parameters in the MPC problem formulation. Although the number of regions in a solution cannot be determined a-priori, in the worst case it is known to grow exponentially with horizon length, state/input dimension and the number of constraints [1]. The potential for highly complex problems with many thousands of subdivisions implies that an efficient way of solving the point location problem is required.

The simplest way to do this is by brute force. Each region is examined until the region containing the current state is found. The worst-case computational complexity of this approach is linear in the number of regions. In [4], the authors improve on both the search time and memory requirements of this basic method by exploiting various properties of the MPC value function. A more recent development [5] seeks to construct a binary search tree by dividing up the polyhedral partition using auxiliary hyperplanes. These will subdivide existing regions so that search time is logarithmic in the number of subdivided regions, which may be significantly more numerous. The offline pre-processing time required to implement this method is also prohibitive for large problems.

For MPC controllers involving 1 or ∞-norm costs, the objective of the optimisation problem is linear. In this case, [6] demonstrates that the polyhedral partition corresponds to an additively weighted Voronoi diagram. Using the approximate nearest neighbours algorithm [7], this geometric structure can be searched in time logarithmic in the number of regions, resulting in significant computational gains.

The structure of the closed-form solution arising from non-linear (and in particular, quadratic) penalty functions is currently not well understood, and does not contain any obvious structure we can exploit. Instead we will present a method that solves the point location problem, without regard for the underlying MPC formulation. The method requires almost no pre-computation, but is heuristic in the sense that the absolute worst case complexity is still linear in the total number of regions. We shall demonstrate however, that significant computational gains can often be achieved, and that the worst case can be determined offline given a specific problem. In [8] a similar method is used to speed up online solution of OP problems arising in MPC. The rest of the paper is structured as follows.

In section 2 the point location problem is formally stated, and the application to MPC discussed. Section 3 introduces subdivision walking, and Section 4 demonstrates how the worst-case online complexity can be calculated. Section 5
provides some numerical examples and evaluates the performance of this algorithm on typical control problems.

PRELIMINARY DEFINITIONS

Definition [6] A polyhedron is the intersection of a finite number of halfspaces: \( P = \{ x \in \mathbb{R}^n | a^T x \leq b \} \). A polytope is a bounded polyhedron.

Definition [6] \( \mathcal{F} \) is a face of the polyhedron \( P \subset \mathbb{R}^n \) if there exists a hyperplane \( \{ x \in \mathbb{R}^n | a^T x = b \} \), where \( a \in \mathbb{R}^n \), \( b \in \mathbb{R} \), such that \( \mathcal{F} = P \cap \{ x \in \mathbb{R}^n | a^T x = b \} \) and \( a^T x \leq b \) for all \( x \in P \).

Definition [6] A finite family \( C \) of polytopes in \( \mathbb{R}^n \) is a complex if every face of a member of \( C \) is itself a member of \( C \) and the intersection of any two members of \( C \) is a face of each of them.

II. PROBLEM DEFINITION

A. Point Location Problem

Definition Point Location Problem [6]: Given a vector \( x \) and a set of non-intersecting polytopes \( \{ \mathcal{X}_1, \ldots, \mathcal{X}_R \} \), determine any integer \( r(x) \in \{ 1, \ldots, R \} \) such that polytope \( \mathcal{X}_{r(x)} \) contains \( x \). If \( x \notin \bigcup_{i=1}^R \mathcal{X}_i \), then \( r(x) = 0 \).

Throughout this work we will assume that the polytopes are stored in halfspace representation. This is because the typical geometric structure arising from optimal control has many more vertices than faces, so vertex representation should be avoided.

B. MPC Formulation and Solution

Consider the following discrete time linear time invariant state space representation, with state vector \( x[k] \in \mathbb{R}^{n_x} \), manipulated variables \( u[k] \in \mathbb{R}^m \), \( A \in \mathbb{R}^{n_x \times n_x} \), \( B \in \mathbb{R}^{n_x \times m} \), and where the pair \( (A, B) \) is controllable.

\[
x[k+1] = Ax[k] + Bu[k]
\]

We consider an MPC problem where the goal is to minimise a quadratic cost over the future states and inputs (2), where \( R = R^T > 0 \), \( P = P^T > 0 \), \( Q = Q^T \geq 0 \), \( x[k] \) is the current measured state, \( x_0 \ldots x_{N-1} \) are the predicted states at time \( k \), \( u_0 \ldots u_{N-1} \) are the predicted inputs at time \( k \) and \( \Omega \) is a polyhedral terminal set that contains the origin. For simplicity we assume that the control horizon \( H_u \) is equal to the prediction horizon \( H_p \), \( H_p = H_u = N \).

\[
\begin{align*}
\text{minimise} & \quad J[k] = \|x_N\|_P^2 + \sum_{i=0}^{N-1} (\|x_i\|_Q^2 + \|u_i\|_P^2) \\
\text{subject to} & \quad x_0 = x[k], \quad x_N \in \Omega \\
& \quad x_{i+1} = Ax_i + Bu_i \quad i \in \{0, \ldots, N - 1\} \\
& \quad C_i x_i + D_i u_i \leq b
\end{align*}
\]

The optimisation variable is the input sequence \( U = [u_0^T, \ldots, u_{N-1}^T] \). In MPC we solve the optimisation (2) to obtain \( U^* \), and apply the first element \( u_0^* \) to the plant. The process is repeated at the next sampling instant.

Definition The set of states \( \mathcal{X}_f \), is the set of all feasible states for the MPC problem if: \( x \in \mathcal{X}_f \) guarantees that a sequence of inputs can be found such that the constraints are satisfied at all points in the prediction horizon, and \( x \notin \mathcal{X}_f \) guarantees that such a sequence does not exist.

Definition The set of polytopes \( \{ \mathcal{X}_1, \ldots, \mathcal{X}_R \} \) is a partition or subdivision of \( \mathcal{X}_f \) if the polytopes are non-intersecting, \( \mathcal{X}_i \cap \mathcal{X}_j \) is not full dimensional, \( i \neq j \) and \( \mathcal{X}_1 \cup \mathcal{X}_2 \cup \ldots \cup \mathcal{X}_R = \mathcal{X}_f \).

The optimisation problem (2) is easily rearranged into a standard QP in variable \( U \) (3), for suitable matrices \( Y \in \mathbb{R}^{n_x \times n_x} \), \( H \in \mathbb{R}^{N m \times N m} \), \( F \in \mathbb{R}^{n_x \times N m} \), \( W \in \mathbb{R}^{q \times 1} \), \( E \in \mathbb{R}^{q \times n_x} \), \( G \in \mathbb{R}^{q \times N m} \), \( q \) constraints, with \( H = H^T > 0 \).

\[
\begin{align*}
\text{minimise} & \quad \frac{1}{2} x[k]^T Y x[k] + \frac{1}{2} U^T H U + x[k]^T F U \\
\text{subject to} & \quad G U \leq W + E x[k]
\end{align*}
\]

For conventional MPC, the controller estimates the state \( x[k] \), and solves problem (3) for the optimal sequence \( U^* \).

In explicit solutions we are interested in computing the above QP as an explicit function of the current state \( U^* = U^*(x[k]) \). This is known as a multi-parametric optimisation, with current state \( x[k] \) as the parameter.

The nature of the explicit solution is characterised by Theorem II.1. For a rigorous proof, and treatment of degenerate cases, refer to [1].

Theorem II.1 Consider the multi-parametric quadratic program (mpQP) (3) and let \( H > 0 \). Then the set of all feasible parameters \( \mathcal{X}_f \) is convex, the optimiser \( U^*(x) : \mathcal{X}_f \to \mathbb{R}^m \) is continuous and piecewise affine over a polyhedral partition of \( \mathcal{X}_f \), and the optimal solution \( J^*(x) : \mathcal{X}_f \to \mathbb{R} \) is continuous, convex and piecewise quadratic.

Corollary II.2 The MPC control law \( u[k] = f(x), \ f : \mathbb{R}^{n_x} \to \mathbb{R}^m \), defined by the optimisation problem (3) is continuous and piecewise affine.

The closed-form solution results in the subdivision of the set of feasible states \( \mathcal{X}_f \) into a partition \( \{ \mathcal{X}_1, \ldots, \mathcal{X}_R \} \), and within each region we apply the associated affine control law. Several algorithms exist for subdividing the state space and computing the explicit solution [1], [9], [3].

III. SUBDIVISION WALKING

Notice that what results from a multi-parametric quadratic program is a partition. This is very different from a solution complex, which can only arise from non-degenerate multi-parametric linear programs (mpLPs), or lex-perturbed degenerate mpLPs [10]. In a solution complex each face corresponds to only one neighbouring region, but for partitions multiple neighbours may exist [11]. The method we will present is capable of dealing with partitions, but there are extra complications. We therefore explain the operation of the method first for a solution complex, so that details of our algorithms are clear. The complications for handling partitions are briefly discussed later.
The subdivision walking method is based on the concept of travelling through the state space in the direction of some point \(x_m\) contained in region \(X_r\), where \(r(x)\) is the solution to the point location problem. The technique is easily demonstrated with an example solution complex, Fig. 1a. We start from a pre-defined seeded point associated with a known region. Some point for successive regions until the region containing the point \(x\) is constructed between the seeded point and the point \(x_m\), as shown in Fig. 1a. We start in region \(X_2\) containing the seed, and determine the facets that intersects with this line. In this way, it can be deduced that our line crosses into region \(X_1\). Once inside \(X_1\), the procedure is repeated and so we move into \(X_4\) (Fig. 1b). We continue in this fashion for successive regions until the region containing the point of interest is found. It is evident that adjacency information, which defines the neighbours of each region, is required to implement the algorithm.

To formalise this, we define the following

**Definition** Two polyhedra \(X_i\) and \(X_j\) are neighbours if they share a common facet.

Let \(N_i\) be the set of indices of the neighbours of \(X_i\), and let one element of \(N_i\), \(N_i^j\), be the index of the neighbouring region corresponding to the \(j\)th bounding hyperplane. Since we store all the polytopes in halfspace representation, \(X_i \triangleq \{x|H_i x \leq K_i\}\), so that the \(j^{th}\) bounding hyperplane has the representation \(H_j^i x \leq K_j^i\), where \(H_j^i, K_j^i\) denote the \(j^{th}\) rows of \(H_i\) and \(K_i\).

Given a measured state \(x_m\) and a seeded point \(x_s\) in region \(X_s\), define the ray \(\rho = \{\lambda \nu + x_s|\lambda > 0, \nu = x_m - x_s\}\). Evaluating the crossing point of this ray with bounding hyperplane \(H_j^i x = K_j^i\), we have

\[
H_j^i (\lambda_j \nu + x_s) = K_j^i
\]

\[
\lambda_j = \frac{K_j^i - H_j^i x_s}{H_j^i \nu}, \quad H_j^i \nu > 0
\]

We proceed to calculate the crossing \(\lambda_j\) for each \(j \in \{1, \ldots, N_c^s\}\), where \(N_c^s\) is the total number of bounding hyperplanes of region \(X_s\). Clearly, since the controller partition is convex, the facet corresponding to the smallest positive \(\lambda_j\), \(F_m\) is the one that intersects with the ray \(\rho\). The region with the index \(N_c^m\) is therefore the region entered. Algorithm 1 summarises the procedure for point location search. If the minimum \(\lambda_j\) is not unique, it implies that the ray is crossing the intersection of two or more facets. In this situation, we arbitrarily select a region corresponding to either of the facets, then generate a point in the interior of that region and continue as before.

**Theorem III.1** Algorithm 1 returns the index \(r\) of the region \(X_r\) containing the point \(x_m\) after at most \(R\) iterations, where \(R\) is the total number of regions.

**Proof** Since the direction of search \(\nu = x_m - x_s\) is pre-defined, and at every iteration \(\lambda_j > 0\), every region is visited only once. There are only \(R\) regions in the subdivision, so \(m\) will be returned after at most \(R\) iterations. \(\Box\)

It is immediately obvious, that in order to employ subdivision walking, the adjacency information \(N_i\) must be calculated for each polytope in the partition. Adjacency computation is incorporated directly into most parametric solvers, and represents an insignificant computational overhead. Subdivision walking thus requires very little pre-computed data, and this is one of its major advantages.
Algorithm 1 Region Traversal

1: procedure REGION TRAVERSAL (x)
2: \( r \leftarrow s \) \quad \triangleright \text{Current region index}
3: \( x_r \leftarrow x_s \) \quad \triangleright \text{Point in current region}
4: \( \nu \leftarrow x - x_s \) \quad \triangleright \text{Direction of line}
5: while \( 1 \) do
6: if \( H_r x \leq K_r \) then return \( r \) \quad \triangleright \text{Region found}
7: else
8: for \( j = 1 \) to \( N^r \) do
9: \( \lambda_j = K^l_j - H^l_r x_r / H^l_r \nu, H^l_r \nu > 0 \)
10: end for
11: \( m \leftarrow \arg \min \{ \lambda_j > 0, j = 1, \ldots, N^r \} \)
12: \( r \leftarrow N^r_m \) \quad \triangleright \text{New region}
13: \( x_r = (\lambda_m + \varepsilon) \nu + x_r \) \quad \triangleright \text{New point, just inside the region.} \quad \varepsilon \text{ small,} \quad \varepsilon \geq 0 \)
14: end if
15: end while
16: end procedure

The choice of the seed point \( x_s \) clearly has an important effect on performance, and many different variations are possible. We could for example, have a seed point in each region. The online algorithm would first search for the closest seed as a nearest neighbours problem, which can be done in logarithmic time \([7]\). Alternatively, we can use the previous state measurement as the seed when solving the point location problem for the next state measurement. The rationale is that successive states tend to stay within regions that are close to each other, which would certainly be true after the state has been regulated within some terminal constraint set.

For the case of a partition, each facet can correspond to multiple neighbours. As a result, once the facet \( F_m \) is determined, we must further compute the neighbour that we are crossing into. Since experience shows that complexes occur in the majority of cases for quadratic programs, this would not represent an extra computational cost most of the time.

IV. WORST CASE COMPLEXITY

The difficulty with subdivision walking is putting an upper bound on the computation time. The worst case scenario is still linear in the total number of regions, but we shall present an algorithm that allows a bound to be calculated for a specific problem. In the following derivation, we will assume that only one seed point \( x_s \) is used.

Definition A set of polytopes \((X_{i_1}, \ldots, X_{i_m})\) is a path if \( X_{i_j} \) and \( X_{i_{j-1}} \) are adjacent for each \( 1 < j \leq m \). The length of such a path is \( m \), the distance between polytope \( X_i \) and \( X_j \) is the length of the shortest path connecting them. The diameter of a subdivision is the maximum path length occurring between any pair of polytopes in the subdivision.

Definition A path \((X_{i_1}, \ldots, X_{i_m})\) is called a linear path between \( x_s \) and \( X_{i_m} \) if there exists a ray \( \rho = \{\lambda \nu + x_s | \lambda > 0, x_s \in X_{i_1}\} \), such that \( \rho \cap X_{i_j} \cap X_{i_{j+1}} \neq \emptyset, \forall j = 1, \ldots, m - 1 \).

Definition Given a linear path \( I_{x_s} \rightarrow X_{i_m} \), define the associated target set \( T (I_{x_s} \rightarrow X_{i_m}) \subseteq X_{i_m} \) as the set of all points \( x_m \in X_{i_m} \), for which there exists a ray \( \rho = \{\lambda \nu + x_s | \lambda > 0, \nu = x_m - x_s, x_s \in X_{i_1}\} \), such that \( \rho \cap X_{i_j} \cap X_{i_{j+1}} \neq \emptyset, \forall j = 1, \ldots, m - 1 \).

That is, a linear path is a sequence of regions that a ray traverses to get from \( x_s \in X_{i_1} \) to some point in region \( X_{i_m} \). Notice that linear paths are not unique, there may be many different combinations of regions a ray can cross to get to \( X_{i_m} \). This concept is demonstrated for an arbitrary controller partition in Figs. 2a, 2b, 2c and 2d. To walk from \( x_s \) to \( X_{i_1} \) there are four different sequences of regions \((X_2, X_1, X_4, X_10), (X_2, X_1, X_5, X_4, X_10), (X_2, X_1, X_5, X_10), (X_2, X_6, X_1, X_5, X_{10})\). The associated target sets for each linear path are also highlighted.

In order to calculate the worst case computation time to search for a vector \( x_m \), we must enumerate all possible linear paths \( I_{x_s} \rightarrow X_i \), \( \forall i \in \{1, \ldots, N_R\} \). The linear path with the largest number of elements therefore corresponds to the upper bound we wish to compute. This may seem like a tremendous task, but in fact it can be simplified greatly through the generation of a crossing tree. Algorithm 2 summarises this procedure, and we can prove the following results.

Theorem IV.1 Every route from the root node \( \Pi_s \) of a crossing tree down to any node \( \Pi_i \) traces out a linear path between \( x_s \) and \( X_i \).

Proof Each node \( \Pi_i \) is added based on whether the route from the root node \( \Pi_s \) down to \( \Pi_i \) traces out a sequence of regions that corresponds to a linear path between \( x_s \) and \( X_i \). If this is not the case: equivalently if the target set corresponding to this sequence of regions is not full dimensional, then the node is not considered. Every such route must therefore represent a linear path. \( \square \)

Theorem IV.2 The crossing tree contains every possible linear path from \( x_s \) to any region in our complex.

Proof Suppose that this is not the case. This implies that we can find a linear path \((X_{i_1}, \ldots, X_{i_m})\) which cannot be traced out with a route from the root node. Assume, without loss of generality that it is the last node, \( \Pi_{i_m} \) that is missing. This implies \( \Pi_{i_{m-1}} \) must be missing, since if \( \Pi_{i_{m-1}} \) exists and by definition \( \Pi_{i_{m-1}} \) is a neighbour, then \( \Pi_{i_{m}} \) would have been added to the tree. By induction then, \( \Pi_{i_{m-2}} \) is missing, and so on until we deduce that even the starting node \( \Pi_{i_1} = \Pi_s \) was not added. This is clearly a contradiction. \( \square \)

To better appreciate the workings of Algorithm 2, we develop a simple example. Before we begin we will require that each node \( \Pi_i \) in our crossing tree consists of the index \( i \) of the region \( X_i \) that the node corresponds to, as well as pointers to each of its descendants. Referring once more to Fig. 2a,
we shall start tree generation in region $X_2$ (root node), since it contains our seed $x_s$. First we list all the neighbours of $X_2 = \{X_6, X_1, X_3, X_7, X_2\}$. For each of the neighbours $N_2^j$ we ask whether the linear path $(X_2, X_2^j)$ exists.

Clearly, since $X_2$ contains the seed, we can always cross to every neighbour with a ray, so we add each of $\{\Pi_6, \Pi_1, \Pi_3, \Pi_8, \Pi_7\}$ as a descendant node of the crossing tree, passing to them the associated linear path $(X_2, X_2^j)$. Now we repeat the procedure for each of the descendant nodes. Consider the node $\Pi_6$ corresponding to $X_6$. For each of the elements of $N_6$ we ask whether $(X_2, X_6, X_2^6)$ is a linear path. In this case it turns out by inspection, that all four sequences $(X_2, X_6, X_7), (X_6, X_6, X_12), (X_2, X_6, X_7)$ and $(X_2, X_6, X_1)$ can be intersected by a single ray from $x_s$. As a result, all of the neighbours of $X_6$ are added as children of $\Pi_6$. We pass down the appropriate linear paths to each of these children, and continue generating our tree recursively. Suppose instead we take $\Pi_1$ at the second level. For each element of $N_1$, we therefore ask whether $(X_2, X_1, X_2^1)$ is a linear path. Clearly $(X_2, X_1), (X_2, X_1, X_3), (X_2, X_1, X_5)$, satisfy the criteria, but $(X_2, X_1, X_6)$ does not since it is impossible to draw a ray starting from $x_s$, going to a point in $X_6$, that passes through all three regions in order. Region $X_6$ will therefore not be added as a descendant of the second level node $\Pi_1$. The full crossing tree for the complex in Figs. 2a, 2b, 2c and 2d is shown in Fig. 3.

The final question we must therefore address, is how to determine whether a particular sequence of neighbouring regions forms a linear path from $x_s$. In Algorithm 2 we solve the equivalent problem of constructing the target set corresponding to the linear path, and then testing whether it is full dimensional. Suppose we are given a possible $\mathcal{I}_{x_s \rightarrow X_{im}}$ to check. The task is to compute the subset of $X_{im}$ that can be reached by a straight line from $x_s$ crossing all the facets that separate successive regions in $\mathcal{I}_{x_s \rightarrow X_{im}}$. For the example of Fig. 2a, we need to find the set of points that can be reached by a straight line that intersects the facet separating regions $X_2$ and $X_1$, the facet separating regions $X_1$ and $X_3$ as well as the facet separating regions $X_4$ and $X_1$.

If $X_1$ is the $j^{th}$ neighbour of $X_2$ so that $N_j^2 = 1$, then the facet that forms the intersection of $X_1$ and $X_2$ is given by

$$F_{21} \triangleq \left\{ x | H_2^1 x = K_2^1, H_2 \setminus \{j\} x \leq K_2 \setminus \{j\} \right\}$$

(6)

Notice however, that if $X_2$ is the $i^{th}$ neighbour of $X_1$ we could equivalently have

$$F_{12} \triangleq \left\{ x | H_1^i x = K_1^i, H_1 \setminus \{i\} x \leq K_1 \setminus \{i\} \right\}$$

(7)

These are both valid representations, but we will always choose $F_{ai}$, if we aim to traverse from region $X_a$ into region $X_b$. Sticking to this convention will ensure that the dot product between the normal of the hyperplane describing the facet, $H_a^j$ (if $X_a$ is the $j^{th}$ neighbour of $X_2$) and the vector direction of traversal $\nu$ is always positive if the target set exists. This property will be important later.

For ease of notation, denote these facets by $F_i, i \in \{1, \ldots, N_f\}$, where $F_i$ are chosen according to the above convention.

$$F_i = \{ x | a_i^T x = b_i, F_i x \leq y_i \}$$

(8)

**Theorem IV.3** Define

$$Y_i = \begin{pmatrix} (F_i x_s) a_i^T F_i (b_i - a_i^T x_s) - y_i a_i^T \end{pmatrix}$$

(9)

Then the target set is equivalent to the following polyhedron,

$$T (\mathcal{I}_{x_s \rightarrow X_{im}}) \triangleq \left\{ x | \begin{bmatrix} H_{im}^T & 0 \\ Y_1 & \vdots \\ \vdots & \vdots \end{bmatrix} x \leq \begin{bmatrix} K_{im}^T \\ Y_1 x_s \\ \vdots \\ Y_{N_f} x_s \end{bmatrix} \right\}$$

(10)

If this polyhedron is full dimensional, then the linear path $\mathcal{I}_{x_s \rightarrow X_{im}}$ is valid.

**Proof** The target set can be written as follows,

$$T (\mathcal{I}_{x_s \rightarrow X_{im}}) \triangleq \{ x | \exists \{ \nu, \lambda_1, \ldots, \lambda_{N_f} \},$$

$$(x_s + \lambda_i \nu) \in F_i \forall i \in \{1, \ldots, N_f\},$$

$$\nu = x - x_s, x \in X_{im} \}$$

(11)
Algorithm 2 Crossing Tree Generation

1: procedure CROSS_TREE(I, p) $\triangleright p$ is the index of the parent node
2: $N_{m \setminus p} \leftarrow N_{m \setminus I}$ \hspace{1cm} $\triangleright$ Remove the current linear path from neighbours
3: current_region $\leftarrow m$
4: $k \leftarrow 1$
5: for $j = 1$ to $|N_{m \setminus p}|$ do
6: $T_j = T(I_{m \setminus I}, N_{m \setminus p}^j) \leftarrow$ get_targetset(I, $N_{m \setminus p}^j$) \hspace{1cm} $\triangleright$ Construct target set: method explained later
7: if $(T_j)$ is full dimensional then
8: child_node $\leftarrow$ CROSS_TREE(I, $N_{m \setminus p}^j$, m) \hspace{1cm} $\triangleright$ Recursion
9: $k \leftarrow k + 1$
10: end if
11: return node \hspace{1cm} $\triangleright$ node consists of ‘current_region’ and ‘child_node’
12: end procedure

Fig. 2: Linear path and Target set
Take the $i^{th}$ facet we need to cross, $\mathcal{F}_i$. Then $(x_s + \lambda_i \nu) \in \mathcal{F}_i$ implies,
\[
\begin{align*}
a_i^T (x_s + \lambda_i \nu) &= b_i, \quad F_i (x_s + \lambda_i \nu) \leq y_i \\
a_i^T x_s + \lambda_i a_i^T \nu &= b_i \quad \Rightarrow \quad \lambda_i = (b_i - a_i^T x_s) / a_i^T \nu
\end{align*}
\] (12)
(13)

Now we can eliminate $\lambda_i$, under the assumption that $a_i^T \nu$ is positive if the target set exists,
\[
\begin{align*}
F_i (x_s + ((b_i - a_i^T x_s) / a_i^T \nu) \nu) &\leq y_i \quad \Rightarrow \\
\left( (F_i x_s) a_i^T \nu + F_i (b_i - a_i^T x_s) \nu \leq y_i a_i^T \nu, \quad a_i^T \nu \geq 0 \right) \quad (14)
\end{align*}
\]
(15)
(16)

Using the definition (9),
\[
\begin{align*}
\mathcal{T} (I_{x_s} \rightarrow X_{i_m}) &\triangleq \{ x \exists \nu, Y_{1} \nu \leq 0, Y_{2} \nu \leq 0, \ldots, \\
&\quad Y_{N_{j}} \nu \leq 0, \nu = x - x_s, x \in X_{i_m} \}
\end{align*}
\] (17)

With $\nu = x - x_s$,
\[
\begin{align*}
\mathcal{T} (I_{x_s} \rightarrow X_{i_m}) &\triangleq \{ x \exists \nu, Y_{1} x \leq Y_{1} x_s, Y_{2} x \leq Y_{2} x_s, \ldots, \\
&\quad Y_{N_{j}} x \leq Y_{N_{j}} x_s, H_{i_m} x \leq K_{i_m} \}
\end{align*}
\] (18)

Hence we have shown that the target set can be written in the form (10). From the definition of a linear path, there must exist a ray $\rho$, such that $\rho \cap X_{i_m} \neq \emptyset$. Hence a linear path is valid if and only if the interior of the target set relative to its affine hull is nonempty. A sufficient condition is therefore that the polyhedron defined above is full dimensional. □

We can test whether a polyhedron is full dimensional by computing its Chebyshev ball, which requires the solution to one linear program.

V. SIMULATION RESULTS

We apply the crossing tree method to evaluate the computational savings that subdivision walking achieves on two control problems. All of our simulations are done with the aid of the Multi-Parametric Toolbox for MATLAB [12]. The first is the standard two-dimensional double integrator model, with 513 regions in the explicit solution, as shown in Fig. 4. Defining the origin as the seed point, $x_s = [0, 0]^T$, the maximum crossing tree depth is 33, which means that only 33 regions will have to be searched in the worst case.

The second model is control of a linearized Cessna Citation Aircraft. This is a control problem with a five-dimensional state space, where the objective is to regulate the aircraft altitude. Details of the model and problem can be found in [13]. The closed form solution consists of 403 regions in five dimensions, and the crossing tree generated has a maximum depth of only 24.

VI. CONCLUSIONS

It is evident from our simulations that subdivision walking is an applicable, and highly advantageous method. Although it is still a heuristic, it is intuitive that the technique will offer computational savings for a variety of problems. Furthermore, unlike many point location solvers, subdivision walking requires almost no pre-computation. The only information required is the adjacencies of each region, and this can be easily incorporated into the multi-parametric solver itself. The major drawback is the necessity of generating a crossing tree in order to calculate the worst case online computation time, although this step is only performed if an exact bound is required. Tree generation is of course computationally expensive, but the problem is NP-hard and is therefore not likely to have better solutions.
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