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Abstract

The complexity of two-phase flow boiling on a tube bundle presents many challenges to the

understanding of the physical phenomena taking place. It is important to quantify these numerous

heat flow mechanisms in order to better describe the performance of tube bundles as a function

of the operational conditions. In the present study, the bundle boiling facility at the Laboratory

of Heat and Mass Transfer (LTCM) was modified to obtain high-speed videos to characterise the

two-phase regimes and some bubble dynamics of the boiling process. It was then used to measure

heat transfer on single tubes and in bundle boiling conditions. Pressure drop measurements were

also made during adiabatic and diabatic bundle conditions.

New enhanced boiling tubes from Wolverine Tube Inc. (Turbo-B5) and the Wieland-Werke

AG (Gewa-B5) were investigated using R134a and R236fa as test fluids. The tests were carried

out at saturation temperatures Tsat of 5oC and 15oC, mass flow rates from 4 to 35 kg/m2s

and heat fluxes from 15 to 70 kW/m2, typical of actual operating conditions. The flow pattern

investigation was conducted using visual observations from a borescope inserted in the middle

of the bundle. Measurements of the light attenuation of a laser beam through the intertube

two-phase flow and local pressure fluctuations with piezo-electric pressure transducers were also

taken to further help in characterising the complex flow. Pressure drop measurements and data

reduction procedures were revised and used to develop new, improved frictional pressure drop

prediction methods for adiabatic and diabatic two-phase conditions.

The physical phenomena governing the enhanced tube evaporation process and their effects

on the performance of tube bundles were investigated and insight gained. A new method based

on a theoretical analysis of thin film evaporation was used to propose a new correlating parame-

ter. A large new database of local heat transfer coefficients were obtained and then utilised to

generate improved prediction methods for pool boiling and bundle boiling, including a method

for predicting the onset of dryout.

Keywords: boiling mechanism, bundle boiling, flow pattern, heat transfer, pool boiling, pres-

sure drop, two-phase flow, visualisation and Wilson Plot
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Version abrégée

La complexité des écoulements diphasique en ébullition dans un faisceau de tubes présente de

nombreux défis pour la compréhension des phénomènes physiques. Il est important de quantifier

l’effet des flux de chaleur sur les nombreux mécanismes afin de mieux décrire les performances des

tubes en fonction des conditions opératoires. Pour cette étude, l’installation “Bundle boiling” au

Laboratoire de Transfert de Chaleur et de Masse (LTCM) a été utilisée pour mesurer le transfert

de chaleur par ébullition sur des tubes simples et disposés en faisceau. Des mesures de pertes de

charge ont également été réalisées pour des conditions adiabatiques et non adiabatiques.

Deux nouveaux tubes améliorés fabriqués par Wolverine Tube Inc. (Turbo-B5) et Wieland-

Werke AG (Gewa-B5), ont été étudiés en ébullition avec les fluides R134a et R236fa. Les tests

ont été effectuées à des conditions opératoire classiques: températures de saturation Tsat, débits

et flux de chaleur allant respectivement de 5 à 15 oC, de 4 à 35 kg/m2s et de 15 à 70 kW/m2.

Une étude visuelle des differents écoulements a été menée à l’aide d’un endoscope inséré dans

l’arrangement de tubes. Des mesures de l’atténuation de la lumière d’un faisceau laser à travers

l’écoulement diphasique et des mesures de fluctuation de la pression locale par capteur piézo-

électrique ont aussi été faites afin d’aider à la caractérisation de l’écoulements.

Les phénomènes physiques qui régissent l’évaporation sur les tubes améliorés et leurs effets sur

les performances du faisceau de tubes ont été étudiés. Une nouvelle méthode basée sur une analyse

théorique de l’évaporation en couche mince a été utilisée pour proposer un nouveau paramètre de

corrélation. Une nouvelle base de données de coefficients locaux de transfert de la chaleur a été

obtenue et ensuite utilisée pour concevoir de meilleures méthodes de prédiction pour l’ébullition

en vase et l’évaporation dans un faisceau de tubes, ainsi que pour prévoir la formation de zones

sèches. Les mesures de perte de charge et la réduction des données ont été révisées et utilisées

pour développer de nouvelles prédictions des pertes de charge en conditions adiabatiques et non

adiabatiques.

Mots-clés: ébullition améliorée, ébullition en faisceau de tubes, ébullition en vase, écoulement

diphasique, mécanisme de l’ébullition, méthode de Wilson, modèle d’écoulement, perte de charge

et transfert de chaleur
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φ Angle, [rad] / Near-wall film conduction variable, [ kg
m2sK ]

π Dimensionless group

� Specific gas constant, [ J
kgK ]

ρ Density, [ kg
m3 ]

σ Surface tension, [Ns
m ] / Standard deviation

τ Mean wall shear stress, [Pa]
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Chapter 1

Introduction

1.1 Background

Energy is one of the most valuable resources on the planet earth. Research on how to improve

the use of energy and energy conversion has become important in diverse fields of application. In

the future, the wise use of energy resources will be crucial for a sustainable existence and thus

research in the field of energy intensive systems is invaluable.

Boiling heat transfer enhancement is one of the major issues in modern thermal technologies.

Heat transfer enhancement is applied in, amongst other industries, refrigeration, chemical engi-

neering, air conditioning and heat pipes (Thome, 1990). The economic aspects of heat transfer

enhancement are not only related to the size and mass of heat exchangers but also their oper-

ating costs. By optimising thermal performance with respect to the driving energy, primarily to

overcome the pressure drops, heat transfer strategies become more economical to operate. Cur-

rently, research effort is therefore aimed at developing new enhancement geometries, obtaining

valuable test data with the refrigerants and process fluids of interest and development of new

local thermal-fluid design methods.

In a wider context, new refrigerants have been introduced as a result of directives imposed

by environmental concerns to minimise the damaging effects of refrigerants on the ozone layer

or to limit the greenhouse effect. The protection of the stratospheric ozone layer began in 1985

with the negotiation of the Vienna Convention. The details of this convention are contained in

the Montreal Protocol (UNEP, 2000), which became effective in 1989 and made provision for

the regular review of control measures based on information from the scientific, environmental,

technical and economic sectors. The tropospheric abundances of most ozone-depleting substances

(ODS), as well as stratospheric chlorine, are currently stable or decreasing due to actions taken
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1. INTRODUCTION

under the Montreal Protocol (Figure 1.1). Due to the time it takes for surface emissions to reach

the stratosphere there is a time lag in the decrease of stratospheric concentrations (GAW, 2006).

Based on these facts, it was stated that “The Montreal Protocol is working, and the ozone-layer

depletion from the Protocol‘s controlled substances is expected to begin to ameliorate within the

next decade or so.”

Figure 1.1: Results presented on the state of ozone-depleting substances in the atmosphere with
predictions of future levels (GAW, 2006)

The Kyoto Protocol is another international treaty, which calls for the reduction of greenhouse

gasses that result in global warming. In 2001 the United States of America, responsible for a

quarter of the global CO2 emissions, announced that it would abandon the Kyoto Protocol.

Nevertheless, the treaty came into effect in 2005 after ratification by more than 125 nations and

as of July 2010, 191 states have signed and ratified the protocol. The protocol sets binding targets

for industrialized countries and the European community for reducing greenhouse gas emissions.

However, most of the signature nations have not moved fast enough to fulfill their lofty pledges.

Significant advances in energy hungry industries, such as refrigeration, are needed to achieve such

goals.
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1.2 Justification for the study

1.2 Justification for the study

The complexity of fluid flows over the shell side of tube bundles and the development of new

refrigerating fluids and fluid-tube enhancement combinations require further in-depth research by

the scientific community. The experimental approach remains the main tool of investigation in

the multi-phase field to characterise the complex interactions taking place and thereby improving

the design process and system efficiencies.

Due to the phasing out of these ODS refrigerants and the introduction of new enhanced

boiling tubes, a whole new set of experiments are required to develop a new thermal database

and to investigate heat transfer enhancing mechanisms. The challenge is to develop unified and

accurate heat transfer models which will hopefully be of general application, even for new fluids.

A method of determining the flow pattern and additional information on two-phase flows and

transition boundaries are necessary for improving such models.

The test facility at the Heat and Mass Transfer Laboratory (LTCM), is well equipped and

allows for numerous local boiling data to be obtained. In a previous study on bundle boiling in

the LTCM laboratory, Robinson and Thome (2003) proposed a local boiling heat transfer model

based on void fraction from their data. They were not able to obtain local flow pattern data and

therefore were not able to relate their model to observed physical phenomena. The study that

followed by Agostini in 2008, also in the LTCM laboratory, focused on implementation of several

flow pattern identification methods at locations inside the bundle for plain tube surfaces.

1.3 Objectives of study

The questions emerging from the work of Agostini (2008), pertaining to the flow patterns inside

the bundle and the instrumentation setup that he pioneered, were further investigated and devel-

oped here. The current study evaluated the latest generation of enhanced micro-structure boiling

tubes provided by two leading global manufacturers. In this study a novel experimental approach

was followed to validate new measurement methods and then to apply them to these enhanced

boiling tubes.

The objectives of this study were:

• To investigate boiling on two enhanced tubes (Wolverine Turbo-B5 and Wieland Gewa-B5)

with two different refrigerants (R134a and R236fa).

3
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• To improve the visualisation of the flow in order to provide quantitative data to better

characterise the two-phase phenomena.

• Measurement of two-phase pressure drops over the enhanced tubes with each refrigerant.

The adiabatic data would serve as a starting point for the prediction methods for the

diabatic pressure drop.

• Measurement of local heat transfer coefficients for both tubes and refrigerants. Combined

with a good visualisation technique and the existing database for plain tubes the new

enhanced tube data will lead to an important and informative database that can be used

to further improve the understanding of mechanisms active inside tube bundles during

evaporation.

• Theoretical analysis of the thin film evaporation process to further our understanding of

the contribution of this process to the enhancement of heat transfer.

• The development of new heat transfer and pressure drop methods based on the database

and observations made of the two-phase flow structure and the results of the theoretical

analysis.

• Identification and prediction of the onset of dryout in the tube bundle, with its substantial

fall in heat transfer.

1.4 Structure of this thesis

The thesis is comprised of nine chapters. Chapter 2 is an update of available scientific literature

relevant to this study. This chapter includes reviews of studies done in the past that highlight

important thermal aspects and thereby clarify the rationale and direction of this study. In Chapter

3 the experimental apparatus and methods are presented in detail. Thereafter, a discussion of

results commences with flow pattern and flow structure related results in Chapter 4, followed by

pressure drop and heat transfer results in Chapters 5 and 6, respectively. Chapter 7 discusses the

theoretical analysis of evaporation of a thin film and defines a new correlating relationship for

boiling heat transfer. The new prediction methods are presented in Chapter 8 before concluding

remarks in Chapter 9.
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Chapter 2

Literature study

2.1 Introduction

The basic understanding of heat transfer and pressure drop with the aim to develop prediction

methods related to physical effects, begins with a thorough investigation of the hydrodynamics

of the phases involved and their interaction with the fixed structure of the tube bundle.

There is a general lack of understanding of the two-phase flow patterns for flows over tube

bundles and how they affect heat transfer in tube bundles. Various measurement methods have

been implemented in the past to help clarify the complex flow patterns. This chapter provides

a brief review of some previous investigations and then develops a set of visualisation and mea-

surement tools to use in a tube bundle to quantify the flow patterns, and then investigate their

relationship to void fraction, pressure drop and heat transfer.

The remainder of this chapter is dedicated to presenting the milestones in bundle boiling

investigation over the past years. A review of boiling mechanisms commonly associated with

enhanced tubes is given to provide the fundamentals for the new prediction methods developed

later in the study.

2.2 Flow patterns and transitions for two-phase flow in

bundles

2.2.1 Flow pattern maps in bundles

Early studies relied purely on visual observations of flow patterns (mostly air and water as test

fluids) and more recently advanced instrumentation has been included. A pioneering study on

the different flow patterns observed in tube bundles was done by Diehl (1957). The National
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Engineering Laboratory (NEL) performed an extensive study on heat exchangers (NEL report,

1975) with Sutherland and Murray (1969) studying pressure drop and heat transfer. They pre-

sented a series of flow images but no classification of the flow patterns. Grant and Murray (1972)

reported bubbly, slug and spray flow in another test section for up and downward flows. The

air-water investigations conducted at NEL were summarised by Grant and Chisholm (1979).

Using air-water in an upward flow bundle, Kondo and Nakajima (1980) and Kondo (1984)

identified bubbly, froth and slug flows. They did not define a new flow map but confirmed the work

by Grant and Chisholm (1979). After studying flow pattern and tube vibration, Pettigrew et al.

(1989a,b,c) proposed a new flow map with the Martinelli parameter and gas phase dimensionless

velocity as the control parameters. They also compared their visual observations with the NEL

report (1975). As stated by Ulbrich and Mewes (1994), the three flow pattern maps proposed

by Grant and Murray (1972), Grant and Chisholm (1979) and Pettigrew et al. (1989a,b,c) are

practically identical and differ only in the coordinate system used. Lian et al. (1992) studied tube

bundle vibrations and observed bubbly, churn turbulent and dispersed droplet flow regimes.

Visual observation and statistical methods were used by Ulbrich and Mewes (1994) who pro-

posed a classification into bubbly, intermittent and dispersed flows on a flow pattern map with

liquid and vapour superficial velocities as the coordinate axes (Figure 2.1a). Visual observation

of vertical (upward, downward) and horizontal flow in a tube bundle was carried out by Xu et al.

(1998b,a) who identified bubbly, turbulent, churn and intermittent flows.

Noghrehkar et al. (1999) pointed out that the use of only visual observations as a flow regime

indicator could lead to false conclusions. They used the probability density function (PDF) of

local void fraction fluctuations as a flow regime indicator (Figure 2.1b). Applying the PDF

method, they identified flow patterns near the shell wall that differed from those in the bundle

core. For the staggered arrangement that they investigated, the bubbly-intermittent transition

occurred at higher gas flow rates compared to inline tubes.

Burnside et al. (2005) and Iwaki et al. (2005) found that flow regime identification was oriented

towards a characterisation of the velocity fields inside the bundle using particle image velocimetry.

They tested a very short bundle butted up against a plexiglass end plate in order to view the

flows.

Aprin et al. (2007) ran a series of void fraction measurement experiments in a tube bundle with

the following evaporating test fluids: n-pentane, iso-butane and propane. They found the diabatic

transitions much lower when compared to the adiabatic results of Noghrehkar et al. (1999) and

the intermittent regime much narrower. Similar to previous flow pattern maps the transitions
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Figure 2.1: Shell side flow pattern map by (a) Noghrehkar et al. (1999), Ulbrich and Mewes
(1994) and Aprin (2003) using additional flow pattern indicators and (b) by Xu et al. (1998b)
and Grant and Chisholm (1979) from visual observations
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2. LITERATURE STUDY

were found not to be a function of liquid superficial velocity for the lower liquid flow rates tested.

Their study showed that the physical properties of the fluid, such as the liquid and vapour density,

play a major role together with mass flux and heat flux. The analysis of flow pattern and bubble

diameter provided a possible measure to classify flow patterns. They found that the mean bubble

diameter was smaller than the minimum space between the tubes for void fractions lower than

0.35. When the bubbles reached a size corresponding to the minimum space between the tubes,

the flow became chaotic. Alternative passages of small and large vapour structures occurred that

corresponded to the two peaks of the intermittent regime in a probability density function of void

fraction. As the void fraction increased further the bubbles grew bigger and closer to each other.

The interfaces between the vapour slugs were broken and a continuous vapour phase, in which

liquid droplets could be involved, was generated. For this annular-dispersed flow, which appeared

for void fractions higher than 0.56, an average size of bubble ranging from 2.5 to 7 times the tube

clearance was observed. The effects of the obstacles and the tortuosity induce flow transitions

at lower void fractions. Due to the agitation and the dynamic effects of the two-phase flow in a

tube bundle, the width of the transition zone between the bubbly and the annular-dispersed flow

increased.

(a) (b)

Figure 2.2: Flow patterns in bundles as defined in the study of Aprin et al. (2007) for (a) bubbly
and (b) annular regimes
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2.2 Flow patterns and transitions for two-phase flow in bundles

Bubbly flow can be characterised by a vapour phase distributed as discrete bubbles in the

continuous liquid phase (Figure 2.2a). The bubbles are initiated from nucleation sites on the

tube walls in diabatic evaporation tests. Kondo and Nakajima (1980) and Ulbrich and Mewes

(1994) noted that bubbles are uniform in size with a characteristic diameter lower than the

intertube space. Aprin et al. (2007) defined annular-dispersed flow as a continuous gas phase in

which the liquid droplets are carried (Figure 2.2b). The vapour phase congregates into channels

between the tubes of the bundle and occupies a larger fraction of the flow area. The liquid phase

stays in the recirculation zone between the tubes, and displays an irregular movement with surface

waves around the tube walls. Intermittent flow is characterised by a combination of bubbly and

annular-dispersed flows.

Huang et al. (2008) used wavelet analysis on a 20 mm staggered tube bundle in cross-flow

for diabatic tests with R134a, and defined six energy levels based on their measurements. Dif-

ferential pressure measurements were analysed over five tube rows (135 mm). The distribution

of the energy levels differed for each flow regime and this was used to classify each flow regime.

However, they failed to provide a generically applicable classification of the flow regimes that

was independent of their measurement technique. The decomposition of signals into different

frequency bands and energy levels can potentially be applied to local measurements to track the

flow regime developments through the bundle at different positions.

Two recent papers review flow patterns in tube bundles, one by Khushnood et al. (2004)

who focused on vibrations in tube bundles and the other by Ribatski and Thome (2007) who

compared flow maps derived by subjective and objective methods. The focus of Ribatski and

Thome (2007) was on void fraction as one of the most important parameters inside tube bundles.

Their analysis unveils important discrepancies between the different methods, in particular when

visual observations are not backed up by more objective measurements of flow pattern.

2.2.2 Flow pattern measurement techniques

Flow pattern recognition is achieved by the analysis of various experimental parameters. Some of

the methods mentioned here have been applied to in-tube flow, yet a similar response is expected

from different flow patterns in tube bundles.

Reviews on flow measurement techniques have been provided by Rajković et al. (1996),

Noghrehkar et al. (1999) and Bertola (2003). The detailed study of Jones Jr. and Zuber (1975) on

chordal void fraction, measured with X-rays, and statistical analysis for two-phase flow including

PDF and power spectral density (PSD), lead to the classification of three major flow patterns
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2. LITERATURE STUDY

and an objective method of flow pattern identification. Their experiments were carried out in

an air-water facility under adiabatic conditions. They pointed out that considerable fundamen-

tal information regarding the structure of two-phase flow may be obtained from the statistical

behaviour of the void fraction. A series of papers by Akagawa et al. (1971a,b,c) preempted this

hypothesis. The use of PDF analysis allowed a clear distinction between bubbly and annular flows

with high count peaks at low and high void fractions respectively (Figure 2.3a and b). Slug-like,

or intermittent flows appeared as a combination of the two distributions with twin peaks, one

at a low void fraction and one at a high void fraction (Figure 2.3c). The Vince and Lahey Jr.

(1982) study was a detailed extension of the Jones Jr. and Zuber (1975) approach using statisti-

cal moments, whereas the Lowe and Rezkallah (1999) study used a capacitance sensor and found

flow pattern information comparable to that of Jones Jr. and Zuber (1975). Furthermore, their

analysis continued with the characterisation of transitions between flow regimes by PDF analysis

and visual observation.

Measurement
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Figure 2.3: Indicative PDF results of typical distributions found for (a) bubbly, (b) annular and
(c) slug-type flows
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2.3 Void fraction in tube bundles

Jain and Roy (1983) developed a challenging experimental technique by combining piezo-

electric pressure transducer measurements with a linearized dual-beam X-ray system for void

fraction measurements. The fluid was a single component boiling flow and not an air-water

mix. Importantly, the authors developed two redundant objective experimental techniques for

two-phase flow identification and carried out a detailed analysis of the obtained data.

Lin and Hanratty (1987) described how a pair of pressure transducers could be used to detect

the presence of slugs. They proposed that the differential pressure drop was more suited for

detecting flow patterns that are steady than those that are intermittent. Therefore, two local

strain gauge pressure transducers were used. They also employed cross-correlation analysis to

determine the propagation of the pressure wave.

The present study in this thesis is built on the findings from these investigations. Unsteady

intermittent flow behaviour was expected and therefore local piezo-electric pressure transducers

were installed at different locations in the bundle to track the flow development. Furthermore,

it was expected that the flow would either have a weak relation between these locations or it

would be chaotic (no relation). The present study attempted to utilize two independent flow

pattern detection methods by using the laser light attenuation technique in conjunction with the

piezo-electric transducers.

2.3 Void fraction in tube bundles

Void fractions in two-phase flows over tube bundles are far more difficult to measure than those

for internal channel flows and thus much less is known about this flow geometry. Mass velocities

of industrial interest also tend to be much lower than for internal flows. As a consequence,

for vertical two-phase flows across tube bundles the frictional pressure drop tends to be small

compared to the static head of the two-phase fluid. The void fraction thus becomes the most

important parameter for evaluating the two-phase pressure drop since it is directly related to the

local two-phase density of the shell-side flow. In particular, for thermosyphon evaporators, the

circulation rate depends directly on the two-phase pressure drop across the tube bundle and hence

the difference in void fraction is of primary importance. Furthermore, in flooded type evaporators

with close temperature approaches, such as in refrigeration and heat pump applications, the effect

of the two-phase pressure drop on the local saturation temperature may be crucial in evaluating

the temperature difference for incremental thermal design methods (i.e. step-wise calculation of

thermal performance).
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A distinction was made between the studies that used void fraction for flow pattern iden-

tification (discussed in Section 2.2.2) and those that measured void fraction for the purpose of

developing predictive methods. Although both are often linked, this section only refers to the

prediction methods (Table 2.1).

As pointed out by Ribatski and Thome (2007), several authors recorded void fraction values

significantly different from those predicted by the homogeneous flow model. In the case of ho-

mogeneous flow, the velocity ratio is equal to unity and the void fraction is easily predicted. For

tube bundle flow, and especially at low liquid velocities, the slip ratio can be much higher because

the vapour phase buoyancy dominates.

2.3.1 Void fraction prediction methods

The method of Ishihara et al. (1980) (equation 2.1) is based on the two-phase frictional multiplier

of the liquid (right hand side of equation 2.1) which is defined as a function of the Martinelli

parameter (equation 2.4). Cornwell et al. (1980) also proposed a void fraction method based on

the Martinelli parameter (equation 2.2), whereas Fair and Klip (1982) proposed a method based

on a different two-phase friction multiplier (equation 2.3):

1
1 − ε

= 1 +
8

Xtt
+

1
X2

tt

(2.1)

1
1 − ε

= 1 +
(

6
Xtt

)0.71

(2.2)

1
(1 − ε)2

= 1 +
20
Xtt

+
1

X2
tt

(2.3)

All equations are based on the following Martinelli parameter:

Xtt =
(

1 − x

x

)0.9(
ρv

ρl

)0.5(
μl

μv

)0.1

(2.4)

The prediction method of Schrage et al. (1988) used a function of liquid Froude number as a

multiplier in the homogeneous model. This model of Schrage et al. (1988) was one of the earliest

models that included the important effect of mass flux directly:

ε

εH
= 1 + 0.123

(
lnx

Fr0.191
l

)
(2.5)

with Frl =
G

ρl(gD)0.5
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2.4 Frictional pressure drop in tube bundles

Dowlati et al. (1996) proposed a void fraction model based on data from R113 flow at mass

velocities higher than 50 kg/m2s. The method is based on dimensionless gas phase superficial

velocity and two constants (C1 = 30 and C2 = 50):

ε = 1 − 1
(1 + C1j∗g + C2j∗g )0.5

(2.6)

with j∗g =
ρ0.5

g jg√
gD(ρl − ρg)

The Feenstra et al. (2000) method is based on dimensionless parameters that were identified

and used to fit to their database. The detailed equations for this method are given in the data

reduction in Section 3.7.1. Ribatski and Thome (2007) reviewed the models proposed in the

literature and found that the Feenstra et al. (2000) model is the most suitable void fraction

prediction method for tube bundles.

2.4 Frictional pressure drop in tube bundles

2.4.1 Friction factor

The Darcy friction factor as used for tube-side flow is:

f =
Δpf

density velocity2

2

Diameter

Length
(2.7)

For tube bundles the friction factor most commonly used is:

f =
Δpf

4G2

2ρ

NR
(2.8)

In this equation the velocity component is substituted by mass flux (G) and the dimensionless

length ratio is accommodated by the number of tubes (NR), roughly equal to height over tube

diameter.

2.4.2 Single phase pressure drop prediction methods

The pressure drop for single phase flow over tube bundles was formulated by Žukauskas and

Ulinskas (1983) to be:
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Δpf = EuNR
G2

2ρ
(2.9)

for 3 < Re ≤ 103

Eu

k1
= 0.795 +

0.247 103

Re
+

0.335 103

Re2
− 0.155 104

Re3
+

0.241 104

Re4

for 103 < Re < 2.106

Eu

k1
= 0.245 +

0.339 104

Re
− 0.984 107

Re2
+

0.132 1011

Re3
− 0.599 1013

Re4

where the geometric factor k1 is a function of the aspect ratio
(

a
b

)
. For a triangular equilateral

array,
(

a
b

)
=
(

2√
3

)
and k1 ≈ 1, the influence of this parameter can be neglected.

Gaddis and Gnielinski (1985) approached the problem by considering a superposition of lam-

inar and turbulent components in the ξ term (equation 2.10). N is assumed to be the number of

minor restrictions encountered by the fluid and is equal to NR in the present study’s geometry:

Δpf = ξiN
G2

2ρ
(2.10)

with ξi = ξi,lfzn,l︸ ︷︷ ︸
l

+ (ξi,tfz,t + fn,t)[1 − e(−
Re+200

1000 )]︸ ︷︷ ︸
t

P

P

P
Z

Figure 2.4: Tube bundle geometry for a unit cell

The correlations for the ξ terms were developed for generic tube bundle geometries. Since

different tube bundles are geometrically and fluid-dynamically dissimilar, the arrangement factors
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2.4 Frictional pressure drop in tube bundles

(f) are dependent on the geometry of the tube bundle. The relative transverse (a) and longitudinal

(b) spacings are used as classifiers. The parameters P , Pz, Pd are the transverse, longitudinal and

diagonal spacings divided by the tube diameter in order to obtain the non-dimensional parameters

a, b and c (Figure 2.4):

a =
P

Do
b =

Pz

Do
c =

Pd

Do

The equivalent hydraulic diameter of the tube bundle can be computed as follows for a unit

cell with the above geometry (outlined by the dashed line or an equilateral triangle):

Dh =
4 Ḟlow Area

Heated Perimeter
=
(

4ab

π
− 1
)

Do (2.11)

The following distinctions were made:

b ≥ 1
2
√

2a + 1
Staggered with narrowest cross section
perpendicular to the flow direction

b <
1
2
√

2a + 1
Staggered with narrowest cross section
along the diagonal

The pressure drop coefficient for the laminar term is expressed as:

ξi,l =
fa,l

Re
where Re =

GDo

μ2φ
(2.12)

The arrangement factor for the laminar term for a staggered tube layout with the narrowest cross

section along the diagonal is:

fa,l =
280π[(b0.5 − 0.6)2 + 0.75]

(4ab − π)a1.6

For the turbulent component:

ξi,t =
fa,t

Re0.25
(2.13)

and for a staggered arrangement with the narrowest cross section along the diagonal:

fa,t = 2.5 +
1.2

(a − 0.85)1.08
+ 0.4

(
b

a
− 1
)3

− 0.01
(a

b
− 1
)3

The coefficient fzn,l accounts for the effect of temperature dependency on the physical constant

and the number of tube rows for the laminar component. The turbulent term, fz,t accounts for the

temperature dependency. The parameter fn,t incorporates the effects of inlet and outlet pressure

drops in turbulent flows when the number of tube rows is small. The number of rows seems to

be relevant only in the case of non-isothermal flows when the factor will act for NR < 10.
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2.4.3 Two-phase pressure drop prediction methods

Ishihara et al. (1980) and Xu et al. (1998b) based their two-phase correlations on the Martinelli

parameter to represent the two-phase friction multiplier. The two-phase multiplier accounts for

the ratio between the two-phase pressure drop and the single phase liquid pressure drop:

Φf =
Δp2φ

Δpf
= 1 +

C

Xtt
+

1
X2

tt

(2.14)

For two-phase flow Ishihara et al. (1980) set the parameter C to a value of 8 (for the data

reduction, the single phase pressure drop Δpf was predicted by the method of Žukauskas and

Ulinskas (1983)). Instead of using a constant value of C, Xu et al. (1998b) proposed an empirical

equation for C based on the dimensionless superficial velocity and the vapour quality.

C = 24.45U−0.654
gs

(
x

1 − x

)0.336

(2.15)

Ugs =
Gx√

ρggDo(ρl − ρg)

The Consolini et al. (2008) method is based on the homogeneous pressure drop with a two-

phase multiplier. The homogeneous friction factor for tube bundles (ff = Eu/4) of Žukauskas

and Ulinskas (1983) can be computed in terms of the Euler number with two-phase properties

based on void fraction as follows:

ρ2φ = ρf (1 − ε) + ρgε and μ2φ = μf (1 − ε) + μgε (2.16)

The friction factor (f) and Reynolds number (Re) were defined as:

f2φ =
1
4

Δp2φ 2ρ2φ

G2NR
and Re =

GDo

μ2φ
(2.17)

Then the homogeneous friction factor is correlated to a two-phase friction factor f2φ, through a

multiplier λ:

λ =
f2φ

fH
(2.18)

where:

λ = Λ + (1 − Λ)(2x − 1)2 with Λ =
(

G

Gref

)−1.5

(2.19)

16



2.4 Frictional pressure drop in tube bundles

and Gref = 400 kg/m2s. At this point f2φ is evaluated and the two-phase frictional pressure

drop is calculated.

The Consolini et al. (2008) method is based on diabatic data for plain and enhanced tubes with

large quality variations throughout the bundle. The prediction was not tube specific, indicating

that there were only small differences in the friction factor for the two tube classes. No adiabatic

data were correlated to compare against. The Consolini et al. (2008) method was adapted by

Agostini (2008) through improvements in the λ multiplier (equation 2.20). This method is based

on adiabatic data for plain tubes and improves the representation of the actual trends in friction

factor:

λ =
f2φ

fH
= e

[
−
(

(x − C2)
0.3

)2

+ C1

]
(2.20)

with: C1 = −25.015Λ + 24.193

C2 = −1.168Λ + 1.4521

Λ =
(

G

Gref

)0.1

The comparison with diabatic data did not provide satisfactory results since the mean vapour

quality used in such evaluations does not represent the local conditions. A smaller discretisation

of vapour quality by assuming smaller sections of Δz could improve such a comparison.
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2.5 Boiling heat transfer

2.5 Boiling heat transfer

The size of equipment needed for a given heat load can be reduced if an already high nucleate

boiling heat flux can be further enhanced. Recent advances in enhancing nucleate boiling heat flux

have included the development of enhanced surfaces with high density interconnected artificial

cavities of the re-entrant type. The enhanced surfaces have led to an order of magnitude increase

in already high nucleate-boiling heat transfer coefficients (Thome, 1990, Dhir, 1998).

Prediction of boiling heat transfer has been studied thoroughly over the last half century

(Kolev, 1995, Pioro et al., 2004). When predicting heat transfer performance one has several op-

tions to chose from. Many processes, still too complicated for accurate modelling, are predicted

by simplified empirical correlations. As understanding increases, dimensionless groups, represent-

ing physical processes, have become part of these empirical correlations. Dhir (2006) classified

two types of studies: empirical and mechanistic. Moghaddam and Kiger (2009b) distinguished

three types of prediction methods for nucleate boiling: convection models, transient conduction

and composite mechanisms. Mechanistic models (discussed in Appendix C) that are based, as

far as possible, on modelling the processes exactly, are not yet general enough for the complex

surfaces. The pool boiling performance of any tube, smooth or enhanced, can not yet be well

predicted by a general boiling model (Poniewski and Thome, 2008).

The pool boiling performance is critical in understanding boiling heat transfer on a tube and

often also serves as the basis for the convective prediction methods. If an accurate, general pool

boiling prediction method can be devised, many existing methods for convection could implement

this directly. This section presents an overview of prediction methods for single tube pool boiling

and convective bundle boiling.

2.5.1 Empirical pool boiling correlations for smooth and enhanced tubes

Prediction methods have remained empirical to some extent, but an effort has always been made

to highlight the importance of physical properties or dimensionless groups that are well correlated

to the data.

For smooth surfaces, Rohsenow (1952) proposed a physical model of semi-empirical nature

based on intuitive arguments concerning the supposed physics of nucleate pool boiling (equa-

tion 2.21). Rohsenow (1952) suggested that heat transfer enhancement is due to local liquid

circulation at the surface caused by bubbles detaching from the surface. A mass flux was defined

based on vapour generation and a Reynolds number was defined with bubble detachment diame-

ter as characteristic dimension. A Jakob number, the ratio between latent heat and sensible heat,

21



2. LITERATURE STUDY

Reynolds number and Prandtl number were correlated by three empirical constants that were a

function of fluid and surface relations. Over the years many studies have used this relationship,

including some recent work by Jabardo et al. (2004) and Ribatski et al. (2008). All these studies

have added to the database of fluids and surface material used.

cplΔT

hlv
= Csf ·

(
q

hlvμl

[
σ

g(ρl − ρv

] 1
2
)m

· cplμl

kl

n
(2.21)

Stephan and Abdelsalam (1980) used dimensional analysis to define π-groups and a statisti-

cal regression method to identify the strongest π-group to correlate with their database. They

correlated separate equations for water, hydrocarbons, cryogenic fluids and refrigerants and all

combined (equation 2.22). The dimensionless groups were based on fluid and solid properties,

but no consideration was given to heater geometry (roughness), yielding:

Nu = 0.23π0.674
1 π0.297

2 π0.371
3 π−1.73

4 π0.35
5 (2.22)

The π-groups are arranged in order of their influence on the Nusselt number and given below:

π1 =
qd

klTsat
π2 =

ρv

ρl

π3 =
hlvd2

α2
l

π4 =
ρl − ρv

ρl

π5 =
α2

l ρl

σd

Cooper (1984) proposed a popular correlation for predicting nucleate pool boiling on smooth,

flat surfaces (equation 2.23). He also commented that cylindrical copper boiling surfaces had a

1.6 times higher heat transfer coefficient in comparison with a flat surface. No detailed analysis or

explanation was given for this factor. It can be assumed that it is due to sliding bubbles moving

around the surface of the tube adding convective, thin film evaporation and transient cooling

components to the heat flux that is transferred at the nucleation site. The wall conduction might

also play a role. Although the correlation accounts for surface roughness, it does not account for

surface wettability:

ho,pb = 55p [0.12−0.08686ln(Ra)]
r (−0.4343ln(pr))

−0.55
M−0.5q0.67

o (2.23)
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Gorenflo (1993) proposed a fluid specific correlation based on reduced pressure and surface

roughness, but related the correlation to the heat flux of a specific reference condition qo. The

main parameters for the correlation were heat flux and reduced pressure:

ho,pb = hoFPF

(
q

qo

)nf (
Ra

Rao

)0.133

(2.24)

with: FPF = 1.2p0.27
r + 2.5pr +

pr

1 − pr

nf = 0.9 − 0.3p0.3
r

Ribatski et al. (2008) used a correlation based on the Cooper (1984) principle but tailored

it for horizontal tubes. The main parameters were heat flux and reduced pressure, but the

correlation was also a function of surface roughness and molar mass with a material specific

leading coefficient. The value of B accounts for the wall material and was found to be 100 for

copper, 110 for brass and 85 for stainless steel:

ho,pb = B
(
q0.9−0.3p0.2

r

)
p0.45

r [−log(pr)]
−0.8

R0.2
a M−0.5 (2.25)

Recent experimental studies of nucleate pool boiling on plain and enhanced tubes were sum-

marised by Christians (2010). The study included data with R134a and R236fa for heat fluxes

from 20 to 80 kW/m2 . The prediction method derived by Christians (2010) from a database of

seven enhanced tubes is empirical and based on dimensionless groups that correlate well with the

LTCM data set for seven tubes. The enhanced tubes were significantly different from each other,

yet only one constant was used to correlate the geometric differences (Table 2.2):

ho,pb = 99976π−0.128
6 G1.658

t−s

(
kl

Do

)
(2.26)

π6 =
q2
o

hlvp2
sat

No effort was made to explain or quantify the geometric constant and due to the complex

interaction of geometry and heat transfer mechanisms this would be difficult without the exact

geometry of the tubes and substructures known. The π6 group was described as an effective rate

of bubble generation (which indicates the amount of liquid pumping intake that occurs into the

3D enhancement) and the heat flux dependence on the saturation pressure (also a type of flow

rate) (Christians, 2010).
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Table 2.2: Geometric factor Gt−s for each tube

Gt−s

Turbo-Bii (Roques, 2004) 0.118
Gewa-B (Roques, 2004) 0.1141
High Flux (Roques, 2004) 0.2024
Turbo-EDE2 (Habert, 2009) 0.1488
Gewa-B4 (Habert, 2009) 0.1777
Turbo-B5 (Christians, 2010) 0.1584
Gewa-B5 (Christians, 2010) 0.1597

It should be evident from the preceding excerpts that these correlations cannot be universally

applied and large deviations between actual data and predictions can occur when conditions for

which the correlations were developed are not duplicated. The general trend for smooth tubes is

an increase in the heat transfer coefficient with an increase in heat flux. Most studies indicate that

the dominant dependence is on heat flux, followed by properties such as the reduced pressure,

heater material, surface condition and surface tension. For enhanced tubes the heat transfer

coefficients often show a decreasing trend with an increase in heat flux and a greater enhancement

factor with respect to smooth tubes at lower heat fluxes. The enhancement advantage diminishes

as the heat flux approaches the critical heat flux (CHF) (Yilmaz and Palen, 1984). This indicates

a fundamental difference between smooth and enhanced surfaces. The π-group used by Christians

(2010) for enhanced tubes hints at the importance of liquid supply into enhanced structures. The

following section elaborates on these mechanisms.

2.5.2 Mechanisms of boiling

The studies in the second category of Dhir (2006) are those that focused on detailed investigations

of individual subprocesses in the hope that such studies could serve as a basis for the development

of mechanistic models. Such models then serve to predict boiling heat fluxes as a function of wall

superheat and other independent variables.

The enhanced boiling process is different from normal nucleate boiling in cavities on smooth

surfaces. The heat flux on enhanced surfaces has four paths by which it can leave the tube

(Thome, 1990):

• As latent heat in vapour formed inside the enhanced passageways;

• As latent heat in bubbles growing on the exterior or while they are emerging from the pores;
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2.5 Boiling heat transfer

• As sensible heat to liquid pumped through the re-entrant passageways; and

• As sensible heat to liquid on the external surface of the tube.

Each of these paths can be divided into mechanisms. Boiling mechanisms in pool boiling

have been well studied and over the years many attempts have been made at mechanistic models

(Nakayama et al., 1980a, Chien and Webb, 1998b, Ramaswamy et al., 2003, Das et al., 2006,

Moghaddam and Kiger, 2009b). All these models gave satisfactory predictions to the respective

data sets that they were developed for. Their shortcoming is that there is still no consensus on

which combination of mechanisms are present and on what area they act (Moghaddam and Kiger,

2009a). Accordingly, the areas attributed to each mechanism have been scaled differently by each

researcher to correct his model. The problem then snowballs in complexity when the geometry

of enhanced tubes enters into the mix.

To mechanistically model nucleate boiling, efforts have been devoted to inception, nucleation

site density, bubble dynamics (which includes departure diameter, bubble growth and departure

rate), interfacial instabilities, fractional area and duration of liquid-solid contacts and the asso-

ciated heat transfer processes (Dhir, 2001). There will inevitably be interactions among all the

mechanisms that remain difficult to quantify (Thome, 1990, Poniewski and Thome, 2008).

An important fundamental component of mechanistic models concerns bubble dynamics. An-

other component is the nucleation site density. For smooth tubes the nucleation sites are active

and a function of the superheat, surface material and fluid with complex interactions. A smooth

surface is essentially open to the influx of colder fluid and a distinct cycle develops for bubbles

including waiting, growth and departure periods. For enhanced tubes active sites have a different

meaning. On enhanced tubes the existence of nucleation sites are less important for the evapora-

tion process. The vapour will escape through a pore somewhere on the tube but the vapour could

have been generated in the tunnel by a combination of thin film evaporation, menisci evaporating

in the corners of microchannels and nucleate boiling.

The heat transfer processes, like the micro-layer and transient heat transfer, due to the bubble

cycle of waiting, growth and departure are integral parts of mechanistic models and link the

mechanistics of each state to heat flux. The role of natural convection in the areas unaffected

by boiling remains contested (Das et al., 2006) and does not represent the physics according to

Moghaddam and Kiger (2009b).

For tubular surfaces the external sliding bubble contribution is added. Nishikawa et al. (1984)

found that for water on flat plates inclined at different angles in partial nucleate boiling, the
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downward-facing surfaces had better heat transfer performance than those on an upward-facing

horizontal surface or a vertical surface. Cornwell (1990) studied the effect of sliding bubbles on

horizontal tubes and demonstrated that a thin liquid film between the wall and the vapour could

enhance the heat transfer. However, Cornwell and Schöller (1982) confined their studies to micro-

layer evaporation during sliding, neglecting the transient conduction due to sliding which can be

as important as the former (Haider and Webb, 1997). Including transient conduction around the

sliding bubbles in their model was the approach taken by Luke and Gorenflo (2000) and Das and

Roetzel (2004). Thus, any modelling of non-horizontal surfaces requires the incorporation of all

the mechanisms involved. One such attempt, for smooth tubes, was the model of Sateesh et al.

(2005).

For enhanced structures the thin liquid film, liquid menisci in the corners and the cycle of

vapour generation, release and liquid replenishment are identified as mechanisms (Nakayama

et al., 1980a). For enhanced tubes the common procedure is to quantify the sites where bubbles

emerge from the enhancement similar to smooth tube nucleation sites. This has no relation to

the nucleation inception that occurs on a smooth tube or possibly inside the enhancement. The

abundance of vapour in the tunnels will merely exit the enhancement at a pore site determined

by the fluid, pore size, internal pressure and other parameters.

The details for pool boiling mechanisms on flat plates, inclined surfaces and plain tubes will not

be discussed further and the following discussion will focus on enhanced tubes. Although some of

the mechanisms present on smooth tubes might also be present on enhanced tubes, the differences

between the two cases are countless and the plain surfaces do not have direct application in this

study. Where it is necessary to recall smooth tube mechanisms, the appropriate reference will be

made. The enhanced tube mechanistic studies are discussed in Appendix C.

The insight gained from an accurate mechanistic model for nucleate pool boiling might also

lead to an inclusion of convective effects for cases like bundle boiling. On enhanced tubes it might

lead to design and optimisation of tube geometries for material, fluid and heat flux combinations

that serve a client or application.
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2.5 Boiling heat transfer

2.5.3 Heat transfer in tube bundles

Some important bundle effects and prediction methods are highlighted next. For the sake of

brevity the experimental studies and prediction methods available are summarised in Table 2.3.

Details on these methods are thoroughly reviewed in Thome (1990), Browne and Bansal (1999),

Casciaro and Thome (2001) and Thome (2004).

Several studies have been done on boiling on a single tube with convection of fluid past the

tube (Wege and Jensen, 1984, Hwang and Yao, 1986, Cornwell and Einarsson, 1990, Webb and

Pais, 1992, Cornwell and Houston, 1994, Dhir, 1998). These studies are useful in the development

stages of new refrigerant systems and can be important in isolating and quantifying mechanisms

because the bundle effect is not yet included. For the enhanced tubes in the current study the

scope of testing was limited to single tube pool boiling and convective bundle boiling.

The main bundle effects are: flow induced convection, tube row effect, onset of dryout and

those related to flow pattern (bubbly, dispersed, annular and mist flow), heat flux effect in bundle,

vapour quality, mass flux, tube type, tube layout, refrigerant and the effects of oil. The main

focus of the present study was to investigate bundle boiling and possible bundle effects. Some

noteworthy effects for the purposes of this investigation are briefly elaborated on below.

The major classification of studies can be done by experimental method. Bundle boiling stud-

ies aim to obtain overall heat transfer coefficients or local heat transfer coefficients. Experiments

are done with electric heating or by a heating fluid inside the tubes. Another important distinc-

tion is whether the mass flux is measured and consequently, by means of energy balances, the

local vapour quality on the shell-side. From the large amount of data currently available, those

obtained with local measurements of heat transfer, mass flux and vapour quality are most useful

for comparison.

2.5.3.1 Bundle effects

Row effects Many researchers found an increase in the heat transfer coefficient on smooth

tubes as flow moved through the bundle, tube row for tube row (Cornwell et al., 1980, Rebrov

et al., 1989, Marto and Anderson, 1992). At low heat fluxes (1 to 10 kW/m2), the increase in the

row effect relative to a single tube is large because the nucleate boiling coefficient is still small

and convective heat transfer is important. At heat fluxes above 50 kW/m2 the bundle and single

tube curves coincide to forced convection in cross-flow over a single tube as described earlier,

because bubbles from nucleate boiling have become dominant. For enhanced tubes the row effect

was found to be weaker (Jensen et al., 1992).
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Contrary to these results, Jensen and Hsu (1988) found little or no increment in the heat

transfer coefficient with increasing tube row in their 27-row test bundle using forced flow, although

the coefficients are larger than those predicted by single tube correlations such as the one of

Cooper (1984). Since ho was found not to be a function of vapour quality in these well executed

tests, this study created considerable discussion (Robinson and Thome, 2003). However, critical

examination shows that uniformity in ho can apparently be attributed to the forced convection

effect. The bottom tube rows are subjected to a significant fluid velocity similar to a single tube

in cross-flow whilst in natural circulation tests, fluid velocities are very small at the lower tube

rows with coefficients nearly equal to single tube values. Their tests included mass velocities

considerably above present interest, such that convection was dominant throughout the bundle.

Tube layout Liu and Qiu (2002, 2004), Qiu and Liu (2004) and Liao and Liu (2007) ran a

series of compact bundle experiments with water and R11. They investigated the effects as pitch

to diameter ratios became small and restricted the gap between tubes. Smooth tubes showed

heat transfer enhancement in a compact bundle for all fluids compared to enhanced tubes that

showed no bundle enhancement. This suggested that the mechanisms created by the subsurface

structures are dominant in the enhanced boiling heat transfer process and not strongly affected

by the bundle layout. The smooth or open tubes also benefit from being very close together in

compact bundles because the superheated liquid layer is maintained (Liu and Qiu, 2002).

Bundle factor In this section heat flux, mass flux, vapour quality and tube type are discussed

by referring to the bundle factor, defined as:

KBB =
ho,BB

ho,pb
at the same heat flux (2.27)

A large study was conducted by Jensen et al. (1992) covering a wide variety of operating

conditions. For plain tubes, substantial bundle factors were observed which increased with local

vapour quality and mass velocity. This was more notable at low heat fluxes where the convection

contribution to the flow boiling coefficient was larger than at high heat fluxes. For the enhanced

tubes (Wolverine Turbo-B and High Flux ), neither showed a marked influence of mass velocity

nor vapour quality. The induced convection which was similar in magnitude for all three tubes

had more influence on the plain tube bundle.

Gupte and Webb (1995b) conducted experiments on an enhanced tube bundle with R11,

R123 and R134a in an equilateral triangular tube layout of Turbo-B and Gewa-SE tubes. They

28



2.5 Boiling heat transfer

concluded that the bundle performance was within -10% and +25% of corresponding single tube

nucleate pool boiling heat transfer coefficients and therefore no significant convective effects were

present. According to data by Memory et al. (1995), Turbo-B tube heat transfer in bundle boiling

was 1.10-1.47 times higher than pool boiling heat transfer. The High Flux tube, which had the

highest performance of all the tubes tested, showed no bundle boiling enhancement.

In the study of Roser et al. (1999) on low fin tubes with propane and pentane, the pentane

indicated high bundle boiling factors for low heat fluxes and lower bundle boiling factors for

higher heat fluxes. Pentane had considerable vapour quality effects. Propane, which has a higher

performance at six bar had lower bundle boiling factors and a weak vapour quality effect.

Burnside et al. (2005) ran high mass flux experiments on a square bundle with 19 mm electri-

cally heated tubes and observed heat transfer coefficients higher than pool boiling, and the heat

transfer coefficients linearly increased with vapour quality for heat fluxes below 40 kW/m2. For

heat fluxes above 40 kW/m2 the pool boiling performance was similar to the bundle.

Bundle factor results are dependent on accurate pool boiling heat transfer coefficients and pool

boiling results are known to be sensitive to the experimental facilities and methods of researches.

Furthermore, the uncertainty in the bundle boiling factor is rather large because the uncertainty

of both heat transfer coefficients are propagated into the factor. This means that variations of

20% might be meaningless (Gupte and Webb, 1995b). If we assume a reasonable bundle boiling

factor uncertainty of 30%, the main conclusions from such a data presentation are that low fin

tubes benefit the most from convection, followed by plain tubes, then enhanced tubes. The trend

in bundle boiling factor is clearly that a tube with inherently high heat transfer performance

(modern enhanced tubes and High Flux tubes) is less likely to show an effect on performance in

a bundle with convection.

To conclude, for enhanced boiling tubes the bundle factors are not significant as long as

dryout or sub-cooling are avoided. It is hypothesized that the prediction method for enhanced

tubes does not depend strongly on bundle convection effects or row effects but merely on the local

heat flux, fluid choice and any other secondary effects that would have an impact on nucleate

pool boiling performance. This can be attributed to the subsurface micro channels, re-entrant

cavities and pores that are responsible for maintaining a subsurface superheated liquid, cyclic

pumping of new liquid and thin liquid films with high heat transfer that are shielded from the

convective effects, which serve merely to supply liquid to maintain the underlying processes. If the

external convection affects these parameters notably then convective effects need to be included
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in a prediction method. In comparison, the smooth tubes and low fin tubes, with essentially open

structures, benefit from convection to produce enhancement (Kim et al., 2002).

2.5.3.2 Smooth tube bundle prediction methods

Smooth tube prediction methods are mentioned here because the external heat transfer on the

outside of enhanced tubes is similar to that on smooth tubes. Bubbles appear from a pore and

slide upwards over the tube. The major differences between smooth and enhanced tubes are the

amount of bubbles, the actual surface structure and the temperature difference.

Single phase The heat transfer for single phase forced convective flow across a tube bank is

governed primarily by the flow velocity, bundle geometry and fluid properties. The heat transfer

process can be described empirically by the Nusselt number, the flow velocity by the Reynolds

number, the physical properties by the Prandtl number and the bundle geometry by its tube

layout and dimensions:

Nu = cRemPrn Pr
Prw

0.25

(2.28)

The Reynolds number is based on the tube diameter and maximum velocity in the tube gap.

Žukauskas and Ulinskas (1983) have done extensive work on tube bundles, covering Reynolds

numbers from 2 to 2 000 000 for staggered and in-line tube banks and reported various case-

dependent values for c, m and n. In actual heat exchangers the flow is not ideal and bypass flows

can be significant. For more on these effects, one should refer to the Delaware method described

by Bell (1981) and also the comprehensive experimental studies completed by Matsushima et al.

(1986, 1987, 1988). For natural convection on horizontal tube bundles, Shklover and Gusev (1988)

reviewed the correlations available.

Bundle boiling methods Several mean bundle boiling methods have been proposed to predict

mean bundle heat transfer coefficient (Palen and Small, 1964, Palen and Yang, 1983, Rebrov et al.,

1989). An altogether more useful means of designing bundles accurately is with local heat transfer

prediction methods that can be used as a function of local mass flux, heat flux and vapour quality

conditions.

Hwang and Yao (1986) modified the Chen (1966) correlation for in-tube flow using a new

empirical expression for F (F = f(x,ρv,ρl)) and the Bennett et al. (1980) expression for the

boiling suppression factor S. Y is a dimensionless variable in their equation:
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2.5 Boiling heat transfer

ho = Sho,pb + Fhl (2.29)

S =
kl

FhlY

[
1 − e

(
FhlY

kl

)]

Y = 0.0205
D

Bo∗

However, visual observations of bubbly and frothy flow made by Cornwell et al. (1980) do not

show evidence of a suppression of nucleate boiling in a bundle or single tube in cross flow. Thus, it

can be concluded that the boiling suppression factor should be set equal to 1.0 for a tube bundle

and the complete effect of convection included in the model through the two-phase flow correction

factor F. Cornwell et al. (1986) assumed the convective and nucleate boiling contributions to be

additive without a boiling suppression factor as:

Nub =
hoD

kl
= cRemPrn + CRe0.67

b (2.30)

where the Žukauskas and Ulinskas (1983) parameters are used for c, m and n. The bundle

Reynolds number is determined based on the liquid velocity as:

Reb =
ρlulD

μl

The liquid velocity is determined from the following equations where Amin is the minimum

crossflow area between the tubes and ε is the void fraction given by Cornwell et al. (1980):

ul = uv(
ε

1 − ε
)(

ρv

ρl
)(

1 − x

x
)

uv =
Gx

ρvAminε

Based on their tests with R113, they found C = 150 for data at 20 kW/m2. Use of this

expression at other pressures or for other fluids requires a general expression for the nucleate

boiling contribution and comparison to more data.

Nakajima (1978) proposed that the bundle boiling coefficient is the summation of nucleate

boiling and thin film evaporation, the latter resulting from conduction through thin liquid films

created between the tubes and rising bubbles. Their general expression for the local heat transfer

coefficient was:
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ho = (1 − ε)ho,pb + εhtf (2.31)

htf = 2326 + 1512e

[(−0.5556
Uv

)1.5
]

However, no convective heat transfer contribution was considered. Also, at the limit when the

void fraction equaled 1.0, the model brakes down and predicts thin film evaporation to occur

when no liquid was present.

The most general form of the asymptotic model for the prediction of bundle boiling heat

transfer coefficients is:

ho = [(Sho,pb)n + (Fhl)n]
1
n (2.32)

Webb and Chien (1994a) presented a correlation of this type for convective boiling on plain

tube bundles. They utilised their own data for R113 and R123 and also data from two other

independent tests with R113. They correlated the data using both an asymptotic model approach

(with the boiling suppression factor set to 1.0 and the asymptotic exponent n = 3.0) and a Chen

(1966) in-tube flow boiling type of approach (with the boiling suppression factor S from the in-

tube model and n = 1). Neither model is satisfactory since they used single tube experimental

boiling curves for the nucleate boiling coefficients in their calculations rather than a single tube

nucleate boiling correlation.

The Thome and Robinson (2006) prediction method developed for plain tubes uses an asymp-

totic method for predicting the local bundle boiling heat transfer coefficient:

ho =
(
h2

o,pb + h2
o,cb

)1/2
(2.33)

where the first term is the nucleate boiling heat transfer coefficient and the second term is the

convective boiling heat transfer coefficient. The nucleate boiling term ho,pb is predicted using the

Cooper (1984) correlation. A film thickness δ was calculated using the void fraction model of

Feenstra et al. (2000) and then used to estimate the convective heat transfer coefficients for film

flow over the tubes in the bundle:

ho,cb = 4.032Re0.236
δ Pr0.4

l

(
kl

δ

)
(2.34)

Many studies present different heat transfer trends and dependencies on the basic parameters

such as heat flux, mass velocity, vapour quality and refrigerant. Shah (2007) highlights apparent

32



2.5 Boiling heat transfer

Do,tube Dd

Figure 2.5: Film thickness when liquid is redistributed based on the void fraction and a hexagonal
unit element

conflicts in the literature where different authors reported contrasting results. The method of Shah

(2007), based on an extensive database, provides a set of equations to define each flow regime.

Shah (2007) identified three possible regimes: intense boiling regime (heat transfer depends on

heat flux), convective boiling regime (heat transfer depends on heat flux and mass velocity) and

convective regime (heat transfer affected by mass velocity).

2.5.3.3 Enhanced tube prediction methods

Gupte and Webb (1995a) assumed and then experimentally validated that the boiling suppression

factor (S) equals one. Starting from a heat momentum transfer analogy, they presented a general

expression for the two-phase convection multiplier F (equation 2.35), dependent on the Prandtl

number and the two-phase friction multiplier defined by Ishihara et al. (1980). They concluded

that for enhanced tube banks the correlation for the F-factor and hl are not critical. They

validated their method against measurements from Cornwell and Scoones (1988) for R113 on

plain tube banks and their own measurements for R11, R123 and R134a on GEWA-SE, Turbo-B

and low fin (1024 fins/m) tube banks. For tubes with low nucleate boiling performance (plain

tubes) the accuracy of the F-factor dictated the accuracy of the prediction.

F =

[
Φ2

f (Prl + 1)
2

]0.327

(2.35)

A series of experiments by Kim et al. (2002) with refrigerant on smooth and enhanced tubes

suggested that heat flux has the strongest effect on heat transfer coefficient while mass flux and

vapour quality did not influence any trends over their experimental range for enhanced tubes.

They proposed a Chen type method, composed of the correlations by Žukauskas and Ulinskas
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2. LITERATURE STUDY

(1983) for hl, Gupte and Webb (1995a) for F and S = 1 for enhanced tubes. Φf is the two-phase

friction multiplier by Ishihara et al. (1980):

Additionally, they also correlated an asymptotic model to their data by setting S = 1 and

found that n = 1 gives the best prediction after backing out the F-factor using their own data:

F = 2.70

[
Φ2

f (Prl + 1)
2

]0.202

(2.36)

Thome and Robinson (2006) reported methods for predicting heat transfer on plain, low fin

and enhanced tubes based on a database with several refrigerants (R134a, R507A and R410A)

at low mass fluxes. Enhanced tube heat transfer coefficients were predicted using two multipliers

to the pool boiling heat transfer coefficient. A reduced pressure effect (Fp) and a void fraction

effect (Fε) were considered. The void fraction effect was based on the void fraction predicted

by the Feenstra et al. (2000) method and therefore includes mass flux. For enhanced tubes the

convection effects deduced had little effect on the bundle performance of Turbo-BII HP because

of its very high nucleate boiling coefficients when compared with the plain and low finned tube

bundles. They concluded that there was no strong effect of mass flux or vapour quality on the

heat transfer coefficient:

ho,BB = ho,pbFpFε (2.37)

Fp = 1.41 − 2.66pr

Fε = 1 − 2(0.4 − ε)2

In summary, there are various bundle boiling methods available but none have been successful

in predicting independent data not included in their development. The existing methods do not

necessarily reflect all the heat transfer mechanisms involved in bundle boiling. It was concluded

by Robinson and Thome (2003) that it was not a promising approach to apply the Chen (1966)

prediction method to bundle boiling without a complete rethinking of the heat transfer and flow

phenomena involved. Thus the present study will attempt to add more understanding to the

complex process of bundle boiling, with particular interest on enhanced boiling.
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Chapter 3

Experimental set-up and methods

3.1 Introduction

The existing bundle boiling facility, as used in the study by Agostini (2008), was modified and

improved for this study. The flow pattern instrumentation and visualisation systems were im-

proved. The functionality of the facility was also improved by adding some computer control

and automation for increased productivity. This chapter gives a complete description of the fa-

cility and its instrumentation. General information about the original configuration is available

in Robinson and Thome (2003).

3.2 Test facility

The bundle boiling facility consisted of a hermetically sealed, single circulating loop for the

refrigerant and a second water loop that acts as a heat source for the boiling process in the test

section.

3.2.1 Refrigerant cycle

The existing Laboratory for heat and mass transfer (LTCM) test loop, developed by Robinson

and Thome (2003) and modified by Agostini (2008) was adapted to perform the tests conducted

in this study. A schematic diagram of the refrigerant loop is depicted in Figure 3.1 and an image

of the test stand is given in Figure 3.2.

A magnetically coupled oil free gear pump circulated the refrigerant while a computer con-

trolled the refrigerant mass flow rate. The flow passed through a pre-heater which controlled the

inlet vapour quality of the test section by means of an electric heat input with a maximum power
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3. EXPERIMENTAL SET-UP AND METHODS

of 25 kW . After the test section and before re-entering the pump, a condenser brought the fluid

to subcooled conditions by exchanging heat with a water-glycol mixture.

T T
P

PRE-HEATER

CONDENSER

RESERVOIR

FILTER

BY-PASS

2

1

3

CONTROLLED
PUMP

CORIOLIS MASS 
FLOW METER

TEST SECTION

2

1

3

Closed water circuit

Controlled chilling unit supply

Heating & cooling supply

Figure 3.1: Schematic of the refrigerant cycle with all major components

The test section was housed in a reinforced stainless steel box 107 mm wide, 268 mm high and

1 067 mm long. The stainless steel walls of the box had a thickness of 20 mm and was suitable for

testing up to 25 bar. The refrigerant entered at the bottom of the test section, being distributed

by a perforated tube and a flat perforated distribution plate. Within the test section was a bundle

of 20 copper tubes over which the refrigerant flow evaporated. The tube sheet was fixed and the

bundle was eight rows high in a staggered, equilateral triangle layout with a pitch of 22.22 mm.

The tube length over which the heat transfer occurred measured 1 027 mm. Two types of tube

were tested in this study and their respective dimensions are given in Table 6.10.
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3.2 Test facility

Figure 3.2: Bundle boiling test stand viewed from above

3.2.2 Water cycle

The water circuit (Figure 3.3) supplied the heat for evaporation. The water passed through the

test section where it was cooled by the evaporation on the outside of the tubes. Thereafter the

water passed through a series of heat exchangers to reheat it. The heat source was a gas boiler

with reservoir supplying heat to the test facility. The inlet temperature was computer controlled

by setting the flow rate of the heating fluid through the heat exchangers. The mass flow rate

of the water through the test section was also computer controlled by setting the appropriate

Reynolds number. The computer controlled flow rate and temperature was a part of the new

features added to the facility for the present project. The water circuits in the test section were

well instrumented to measure the temperature profile.

The tube bundle was subdivided into four groups of five tubes (Figure 3.4), with three tubes
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Controlled hot water

Heat exchanger
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Three-way valve

Figure 3.3: Schematic diagram of the water circuit with pump, heat exchangers, flow meters and
test section

on the bottom and two tubes on top, per group. Each group of five tubes represented one pass of

the water flow along the length of the test section. In the present configuration the two bottom

groups were connected to the water circuit producing a two pass water circuit consisting of five

tubes in each direction. The water flow was from the bottom group (inlet pass) to the second

group (outlet pass) of the test section. The two top groups were not connected to the water

circuit. The top and bottom sections created two zones that will be referred to as the diabatic

and adiabatic zones, respectively. During adiabatic testing the entire bundle is adiabatic but the

bottom section is still referred to as the diabatic section.

Within the two tube passes, there were stainless steel rods of 8 mm diameter centered in each

tube. A rectangular copper element was wrapped along the length of the rod in the annulus.

The rod increased the heat source water velocity and therefore also the water side heat transfer

coefficient. The spiral wrap on the outside of the rod mixed the water to aid in maintaining a

uniform water temperature distribution.

To enable measurement of local heat flux in the diabatic section the central tube column
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3.2 Test facility

C C

P

P

Figure 3.4: Cross-section layout indicating the components of the test section (not to scale)

Figure 3.5: Rod insert with helical wire and thermocouples (TC) that create the annulus inside
the enhanced tube for the single phase heated water flow

was instrumented with thermocouples along its length to provide local measurements of the

water temperature at three locations per pass, totalling six locations with two thermocouples per

location (Figure 3.5). One thermocouple faced upward and the other downward. In addition to

the thermocouples in the tube, each pass was equipped with an inlet and outlet thermocouple.
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3. EXPERIMENTAL SET-UP AND METHODS

3.2.3 Fluid properties

The refrigerants used for testing were R134a and R236fa (Table 3.1). R134a is widely used as

a refrigerant in refrigeration systems, heat pumps, air-conditioners, etc. and has been tested

extensively (although not with the present enhanced tubes). The chemical formula for R134a is

1,1,1,2-tetrafluoroethane: CH2FCF3. R134a was designated as a long term alternative for the

CFCs, R12 and R22. R134a has an Ozone Depletion Potential (ODP) of 0 and a Global Warming

Potential (GWP) of 1300 (U.S. Environmental Protection Agency, 2010). Notably, R134a is being

phased out of automobile cooling systems.

R236fa is commonly used in fire-extinguishers and it is the retrofit for R114 in low pressure

centrifugal chillers. Its has a distinctly different set of properties to R134a (Table 3.1) and for

this reason it was chosen as the second refrigerant in the study. The chemical formula for R236fa

is 1,1,1,3,3,3-hexafluoropropane: C3H2F6. R236fa is non-flammable and non-toxic but it has an

OPD of 0.05 and a modest GWP of 1700 (U.S. Environmental Protection Agency, 2010).

The liquid viscosity of the fluids vary significantly (50%) and the other fluid properties that

might effect enhanced boiling such as surface tension, latent heat of vaporisation and liquid

thermal conductivity vary by 10-20%.

Table 3.1: Properties of R134a and R236fa and their relative variation at Tsat=5oC

Property Unit R134a R236fa Relative to R134a [%]
ρl [kg/m3] 1278.1 1424.6 +11.5
ρv [kg/m3] 17.131 9.155 -46.6
cp [kJ/kg.K] 1.3552 1.2182 -10.1
hlv [kJ/kg] 194.74 156.99 -19.4
kl [mW/m.K] 89.81 79.31 -11.7
μl [μPa·s] 250.11 370.03 +47.9
σ [mN/m] 10.844 12.415 +14.5
M [kg/kmol] 102.03 152.04 +49.0
p [kPa] 349.66 131.64 -62.4
pcr [kPa] 4060 3196 -21.3

REFPROP 8.0 (NIST, 2007) was used for the refrigerant and water properties. The saturation

properties were based on temperature measurements and controls were done against the saturation

pressure.
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3.3 Data acquisition

3.3 Data acquisition

All measurements were recorded with a computer equipped with a National Instruments data ac-

quisition system. The system was split into two subsystems. Two acquisition cards were installed

in the computer, one for high frequency signal measurements (photo-diode and piezo-pressure

transducer) and the other one for low frequency response instrumentation such as thermocouples

and pressure transducers.

For the low frequency instrumentation, a PCI-6259 acquisition card was used. This card

provided 32 differential channels with analogue to digital resolution of 16 bits and a sampling

rate of 1 MS/s (Mega samples/second)(Multichannel). A SCXI-1000 chassis with four slots was

connected to this card. Each of the four slots had a 32 channel voltage measurement module

(SCXI-1102) for a total of 128 acquisition channels. Each channel of this system had a computer

programmable gain: 1 for 0 to 10 V signal (pressure transducer and mass flow meter) and 100

for low voltage signals (thermocouples). A 2 Hz low pass filter was automatically applied by

the hardware to each channel. Each of the SCXI-1102 modules was connected to a 32 channel

isothermal terminal block (TC-2095). The cold junction for every thermocouple was made in this

terminal block at the socket. The material of this socket was copper for both poles so that the

continuity of the two different specific materials of the thermocouple was broken at this point

inside the terminal block. The temperature of the 32 cold junctions was maintained uniform with

a metallic plate and was measured by the system via a Resistance Temperature Detector (RTD)

installed in the middle of the plate. Additionally, all the terminal blocks were placed in a closed

cabinet away from external thermal influences. In order to measure a test parameter of a channel,

100 acquisitions were made in 0.1 s and the mean of these 100 values was calculated during the

acquisition. The result was presented as the measured value of this channel. To obtain one steady

state data point, 50 measurements were recorded for each channel and averaged.

For the high frequency measurements, a PCI-6143 acquisition card was installed. This card

provided eight differential channels with an analogue to digital resolution of 16 bits, a sampling

rate of 250 kS/s per channel and an input range of ±5 V. A shielded I/O connector block (SCB-

68) was connected directly to the PCI-6143. The SCB-68 allowed different configurations of

connections according to the signal source type. The PCI-6143 was triggered by a digital signal

from the high speed camera and this initiated the recording at the set rate and for the set number

of samples. The digital trigger was used to synchronize the capture of data by the piezo and laser

systems with the video recording for later inspection.

45



3. EXPERIMENTAL SET-UP AND METHODS

3.3.1 High frequency instrumentation connection

A connection diagram for the SCB-68 is provided in Figure 3.6. The signal from the piezo-

electric pressure transducer was a ground referenced signal. It was connected to the building

system ground and was therefore already connected to a common ground point with respect

to the PCI card. The piezo-electric pressure transducer PCB-ICP-M105C02 was connected to

the SCB-68 through a signal conditioner PCB-480E09 with gain settings of 1, 10 and 100. The

frequency range was 15× 10−5 − 100 kHz in the case of gains of 1 or 10 and 15× 10−5 − 50 kHz

if the gain was 100. Each channel of the piezo-electric system was powered by a direct current

power supply PCB-488E09.

The negative signal from the photo-diode (S-25VL) was connected directly from the negative

signal input to the analog input ground which itself was connected to the ground of the data

acquisition card. If a return path was not provided the instrumentation amplifier bias current

stored up stray capacitances, resulting in uncontrollable drift and possible saturation of the

amplifier. An AD620 instrumentation amplifier was used to amplify (gain ≈ 6) the photo-diode

signal for the Data Acquisition system (DAQ). The differential output signal of the AD620 was

connected to the positive input of the DAQ and its reference signal, or return path, was tied to

the reference of the instrumentation amplifier.

SCB-68

+

+

-

-

AD620

+-

S-25VL

+-

480E09

ICP M105C02

488A09

PCI-6143PCPC

Camera
Trigger

Figure 3.6: PCI-6143 configuration with an example of piezo and photo-diode wiring
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3.4 Test section and instrumentation

3.4 Test section and instrumentation

The lower four rows were kept as the diabatic part of the test section. The improved flow pattern

instrumentation was installed in the adiabatic upper four rows of the test section.

In the diabatic zone of the test section thermocouples and pressure transducers (absolute and

differential) were responsible for the main measurements. Mass flow rate was measured in the

single phase, liquid flow region. In the adiabatic zone of the test section flow pattern measure-

ments were installed, indicated in Figure 3.4 as sections A-A, B-B and C-C. The flow pattern

measurement instrumentation that were linked together by synchronization signal were placed in

close proximity to each other (Figure 3.7) in an attempt to characterise the flow development.

Figure 3.7: The flow measurements taken at four locations at the entry to the adiabatic zone (P:
piezo-electric pressure transducer C: camera/borescope)

3.4.1 Fundamental measurements: Temperature, pressure and mass

flow

Thermocouples Type K thermocouples (NiCr/NiMnAl) were used to measure the tempera-

ture. They were calibrated in a thermal bath with RTDs as reference. Saturated test conditions

were used to monitor the calibration. The saturation pressure and temperature were always

within 0.1oC of the measured temperature when compared in the temperature scale.

Pressure transducers Keller absolute pressure transducers were employed for monitoring the

operating conditions. The operating ranges were from 0−10 bar and 0−40 bar, with accuracies of
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3. EXPERIMENTAL SET-UP AND METHODS

±0.4% of full scale (FS) and ±0.1% FS respectively, provided by the supplier. These transducers

were calibrated in the laboratory with a hydraulic dead weight balance. The deviation was always

smaller than the one specified by the manufacturer.

Endress and Hauser differential pressure transducers with working ranges of ±30 mbar and

±40 mbar were installed for pressure drop measurements. The accuracy of the two models used

were ±0.075% FS and ±0.1% FS, respectively. The instruments were calibrated in the laboratory

with an alcohol column manometer. The ±30 mbar pressure transducer was added for this study

and measured the pressure from the bottom of the bundle, at the same inlet height as all the

other pressure transducers, and the fourth row of tubes at a height of 79 mm above the inlet

point.

Flow meter Two Coriolis mass flow meters (one for the refrigerant and the other for the

heating water) were installed on the bundle boiling test facility with a range of 0−1.67 kg/s. The

uncertainty in the measurement was provided by the manufacturer using the equation: δṁ/ṁ ≤
±(0.15 + S/ṁ)%, where S = 8.3 10−3 kg/s was a constant depending on the mass flow meter.

3.4.2 Piezo-electric pressure transducer

Figures 3.8a and 3.8b are schematic representations of section A-A and B-B (Figure 3.4). A

detailed layout of section A-A is presented in Figure 3.9.

The tube to the right in Figure 3.8a was instrumented with a piezo-electric pressure transducer.

These components were installed at the same axial position as the laser system and high-speed

camera. The instrumentation in section B-B consisted of two piezo-electric pressure transducers

facing each other (Figure 3.8b).

The sensing element was made of quartz, housed in a stainless steel casing and functioned

in compression. The sensitive area measured 4.95 mm2, with a diameter of 2.51 mm. The

measurement range for an output voltage of ±5 V was 690 kPa. The sensitivity (−40/ + 20%)

was 7.3 mV/kPa. The sensor could resist pressures up to 1720 kPa with a resolution of 0.035 kPa

and a resonance frequency of ≥250 kHz. The accuracy was ≤ 1% FS.

3.4.3 Laser two-phase detection

In section C-C, two tubes were used to house the laser system that constitutes the laser-light

signal two-phase detector (Figure 3.10). The system was similar to that employed by Revellin

et al. (2006). A more detailed layout of the laser system in section C-C is presented in Figure 3.11.
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3.4 Test section and instrumentation

(a) Section A-A (OW: optical window, PT: piezo-

electric pressure transducer, C: camera)

(b) Section B-B (PT: piezo-electric pressure trans-

ducer)

Figure 3.8: Schematics of instrumentation in section A-A and B-B

The laser was mounted in the tube on the right-hand side. The laser beam was aligned along

the tube axis to reach a right angle prism at the midplane. The beam was then reflected by

90◦, passing through the optical window and exiting the tube where it encountered the two-phase

flow. The beam then passed through the optical window of the second tube and on to a miniature

photo-diode. The photo-diode converted the intensity of incident light into voltage, and a wiring

system brought the electrical signal outside the test section to the data acquisition system.

3.4.3.1 Laser side

A laser-diode with a wavelength of λ = 635 nm and a power output of 1 mW was installed. It

generated a circular beam profile with a diameter of 3 mm. The laser was driven by a DC power

supply of 6.5 V and 0.11 A. The prism was made of BK7 fused silica glass. Its size was 5.0 x

5.0 x 5.0 ± 0.2 mm. It was characterised by a surface quality of 40 − 20 scratch & dig, a surface

flatness of λ/4 at 633 nm and an angle tolerance of ±5 arcmin. The two catheti were uncoated

and the hypotenuse was coated with aluminium.
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CASING

BORESCOPE

COPPER TUBE

PIEZO PRESSURE
TRANSDUCER

REFRIGERANT FLOWREFRIGERANT FLOW
DIRECTIONDIRECTION

Figure 3.9: Layout of section A-A with camera system and piezo-electric pressure transducer
layout

3.4.3.2 Photo-diode side

The photo-diode was sensitive to a spectral range of λ = 350−1100 nm with a maximum sensitivity

at λ̃ = 920 nm. The S-25VL chip series photo-diode was used. The square radiant sensitive area

measures 25 mm2. The photo-diode used in this study was much larger than the 7.35 mm2 model

used in the previous study (Agostini, 2008) to avoid the laser light beam being deflected off the

photosensitive area by the flow, thereby giving a square wave characteristic to the signal.

3.4.4 High-speed camera

The high-speed camera used in this study was a Photron Ultima APX. The camera was capable

of frame rates up to 120 000 fps, it had a 10-bit 1024 x 1024 pixel CMOS sensor with 17 μm pixels

and adjustable shutter speeds of 16.7 ms to 4 μs. An optical element, with f = 35 mm, was used

to connect the borescope to the C-mount on the camera. The resolution of the images was 512

x 512 pixels. The length of video sequences, frame rate and exposure time were set according

to requirements with a maximum frame rate of 2000 fps and an exposure time of 1/4 000th of a
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3.4 Test section and instrumentation

Figure 3.10: Laser system layout in section C-C (OW: optical window, PH: photo-diode, P: prism,
L: laser source)

(a) Rear view of the photo-diode fitting (b) Front view of the photo-diode fitting

(c) Laser-prism assembly

Figure 3.11: Components making up the laser light attenuation measurement system

second. The video controller was used to send a synchronization signal that triggered the video

and high-speed data recording at exactly the same time. The synchronisation was tested up to

30 000 fps.
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3.4.5 Visualisation system: light source and optics

The center tube was designed with an optical window to allow access for the borescope with a

360◦ view around the perimeter. The 440 mm long borescope was connected to the high-speed

camera outside the test bundle. The video recordings were made with the camera facing the

pressure tap of the piezo-electric transducer in the adjacent tube and the refrigerant flowing in

between. Precisely synchronised sequences of video and piezo-electric data were recorded.

EFER endoscopy designed and manufactured the light source and borescope. The light source

was a 20 V, 300 W Zenon bulb which focused the light into the connection port of the fibre optical

link. The light from the source was guided internally by optical fibres to the tip of the borescope

without any connections to minimise losses. The flexible light guide fibre optic cable was 2000

mm long and 7 mm in diameter. The viewing angle of the borescope lens was set to 70◦ to avoid

direct reflections associated with a 90◦ viewing angle. The field of view was 90◦ from the lens

allowing an image of approximately 24 mm horizontally.

An optical window was used for the borescope and laser two-phase flow detector. The optical

window was made from a borosilicate glass tube (glass type 3.3) with an outer diameter Do =

19±0.20mm and wall thickness of 1.2±0.05 mm. The transmissivity at a wave length of λ = 635

nm was > 92%.

3.5 Summary of modifications

The improvements and changes made to the test facility during this study include:

• Making the refrigerant flow rate computer controlled.

• Removing the on-off control of the pre-heater elements and installing a rheostat over all

elements for steady operation to avoid step inputs.

• The water pump control was connected to the computer control system.

• Manual water inlet temperature control was replaced with a redesigned system of heat

exchangers and a computer controlled valve to maintain constant inlet temperature.

• A borescope with built-in light source was specified for the new visualisation system to

sacrifice only a single tube and allow diabatic observations.

• Additional piezo-electric pressure transducers were mounted to allow characterisation of

flow development in the bundle.
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Figure 3.12: Section C-C, laser system layout indicating two tubes housing the laser and photo-
diode

• Using the hardware to synchronise the video capture with all other flow pattern related

measurements.

• The laser two-phase detector was modified by enlarging the photo-diode and introducing

signal amplification to improve the signal detail.

• A differential pressure transducer was added to measure the pressure drop over the diabatic

section of the bundle.

3.6 Control methodology and experimental procedure

The objective of the experimental phase of this study was to obtain a complete database for

adiabatic and evaporating flows in tube bundles in as wide a variety of conditions as possible with

the test facility. A wide range of experimental conditions were investigated with two enhanced

tubes and two refrigerants at two saturation temperatures. Accurate measurements were made

of the two-phase pressure drop, local heat transfer coefficients, video-recordings of the two-phase

flow, and high frequency laser and pressure signals. These measurements were then used to

investigate and characterise the two-phase flow.
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There were a multitude of factors and settings which could be changed in the system which

would affect the working pressure, mass flux and test inlet quality. These were the three main areas

that must be controlled in this setup to successfully carry out valid and meaningful experiments.

However, altering any one factor could have an effect on more than one of the critical parameters.

The methodology for experimentation is stated in the following sections. Due to the complex

relationship between the multiple parameters that affect the main test criteria, automating the

system would not be a trivial procedure and hence this was not done.

Great care was taken to avoid and check for the presence of non-condensables in the refrigerant

cycle. To ensure that there were no leaks, the system was pressurised with nitrogen and controlled

for at least 24 hours. If no drop in pressure occurred, the system was accepted as leak-tight. The

system was then evacuated (with the use of a vacuum pump) until the internal pressure was not

much higher than absolute zero pressure (< 4 mbar). Two 200 mbar pressure transducers were

used to monitor the vacuum. The vacuum pump was run for a total of 24 hours whilst controlling

the pressure to ensure a clean cycle. At this stage refrigerant charging commenced.

3.6.1 Wilson plot

Experimentally, the procedure for the Wilson plot tests on a single tube was as follows:

1. The tube to be tested was connected to the water loop in a two-pass configuration. The

first pass and bottom tube was the only one used for measurements. The top two tubes in

the array were connected in a two-pass configuration to the laboratory’s cold group, which

supplied a mixture of water-glycol at a minimum temperature of -20oC. Condensation took

place on these two tubes to compensate for the evaporation on the tube being tested. All

the other tubes were removed.

2. The outlets of the test section were closed to create an isolated chamber, and the test section

was filled with liquid refrigerant. The liquid level was adjusted to submerge the lowest two

boiling tubes.

3. The temperature and flow rate of the water were adjusted to reach the desired heat flux,

while the temperature and flow rate of the water-glycol were changed to reach the desired

saturation temperature. Once the system stabilized, data acquisition could begin.

4. The water mass flow rate and inlet temperature were adjusted such that the water-side

Reynolds number changed, but the heat flux remained constant. This normally also entailed
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slight modifications to the water-glycol mass flow rate. This procedure was repeated for

different heat fluxes.

3.6.2 Pool boiling

During pool boiling experiments the heating water temperature and Reynolds number were com-

puter controlled. The water-glycol circuit flow rate was also controlled to condense the evaporated

fluid and to achieve a steady energy balance. For pool boiling the heat flux was varied within the

achievable range to produce a boiling curve. Limitations in pool boiling were determined by the

cooling power of the condensing tubes or the measurement accuracy at low heat fluxes.

3.6.3 Convective bundle boiling

During convective bundle boiling the mass flux of the refrigerant was computer controlled. The

heating water temperature and Reynolds number were also computer controlled to set the required

heat flux. The required power input needed from the pre-heater was calculated based on the

selected inlet vapour quality and subcooling at the pump. This was set manually with a rheostat.

The saturation pressure was generally set by heating or cooling the reservoir and thereby charging

or discharging refrigerant into the closed cycle. The condenser could also affect the saturation

pressure but was usually not used for this purpose due to the instability caused in the system.

The system limitations were determined by pre-heater power, pump capacity, dryout on the tubes

or dryout in the pre-heater.

3.7 Data reduction methods

3.7.1 Void fraction

Combining the continuity equations for the liquid and gas phases and accounting for the definition

of cross-sectional vapour quality and slip ratio, (S = ug/ul) the void fraction ε is obtained:

ε =
[
1 + S

ρg

ρl

(
1 − x

x

)]−1

(3.1)

By non-dimensional analysis, Feenstra et al. (2000) identified four dimensionless groups gov-

erning the velocity ratio. Equation 3.2 was obtained by fitting their experimental data as follows:

S = 1 + 25.7(Ri · Cap)1/2

(
D

P

)
(3.2)
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The basic length scale a is assumed to be the narrowest gap between two tubes and the pitch

velocity ug is evaluated with the flow area in the gap and it follows that:

Ri =
(ρl − ρg)2g a

G2
and Cap =

μlug

σ
with ug =

xG

ερg
(3.3)

where the Richardson number, Ri is a ratio between buoyancy force and inertial force and the

capillary number, Cap is a ratio between the viscous force and the surface tension force.

An iterative procedure is needed for the computation: a guessed value of the vapour velocity,

ug, is imposed and then the parameters defined through equation 3.2 and 3.3 are evaluated to

solve the slip ratio. The void fraction ε is solved by equation 3.1. Then a new value of the ug is

computed using the updated ε and:

ρ2φ = ρf (1 − ε) + ρgε and μ2φ = μf (1 − ε) + μgε (3.4)

3.7.2 Pressure drop

The two-phase flow pressure drop is comprised of three different components: static (gravita-

tional), momentum (or dynamic) and frictional. For an evaporating, vertical flow at low mass

velocities the static component is generally dominant. The momentum component accounts for

the change of momentum experienced by the flow during phase change. The static and momen-

tum components require a void fraction model to be accurately calculated. The pressure drop is

formulated as:

Δpt = Δps + Δpm + Δpf (3.5)

For a discretised domain, where z is the coordinate in the vertical direction, the gravitational

(equation 3.6) and momentum (equation 3.7) components can be backed out from the measured

test conditions and from the evaluation of the void fraction. The computation of the void fraction

makes use of the computed values of the vapour quality in the tube bundle. This is possible

through thermal balances over a vertical discretisation of the geometry of the tube bundle. The

discretisation of the tube bundle for the thermal balance and thus for the vapour quality and

void fraction is depicted in Figure 3.13 where thermal balances are based on the control volumes

indicated as A1 to A7 and identified with the coordinate z from i0 to i7:
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0mm

182mm

Figure 3.13: Void fraction, vapour quality and pressure drop discretisation schemes

Δps =
∑

i

[
ρl

(
1 − εi+1 + εi

2

)
+ ρg

(
εi+1 + εi

2

)]
gΔzi (3.6)

Δpm = G2

{[
(1 − x)2

ρl(1 − ε)
+

x2

ρgε

]
i+1

−
[

(1 − x)2

ρl(1 − ε)
+

x2

ρgε

]
i

}
(3.7)

These equations are valid for a constant area flow with all the fluid entering and leaving in

the same direction. The void fraction model is normally subject to the same conditions.

Once all the necessary quantities have been calculated to determine the gravitational and

momentum components, the frictional component is backed out from the measured total pressure

drop. The differential pressure drop is measured by three transducers with pressure taps running

into the side of the bundle and the mean value is used.

3.7.3 Heat transfer

A hot water circuit is used to supply the heating for evaporation. An enthalpy profile method is

applied to obtain a local heat flux. This is achieved by instrumenting the water circuit on the

inside of the evaporating tubes with pairs of thermocouples in the water annulus at fixed locations

coming through the inside of a small diameter stainless steel tube centered within the evaporating
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tube (Figure 3.5). A second order fit is made of the temperature profile, Twater = f(S), where S

is the curvilinear coordinate through the water circuit from which the local heat flux is computed

and employed to evaluate the local heat transfer coefficient on the outside of the tube.

According to the first law of thermodynamics for a constant pressure process:

δQ = ṁcp,waterδTwater (3.8)

Considering that

dAo = πDodS (3.9)

the local heat flux is obtained by:

qo =
δQ

δAo
=

ṁcp,water

πDo

dTwater

dS
(3.10)

The axial conduction along the tube is considered negligible. With the known temperature

profile, Twater, the heat flux at any position S and the outside temperature, Tsat, the local external

heat transfer coefficient can be expressed as:

ho =
qo

Twall,o − Tsat
(3.11)

The inside water temperature is measured and not the wall temperature. Therefore the heat

transfer coefficients are analysed through a thermal resistance model. The overall resistance is

the sum of the external, wall, and internal resistances. In a flooded evaporator, the external

convective resistance refers to the evaporating fluid, the internal convective resistance to the fluid

(water in the present case) that supplies the heat necessary for the phase change, and the wall

resistance is that of the physical metallic tube wall conduction.

Using the outside area over the enhancement Do as reference:

Twater − Tsat

qo
=

1
Uo

=
1
ho

+
1

Cihgni,i

Do

Di
+ Rw (3.12)

Rw =
Do

2kw
ln

(
Dor

Di

)
(3.13)

Uo represents the overall heat transfer coefficient with respect to the reference heat transfer

area (Ao). To compute the external heat transfer coefficient (h0), equation 3.12 is employed.

The internal heat transfer coefficient is estimated by the Gnielinski (1976) correlation, corrected

through a multiplier Ci determined using the Wilson plot method (Section 6.1).

58



3.8 Conclusion

A rigorous uncertainty analysis of heat transfer and pressure drop results is presented in

Appendix A.

3.8 Conclusion

The methods used for experimentation and in the data reduction have been discussed here to

maintain a clear and concise discussion in the results section. This chapter, together with the

literature study, serves as the reference for all information used during the discussion in the

following chapters.
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Chapter 4

Flow pattern results

4.1 Introduction

The flow patterns in the bundle were inspected and classified in order to evaluate possible corre-

lations with their effects on heat transfer and pressure drop. Two aspects of flow patterns were

evaluated: (a) the macroscopic flow pattern of the external flow over the tubes and (b) the local

effects on enhanced tube surfaces related to bubble dynamics. The flow pattern discussion begins

with the macroscopic intertube flow pattern video observations and then elaborates on the flow

patterns by referring to the data gathered by the instrumentation. The bubble dynamics is an

important element of the enhanced surface flow pattern. Some basic measurements of departure

diameter and frequency were made for comparison between tubes.

4.2 Flow patterns

The main hypothesis proposed in this study is that the heat transfer of enhanced tubes is unaf-

fected by the position and flow pattern in the bundle. This hypothesis will be investigated in the

current chapter and the heat transfer and pressure drop results presented hereafter.

Visual observations of the flow in the bundle were carried out with a borescope. These obser-

vations were taken from the center tube at the first adiabatic row above the diabatic section, equal

to the fifth row from the bottom of the test bundle. These observations were classified according

to the flow patterns previously found, resulting in three identifiable signals from the measurement

equipment (Noghrehkar et al., 1999): bubbly flow (Figure 4.1a), annular flow (Figure 4.1c) and

intermittent flow (Figure 4.1b) that represents a combination of the first two flow patterns as a

transition zone between them. Transition lines were indicated on a superficial velocity plot with
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(a) (b)

(c)

Figure 4.1: Bundle boiling in a Turbo-B5 tube bundle at (a) bubbly, (b) intermittent and (c)
annular flow pattern conditions with R134a at 5oC observed at row 5 in the adiabatic section

previously mentioned methods (Figure 4.2). The transition lines were not a function of superficial

liquid velocity, which agrees with the findings of Noghrehkar et al. (1999). The transitions differ

significantly from the air-water results of Noghrehkar et al. (1999), but fall in a similar range as

that of other single fluid flow tested by Aprin et al. (2007). The span of the intermittent flow was

found to be larger for diabatic flow conditions (jg = 0.1 to 0.8 m/s) than for adiabatic conditions

(jg = 0.1 to 0.4 m/s).
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Figure 4.2: Flow pattern map for bundles indicating previous air-water transitions and single
component diabatic and adiabatic transitions including the onset of dryout transition

Bubbly flow was present at the lowest vapour qualities and persisted in the bundle for longer

at low mass flux. The flow development caused in the bundle by the narrow intertube gap

and cyclical external flow was responsible for a change in the local flow pattern as the bubbles

coalesced and interacted (Aprin et al., 2007, Ulbrich and Mewes, 1994). The flow development

was evident from the lack of a strong relation between the two measurement positions in the

bundle (Figure 4.3). As the mass flux increased the cross-correlation changed. At low mass

fluxes the two measurements had no relation to each other probably due to noisy and random

bubbly flow. At higher mass fluxes there was a weak time-lagged offset, probably related to

general flow pattern similarity or stronger intermittent surges observed in the videos. Therefore,

the conclusions reached about the flow pattern from the observations will be a function of the

position in the bundle.

The flow patterns are presented on a vapour quality and mass flux plot (Figure 4.4). The

transition lines indicate the transition zone between bubbly and annular flow to be:
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Figure 4.3: Sample cross correlation between pressure measurement points on two consecutive
tube rows for representative mass fluxes at 5oC saturation temperature
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Figure 4.4: Flow pattern map for bundles with transition from bubbly to annular flow in adiabatic
and diabatic conditions

Gtrans = jg,trans
ρg

x
(4.1)

where for adiabatic conditions, the transition zone could be given as jg,trans = 0.25±0.15 m/s. For

similar observations made during diabatic conditions, the transition zone was wider and a function

of heat flux. For 20 kW/m2 , jg,trans ranged from 0.1 to 0.8 m/s and for 60 kW/m2 jg,trans was

from 0.1 to 1 m/s. This was assumed to be the direct effect of additional vapour generation and

bubble coalescence at higher heat fluxes. There are probably two bubble coalescence mechanisms:

that of the narrow gap for the bubbles passing between the tubes and that of nucleation sites on

the boiling tubes.

The local, external, macro-scale flow patterns had no strong impact on heat transfer (Chap-

ter 6. This can be attributed to the mechanisms of heat transfer for enhanced tubes that were

only slightly affected by the external flow (Kim et al., 2002, Liu and Qiu, 2004) and were therefore

likely dominated by the internal processes. The additional transition defined by the onset of dry-

out line was significant for tube bundles. The prediction method for the onset of dryout is given

in Chapter 8. This onset of dryout prediction is indicated on the flow pattern map (Figure 4.2).

The pressure drop was a strong function of mass flux and vapour quality (Chapter 5). Both

these parameters influenced the flow structure. The pressure drop increased as vapour quality

and mass flux increased. For lower mass flux (bubbly flow) the pressure drop increased with
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Figure 4.5: Adiabatic flow pattern map for bundles

vapour quality, but for higher mass flux there was a slight deviation in the pressure drop as it

increased with a lower slope (Figure 4.5). This could be caused by the flow pattern changing to

an annular structure with a vapour core moving up in-between the wetted tubes (Aprin et al.,

2007). The annular flow pattern could induce less frictional loss than a flow with bridging and

colliding liquid slugs. The testing of higher mass flux and vapour quality combinations were

limited by the power of the pre-heater. Flow development in the bundle also remained uncertain,

since observations were difficult through the thin wavy film on the tube and only possible at one

location. It appears as if the external, discontinuous nature of the flow dampens any strong direct

effect of flow pattern and homogenizes the flow effects. No conclusive comments can be made on

this trend and testing a wider vapour quality range at high mass flux is recommended.

4.2.1 Pool boiling

Pool boiling observations were conducted on a single tube without vapour bubbles from other

tubes below the observation point. The two different tubes each had a unique vapour generation

pattern. The Wolverine Turbo-B5 tube produced more bubbles that were smaller in diameter,

even at low heat flux (Figure 4.6) whereas the Wieland Gewa-B5 tube had larger bubbles emerging

from fewer pores at low heat fluxes (Figure 4.7). At higher heat fluxes vapour emerged from all

over the tubes and the surface was generally not visible.

66

Chapter4/Chapter4Figs/FP_PD_T5_R134a_B15_q_0.eps


4.2 Flow patterns

At low heat fluxes the tube surface was still visible and measurements of certain activities

could be made of isolated bubbles. At high heat fluxes the vapour generation rate was too high

and the image too obscure and chaotic for taking reliable measurements. It was found that the

bubble departure process changed from isolated bubbles at the lowest heat fluxes to a prolific

bubble releasing regime with bubble coalescence laterally and vertically and interactions that

are difficult to quantify at higher heat fluxes. Larger bubbles were also observed intermittently

as they passed from below the field of view (from the bottom of the tube) and moved upwards

past the tube. These larger bubbles and the bubbles emerging from the surface interacted by

convecting or coalescing together.

(a)

(b)

(c)

Figure 4.6: Pool boiling on a Turbo-B5 tube at (a) low (≈ 15 kW/m2), (b) medium and (c) high
(≈ 55 kW/m2) heat fluxes with R236fa at 5oC
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(a)

(b)

(c)

Figure 4.7: Pool boiling on a Gewa-B5 tube at (a) low (≈ 15 kW/m2), (b) medium and (c) high
(≈ 55 kW/m2) heat fluxes with R236fa at 5oC

4.3 Pool boiling flow pattern measurement

4.3.1 Piezo-electric pressure transducer

Frequency measurements were carried out in the bundle and during pool boiling conditions. The

experimental procedure and measurement frequencies were discussed in Chapter 3. Preparatory

work done before testing included sampling data from the various measurements at the maximum

frequency of 250000 Hz. All active components or sources of external noise were turned off and

measurements were made as they were turned on, one at a time. Several experimental condi-

tions were also tested and accelerometers were temporarily mounted to compare frequencies from

moving components and natural excitations with the frequency spectra from the measurements.

Based on these results no interference or influences from external elements were anticipated.

The sampling frequency was reduced to more appropriate levels to allow longer samples, thereby

increasing the accuracy.

68

Chapter4/Chapter4Figs/PB_B16_lowq1.eps
Chapter4/Chapter4Figs/PB_B16_midq1.eps
Chapter4/Chapter4Figs/PB_B16_highq1.eps


4.3 Pool boiling flow pattern measurement

0 100 200 300
−50

0

50

100

Frequency, Hz

A
m

p
li
tu

d
e,

d
B

T = 5◦C
T = 10◦C
T = 15◦C

Figure 4.8: Frequency content of the piezo-electric pressure transducer next to a Turbo-B5 tube
in pool boiling with R236fa, averaged for all heat fluxes

During the pool boiling experimental phase a piezo-electric pressure transducer was mounted

horizontally in the tube opposite the boiling tube. The high-speed camera was mounted in

the same tube with a viewing port. The aim was to find a frequency related to the bubble

departure from the enhanced surface from the piezo-pressure signal. The frequency response of

tubes in pool boiling remain unchanged with heat flux (Figures 4.8-4.10). The figures represent

the power spectral density of all heat fluxes averaged per temperature. The amplitude of pressure

fluctuations were much lower for the Turbo-B5 than the Gewa-B5 tube. This could be attributed

to the smaller bubbles emerging from more numerous pores in the Turbo-B5 . The power of the

signal spectra reduced with increasing saturation temperature. The video images were used to

measure basic bubble dynamics and to associate the frequencies with occurrences on the tube.

4.3.2 Visual measurements

Individual bubble measurements were taken at low heat fluxes where bubble interaction was

limited in the isolated bubble regime. The frequency of departure, approximate diameter of

departure and bubble passage rate past a fixed point were measured. The standard image cal-

ibration process using a grid of points with known positions and spacing was used. The grid

was printed and wrapped tightly around the tube for the calibration since measurements would

be made of bubbles emerging from the tube surface. This resulted in a pixel to millimeter map
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Figure 4.9: Frequency content of the piezo-electric pressure transducer next to a Gewa-B5 tube
in pool boiling with R134a, averaged for all heat fluxes

0 100 200 300
−50

0

50

100

Frequency, Hz

A
m

p
li
tu

d
e,

d
B

T = 5◦C
T = 10◦C
T = 15◦C

Figure 4.10: Frequency content of the piezo-electric pressure transducer next to a Gewa-B5 tube
in pool boiling with R236fa, averaged for all heat fluxes
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Figure 4.11: PDF of the frequency of consecutive departures from the same pore measured for
visible active pores

of the tube surface. Constant lighting and position were used for the images to facilitate the

measurements.

Consecutive bubbles emerging from the same active pore were measured to find the frequency

often referred to as the departure frequency (Figure 4.11). The bubble dynamics models for

enhanced tubes simplify bubble departure as a continuous process happening at active pores

(Ramaswamy et al., 2003). The video observations show some pores that were active and releasing

consecutive bubbles (two to four bubbles) at intermittent intervals while other types of active

pores released single bubbles randomly.

From the above measurements the consecutive bubble departure rates were found to occur

over a wide range of frequencies with a peak probability in the 150-200 Hz range, corresponding

to the pressure measurement peak in the same range. The peak in frequency found within this

frequency range was present for both tubes with varying strength and was considered to present

consecutive bubble departure. The Wolverine Turbo-B5 tube had a much weaker amplitude at

this frequency and from the observations the flow around this tube was more varied with fewer

bubbles observed emerging consecutively due to the large amount of vapour passing around the

tube, compared to Wieland Gewa-B5 at similar heat flux.

A fixed point was selected, similar in size to the pressure tap, and bubble passages were

counted. Bubble passage was considered as a bulk fluid activity, not a tube surface activity such
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Figure 4.12: PDF of the frequency of interfaces passing a fixed point in the middle of the field of
view

as bubble departure. The rate of events passing a fixed point was lower than the consecutive

bubble departure. A manual count of the period between any activity passing a fixed point

resulted in frequencies of around 70-110 Hz (Figure 4.12). There was little pressure activity at

this frequency in pool boiling even though this method of visual observation corresponded closely

with the actual pressure tap position. The pressure fluctuations caused by the departing bubbles

were therefore assumed stronger than the passage of bubbles past the pressure tap in pool boiling.

The remaining measurement was that of bubble departure within a sample area on the surface

of the boiling tube. The bubbles departing from pores in such a sample area was random and

not necessarily consecutive. The sample area was similar in size to a projection of the pressure

tap on the tube surface. The frequency of activity in an arbitrarily selected sample area ranged

from 20-50 Hz (Figure 4.13). This corresponded to the highest amplitude frequency measured

from the pressure signals.

The diameter of the departing bubbles was measured at random departure locations (Fig-

ure 4.14). The probability distribution indicated an average diameter around 0.6 mm for the

Turbo-B5 and a larger, wider bubble distribution for the Gewa-B5 tube. Most bubbles on the

tube had similar sizes at departure if no interaction occurred with other bubbles.

As part of a mechanistic model for enhanced boiling of a surface with pores and tunnels Ra-

maswamy et al. (2003) modelled pool boiling frequencies by using a force balance and empirically
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Figure 4.14: PDF of bubble departure diameters measured for active pores on the tube during
the video sequence
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Figure 4.15: Departure diameter and frequency prediction for a 100μm pore in (a) R134a and
(b) R236fa using the growth time predicted by Ramaswamy et al. (2003)

fitted growth rate originally proposed by Chien and Webb (1998b) and based on the bubble

growth model of Mikic et al. (1970). The empirical coefficient Ctg was 0.0296 and originates from

experimental data that were used to fit the correlation for enhanced surfaces. The prediction of

bubble departure frequency and diameter for the two fluids used in this study is compared in

Figure 4.15 (see equations in Appendix C). The model is proposed only for the isolated bubbles

regime and does not deal with any form of coalescence. The predicted departure diameter was a

function of pore diameter and wall superheat. The wall superheat is plotted up to a value of 1.0

K to avoid the region where bubble interaction takes place and its effect on departure frequency.

The predicted departure diameter was slightly lower than that measured and the discrepancy can

be attributed to the unknown pore diameter, completely different tube geometry and a different

force balance for the horizontal tubes.

The bubble departure frequency predicted in Figure 4.15 was based on the growth time only

and the true frequency would be lower. The departure frequency was a function of the wall

superheat in the prediction, but the experimental data indicated a constant departure frequency.

The true departure frequency as measured by the observations included the waiting time and

growth time of a bubble. The waiting time (as discussed in Appendix C) is the time from bubble

departure until the pressure inside the tube is sufficient to overcome the surface tension at the

pore. It is a function of the internal geometry and fluid type. For enhanced tubes the waiting

time is a small fraction of the growth time (Chien and Webb, 1998b).
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4.3 Pool boiling flow pattern measurement

4.3.3 Bundle boiling flow pattern measurements

The pressure fluctuation measurements in the adiabatic section of the bundle was synchronised

with high-speed video recordings and the following section presents the frequency content of the

adiabatic tests conducted (Figures 4.16-4.17). Each subplot represents a single mass flux with a

series of vapour qualities on the x-axis and with the frequency of each individual measurement

on the y-axis. A coloured contour map was fitted to show the amplitude of the signal over the

frequency spectrum.

Figure 4.16: Frequency plot of 5oC and 15oC adiabatic tests over the mass flux and vapour quality
range tested for Wolverine Turbo-B5 with R134a

The plots indicated at least two strong, continuous frequency bands that were a function of

vapour quality and mass flux. The low frequency peak was under 50 Hz and increased with

vapour quality and slightly with mass flux. The second peak was at higher frequencies ranging

from 90 Hz to 120 Hz and exhibited the same trend as the low frequency peak. There were no

significant peaks measured with the present equipment at higher frequencies. When the signal

had oscillations lower than the frequency resolution (2.5 Hz), it could be seen as a peak at 0 Hz.
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Figure 4.17: Frequency plot of 5oC and 15oC adiabatic tests over the mass flux and vapour quality
range tested for Wieland Gewa-B5 with R134a

The diabatic flow pattern should contain information related to the external flow pattern

moving through the bundle as well as possible remnants of the boiling process on the tubes below

the measurement point. Figures 4.18 and 4.19 present the diabatic conditions tested for the

Wolverine Turbo-B5 and Figures 4.20 and 4.21 is for Gewa-B5 tubes.

The frequency peaks found could be attributed to specific phenomena through statistical

analysis and video observations mentioned above. In adiabatic flow, the 40 Hz frequency was

attributed to the stronger flux of coalesced bubbles that were generally larger in size than the

intertube gap and can be measured by observing the flow and noting the time period between

passes of bubbles in the bulk flow. The 110 Hz frequency was associated with the frequency

of smaller interface related features moving past the measurement point. This frequency was

close to the bubble passage rate found in the bulk flow of pool boiling. Thus the fluctuations

measured in the adiabatic section were found to differ from those in the diabatic conditions

like pool boiling. Diabatic measurements during pool boiling pick up the bubble dynamics and

adiabatic measurements only detect the interface passage since no bubble departure was present
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Figure 4.18: Frequency plot of 5oC, diabatic tests over the mass flux and vapour quality range
tested for Wolverine Turbo-B5 with R134a

in the vicinity. The 170 to 200 Hz frequency was unique to diabatic conditions.

No quantitative measurements of bubble dynamics could be made during bundle boiling due

to poor visibility. If bubble dynamics are responsible for the pumping of liquid into the tunnels

and external heat transfer enhancement, understanding the interaction will be important for

mechanistic models. By performing more dedicated frequency measurements of low heat flux

diabatic conditions in pool boiling and bundle boiling, the bubble dynamics may be characterised.

4.4 Conclusions

Flow patterns and bubble dynamics were investigated for conditions of pool boiling and convective

bundle boiling. There was no flow pattern effect on heat transfer or pressure drop that caused

any strong deviation in trends except the onset of dryout. The hypothesis regarding flow pattern

effect is thus accepted. Agostini (2008) found no effect of flow pattern for smooth bundles at low

mass fluxes and reported a smooth and gradual evolution of flow pattern with vapour quality and
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Figure 4.19: Frequency plot of 5oC, diabatic tests over the mass flux and vapour quality range
tested for Wolverine Turbo-B5 with R236fa

mass flux. There was however a certain development of the flow through the bundle that seems

to maintain the tubes in a wetted state until onset of dryout.

Quantitative measurement on a single tube were made of bubbles and flow observations to

clarify the frequency content. Bubbles did not depart continuously from active pores, but ran-

domly from many pores and sometimes consecutively. Frequency activity remained constant with

heat flux (Figures 4.6 and 4.6) unlike the predictions (Figure 4.15). Bubble departure diameters

remained relatively constant for different heat fluxes and fluids leaving only the active sites Na

to increase. Bubble departure diameters differed for each tube.

No quantitative measurement of bubble dynamics was possible for convective bundle boiling

and the effect of convection on heat transfer could therefore not be directly attributed to external

convection or internal evaporation/convection effects. Mechanistic models should include the

dynamics of convection over tubes on bubble dynamics and subsurface heat transfer to determine

which is the dominant factor or if they have equal importance.
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Figure 4.20: Frequency plot of 5oC, diabatic tests over the mass flux and vapour quality range
tested for Wieland Gewa-B5 with R134a

————————————————————————
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Figure 4.21: Frequency plot of 5oC, diabatic tests over the mass flux and vapour quality range
tested for Wieland Gewa-B5 with R236fa
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Chapter 5

Two-phase pressure drop results

For normal design purposes, the two-phase pressure drop is an important consideration in tube

bundle evaporation due to the pumping power requirement and the close temperature approaches

in certain large evaporators where the change in saturation temperature could have a significant

effect on heat transfer. The two-phase pressure drop components in a vertical flow require a

void fraction for their calculation and are therefore sensitive to modelling assumptions related to

void fraction. Past studies of tube bundle pressure drop mentioned in Chapter 2 have remarked

that the static component is generally the dominant component. The purpose of this study was

to evaluate the assumptions related to the test section and evolve the pressure prediction from

an empirical curve fit to an empirical, phenomenological relation. In this chapter all aspects

of pressure drop in tube bundles are presented and frictional prediction methods are compared

against experimental data.

5.1 Adiabatic results

The relative size of the static head has always been acknowledged as the main component of

pressure drop in flooded evaporators. The data will show that for low vapour quality this is true

but that higher mass flux and vapour quality conditions have a significant frictional pressure drop.

The momentum component is relatively small, but still important in the data reduction process.

The frictional component of the two-phase pressure drop is the major focus of the discussion that

follows.

In order to quantify the relations and interactions between the independent variables (con-

trolled by the experiment) and the dependent variables (measured or calculated), a factorial

analysis was done. The results of the analysis tabulates the effects of the main variables and
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interactions between each combination of the main variables. The effect of a main variable can be

considered as the change in the measured quantity caused by the change in a single main variable

while all other variables remain constant. When the interaction is large the main effects have

little meaning. The variable response is assumed to be linear. The effect gives the response of

a dependent variable to the change in the independent variable. This in itself has no meaning

as the weight or importance is uncertain. The t-ratio gives the probability that a change in the

variable is important. The significance is a report based on the experimental uncertainty of the

variables giving an indication whether or not the probability is a significant one when compared

against the distribution function. Lower values of significance indicate a higher likelihood that

the probability given for a change in measured quantity is significant.

Since a five-variable factorial test results in unwieldy matrices, Tsat was not included as

an independent variable. The saturation temperature was not found to influence the frictional

pressure drop in this study. Each pair of conditions evaluated for the factorial analysis is presented

below. For the adiabatic pressure drop the functional relation tested is as follows:

Measured = f(Independent variables)

Δpf = f(x,G,Refrigerant, Tube, Tsat)

options:x =
(

0.1
0.5

)
G =

(
4
20

)
Refrigerant =

(
R134a

R236fa

)
Tube =

(
Turbo-B5
Gewa-B5

)

The conditions selected for the test required two test cases for each main effect. Vapour

qualities of 0.1 and 0.5, mass fluxes of 4 and 20, refrigerants R134a and R236fa and two tube types

(Wolverine Turbo-B5 and Wieland Gewa-B5 ) were selected. The effects of the main parameters

and some significant interactions on the frictional pressure drop are reported in Table 5.1. The

effects indicate a strong effect of vapour quality and mass flux. From the main effects, the pressure

drop for Wieland Gewa-B5 was slightly lower than Wolverine Turbo-B5 and R236fa had a higher

pressure drop than R134a. The latter two effects are not significant compared to the effect of

vapour quality and mass flux. From the secondary effects or interactions (none were significant),

it is possible to state that the frictional pressure drop is not likely to vary much as a function of

vapour quality and mass flux for the different tubes (column ABD) and more likely to vary as a

function of refrigerant (column ABC). From this analysis, it can already be concluded that the

prediction method does not need to be a function of tube type or refrigerant type.

To investigate the actual data, a series of figures will illustrate the trends mentioned above.

Static and frictional components are presented as a percentage of the total pressure drop in
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Table 5.1: Factorial test results for frictional pressure drop with main effect and selected
interactions

Effect Aa Bb Cc Dd AB AC BC AD BD CD ABC ABD

Factors 430.7 101.7 8.7 -12.2 -58.1 13.7 -23.4 -0.7 -6.6 6.1 -28.7 -9.9

t ratio 24.4 5.8 0.5 -0.7 -3.3 0.8 -1.3 -0.0 -0.4 0.3 -1.6 -0.6

Significance 0.00 0.00 0.35 0.31 0.01 0.29 0.16 0.39 0.36 0.37 0.11 0.33

a Vapour quality b Mass flux c Refrigerant d Tube type

Figure 5.1a and 5.1b respectively. The total pressure drop decreases as mass flux and vapour

quality increase (Figure 5.2). As noted above, the static component (Figure 5.3) is mostly the

dominant pressure drop component and the overall pressure drop will therefore follow the static

pressure drop trend. The static pressure drop is mainly a function of void fraction and the

Feenstra et al. (2000) model predicts an increase in void fraction with mass flux and vapour

quality (Figure 5.4).
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Figure 5.1: Percentages of (a) static and (b) frictional pressure drop with respect to the total
pressure drop for sample cases with R134a at 5oC with Gewa-B5 tubes

An important note is that the static component can exceed 100% at the lowest vapour qualities

and mass fluxes. This is the result of all the errors compounded in the assumptions and models

used to calculate this value and this matter is addressed in Appendix D. The errors include the

heat flux prediction error, which affects the vapour quality prediction in diabatic cases. The void

fraction is a model with a limited range and applicability and the lowest mass flux and vapour

quality is clearly at the extreme limits of the method used.
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Figure 5.2: Δpt for Wolverine Turbo-B5 with (a) R134a and (b) R236fa at all mass fluxes and
vapour qualities tested at 5oC
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Figure 5.3: Δps for Wolverine Turbo-B5 with (a) R134a and (b) R236fa at all mass fluxes and
vapour qualities tested at 5oC

The frictional pressure drop is caused by the surface friction of the flowing fluid and other

losses in the flow. These actual components are unknown and are commonly lumped into the

frictional pressure drop. All other pressure drop components (static and momentum) are esti-

mated from the experimental data using appropriate prediction methods and then the frictional

component can then be calculated. Under most conditions it is a function of the fluid properties

like viscosity, density and surface tension and of the physics in the flow e.g. phase velocity and
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Figure 5.4: Comparisons for sample condition of the Feenstra et al. (2000) model with R134a for
(a) x = 0.2 and (b) G = 4 kg/m2s

flow structure (flow pattern). The frictional pressure drop increases with mass flux and vapour

quality (Figure 5.5). As noted in Figures 5.4a and 5.4b the relative velocity of vapour and liquid,

which would influence frictional losses, is a function of the mass flux and vapour quality. The

difference in frictional pressure drop between tube types is not large even though the surface

structure is very different. The liquid, which clings to the tubes, probably forms a boundary

layer with fairly constant losses and the rest of the frictional component can be attributed to the

shear at the interface and other interactions between the fluid and the tubes.

The testing included saturation temperatures of 5oC and 15oC. No strong dependence on sat-

uration temperature can be seen for either refrigerant (Figure 5.6). The uncertainty propagation

presented here is a function of the error in the calculated variables. It does not include the error

in the actual models such as void fraction, since the model is only a hypothesis which attempts

to predict void fraction and the true void fraction is unknown.

The two-phase friction factor indicated clear mass flux and vapour quality trends (Figure 5.7).

The different fluids and tubes all behave similarly. The low mass fluxes have increasingly higher

friction factors and there is a peak friction factor for vapour qualities slightly higher than 50%

after which it drops down towards a single phase value. The friction factor spread is wider for the

lower vapour quality and mass fluxes and this is likely due to increased uncertainty or secondary

effects, such as flow pattern and inlet effects. The shape of the friction factor curve is related

to the use of a two-phase density in its definition. As the vapour quality increases the density

drops and thus also the friction factor. The frictional pressure drop continues to rise with quality
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Figure 5.5: Δpf for Wolverine Turbo-B5 with (a) R134a and (b) R236fa and (c-d) Wieland
Gewa-B5 at all mass fluxes and vapour qualities tested at 5oC

(Figure 5.5).

The single phase friction factor can be defined for the two-phase region by using the two-phase

definitions of density and viscosity with void fraction as described in Chapter 2. The ratio of the

two-phase friction factor over the single phase friction factor gives a type of two-phase multiplier

and collapses the data for all tube, refrigerant and temperature data with reasonable success

(Figure 5.8). From this single figure it is clear that the tube type, refrigerant and temperature

do not have a strong effect on the frictional pressure drop beyond that in the underlying single

phase friction factor and that the major variables are mass flux, vapour quality and heat flux
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Figure 5.6: Samples of frictional pressure drop at different saturation temperatures for combina-
tions of refrigerants and mass fluxes indicating the relatively weak dependence on temperature

(the latter is provided in the next section on diabatic flow). Similar results can be found for the

pressure drop measured over the diabatic section of the bundle.

The demand curve gives an indication of how the frictional pressure drop behaves as a function

of mass flux. For tube bundles the lower mass fluxes have a wide range of frictional pressure drop

and these are related to the refrigerant type, vapour quality and other parameters (Figure 5.9).
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Figure 5.7: Two-phase friction factor (f2φ) for all tube, refrigerant and temperature combinations
tested in adiabatic mode over the full bundle
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Figure 5.8: Friction factor ratio (f2φ/fH) for all adiabatic tube, refrigerant and temperature
combinations tested in this study and measured over the full bundle
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Figure 5.9: Demand curve for the bundle indicating the difference in frictional pressure drop with
mass flux for R134a data sampled at 5oC

As the mass flux increases the frictional pressure drop appears to converge. From the friction

factor ratio in Figure 5.8, the drop in ratio as the mass flux increases indicated an increase in

the homogeneity of the flow. This happens as the slip ratio decreases and the flow assumes a

continuous structure throughout the bundle.

5.2 Diabatic results

During diabatic experiments the vapour quality and therefore the void fraction increased during

the evaporation process. This poses a problem in determining the local values of these variables

that are required to evaluate the pressure drop components. The uncertainty in the heat flux also

introduces added uncertainty in the calculated variables, in particular the local vapour quality.

For certain high heat flux and low mass flux conditions the change in vapour quality can be large.

A finer discretisation scheme in the bundle during data reduction mitigates this effect as much as

possible. The onset of dryout and dryout conditions was considered important for this study and

special attention was devoted in the control system improvements to reduce unstable conditions

and to maximize the possible data gathered near onset of dryout. As a result, a good number of

dryout data points are available.
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Figure 5.10: R134a frictional pressure drop in diabatic conditions for a range of heat fluxes on
the Turbo-B5 tube [(a) q = 20 kW/m2 (b) q = 40 kW/m2 (c) q = 60 kW/m2 (d) q = 0 kW/m2]

These points can be classified by several methods. The easiest and most certain is by visual

inspection with the borescope. Another option available is to monitor the refrigerant enthalpy

and heat flux to see whether superheated conditions exist at the exit. The water temperature

profile will reflect the sudden reduction in heat transfer coefficient after onset of dryout. The laser

light attenuation measurement has a unique signal pattern that can be associated with dryout

(Agostini, 2008). All these methods were used to identify the onset of dryout in the bundle and

thereby to develop a prediction method specific to the tubes tested.

Some of the diabatic data are presented here to explain the main differences with adiabatic

conditions (Figures 5.10 and 5.11). The series of figures indicate the frictional pressure drop for a
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Figure 5.11: R134a frictional pressure drop in diabatic conditions for a range of heat fluxes on
the Gewa-B5 tube [(a) q = 20 kW/m2 (b) q = 40 kW/m2 (c) q = 60 kW/m2 (d) q = 0 kW/m2]

variety of mass fluxes and heat fluxes. Figure 5.10 represents R134a flow over the Turbo-B5 tube

at several heat fluxes and Figure 5.11 represents R134a flow over the Gewa-B5 tube at several

heat fluxes. The 20 kW/m2 data for R236fa with both tubes are illustrated in Figure 5.12. As

the latent heat of evaporation for R236fa is lower than for R134a, dryout occurs sooner for a

given mass flux and less data are available for higher heat fluxes.

As the heat flux increases the difference between the local quality in the bundle and that

represented by the mean vapour quality increases. The heat input from a given heat flux has less

effect on vapour quality as the mass flux increases. Thus a prediction using only mean conditions

does not include these interacting effects which occur for diabatic cases because of the vapour
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quality, void fraction and mass flux interaction.
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Figure 5.12: R236fa frictional pressure drop in diabatic conditions for a range of heat fluxes on
the Turbo-B5 and Gewa-B5 tubes [(a) q = 20 kW/m2 (b) q = 20 kW/m2]

When plotting the same pressure drop data for some representative cases against the outlet

vapour quality, the correspondence of onset of dryout with the sudden reduction in pressure drop

at high vapour quality is clear (Figure 5.13). In general, for G = 4 and 7 kg/m2s there are not

many data points of dryout because of the very rapid onset of dryout and subsequent unstable

operating conditions. The higher mass fluxes show an increase in outlet vapour quality and then

onset of dryout. At the highest mass fluxes the heating power available is not enough to reach

onset of dryout in the present facility.
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Figure 5.13: R134a frictional pressure drop in diabatic conditions for a range of heat fluxes on the
Turbo-B5 and Gewa-B5 tubes plotted with outlet vapour quality to inspect the onset of dryout

5.3 Existing prediction methods

The two-phase, tube bundle pressure drop prediction methods described in Chapter 2 are com-

pared with measurements of adiabatic and diabatic data taken during this study.

5.3.1 Adiabatic results comparison

The methods of Ishihara et al. (1980) and Xu et al. (1998b) are implemented as described earlier

and both methods underpredict the present data (Figure 5.14). All data are presented together

in one single figure per method. The full bundle and diabatic section pressure drop is used for
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this comparison with all sections of the bundle operating adiabatically. The underprediction of

these methods could be the result of poor comparative conditions (extrapolation) between the

intended use of these methods and the present bundle configuration (fluids, geometry, tubes and

sizes).
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Figure 5.14: Comparison of (a) Ishihara et al. (1980) and (b) Xu et al. (1998b) with experimental
data from this study measured over the full bundle and diabatic section

The method of Consolini et al. (2008) was based on diabatic data for smooth and enhanced

tubes and compared against the adiabatic dataset (Figure 5.15). The diabatic nature of the

prediction method means the vapour quality and void fraction were difficult to determine locally

and averages had to be used as input for the method. Since the full bundle was diabatic when

they conducted their experiment a large quality difference was present between inlet and outlet

conditions and therefore the method was not local.

The method developed by Van Rooyen et al. (2011a) from the data in Agostini (2008) for

adiabatic plain tubes in the bundle is based on local vapour qualities and void fractions. The

method compares favorably with the data from the present study with only minor differences

between the smooth tubes and enhanced tubes (Figure 5.16). In most cases around 60% of the

data fall within ±20% of the prediction method and 80% fall within ±30%. The method has a

slight bias to overpredict the enhanced tube pressure drop.

The comparisons made with prediction methods from other studies and the new method

proposed in Chapter 8 are summarised in Table 5.2.
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Figure 5.15: Comparison of the Consolini et al. (2008) method for the full bundle and diabatic
section with experimental data from this study

Table 5.2: Prediction limits for the various prediction methods for frictional pressure drop

Test Adiabatic data Diabatic data
Range 20% 30% 20% 30%

Ishihara et al. (1980) 1 1 7.2 10
Xu et al. (1998b) 10.3 16 18.2 28

Consolini et al. (2008) 1.4 2.5 9 16
Van Rooyen et al. (2011a) 67 79 29 36

Present method 88 93.5 37 53.4

5.3.2 Diabatic results comparison

The only method explicitly based on diabatic data is that of Consolini et al. (2008) and when com-

pared against the present diabatic database (Figure 5.17) the method also generally underpredicts

with only 12% of the data within the ±20% limit.

Applying the method of Van Rooyen et al. (2011a) to predict the diabatic data provides a fair

comparison with general overprediction (Figure 5.18) but only 35% of the prediction falling within

±20% of the data. The experimental diabatic pressure drop is generally lower than predicted.
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Figure 5.16: Comparison of the Van Rooyen et al. (2011a) method for the diabatic section,
adiabatic section and full bundle with adiabatic experimental data from this study

5.4 Conclusion

Prediction of pressure drops for flow over tube bundles is required during the thermal design, yet

they are still difficult to predict. The inability of methods to cater to local conditions in diabatic

testing is one aspect that needs to be addressed by getting local data of all flow parameters. Most

methods are empirical and therefore limited in application. The difference between conditions of

adiabatic and diabatic flow and the possibility of inlet effects during flow development are not

easily included in a model. The adiabatic data are measured at uniform vapour quality with only

the flow structure changing as the flow passes over the bundle. These flow-induced effects are

not included in the void fraction or pressure drop model and for the time being remain beyond

reach. The proposed prediction method is based on the hypothesis that the adiabatic pressure

drop will be able to predict the diabatic pressure drop as the increment of evaluation becomes

ever smaller and therefore more local. As the more complex nature of external flows over tubes

with and without heat transfer becomes better understood, proper models of physical behaviour

can replace these empirical approaches. The bundle geometry was not investigated during this

study, however this geometry adds factors e.g. tube layout, tube pitch and tube diameters to the

effects that must be investigated.
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Figure 5.17: Diabatic pressure drop over diabatic bundle section compared with Consolini et al.
(2008)
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Figure 5.18: Diabatic pressure drop over diabatic bundle section compared with Van Rooyen
et al. (2011a)
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Chapter 6

Heat transfer results

Bundle effects previously investigated in the literature and described in previous chapters include:

flow induced convection, tube row effect, onset of dryout and flow patterns (bubbly, dispersed,

annular and mist flow), heat flux effect in a bundle, vapour quality, mass flux, tube type, tube

layout, refrigerant type and the effects of oil. The main objective of the current heat transfer

study was to investigate bundle boiling and possible bundle effects.

In this chapter the heat transfer results of all the tests done with the tubes are given. These

encompass Wilson plot and pool boiling type tests to characterise the tubes inside and outside

heat transfer coefficients and bundle boiling tests with convection. Water-water test results of

the inside heat transfer coefficient are given as validation of the Wilson plot method results

(Appendix B.5). The methods for determining the heat flux and outside heat transfer coefficient

were described in Chapter 3.

6.1 Wilson plot

A modified Wilson plot method was implemented to characterise the heat transfer coefficient on

the inside of the enhanced tubes. Two tubes were tested in this experimental phase, namely the

Wolverine Turbo-B5 and the Wieland Gewa-B5.

6.1.1 Experimental matrix

The modified Wilson plot tests were conducted over a water-side Reynolds number range of 8000

to 18000. Three saturation temperatures were tested, namely 5, 10 and 15oC. Finally, tests were

performed at heat fluxes ranging from 15 to 60 kW/m2. These conditions mimic the conditions

that will be present during pool boiling and bundle boiling and consequently the Wilson plot
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will be valid exclusively for the conditions that were used within the experimental range. The

experimental conditions achieved during testing are summarised in Table 6.1.

Table 6.1: Nominal experimental conditions for Wilson plot experiments

Wolverine Turbo-B5 Wieland Gewa-B5
Tsat [oC] 5,10,15 5,10,15
q̇ [kW/m2] 15–60 15–60
Rewat 8–18·103 8–18·103

Refrigerant R134a R134a

6.1.1.1 Modified Wilson plot results

The data gathered in the experimental phase were used as input for the LTCM modified Wilson

plot method. For the Wolverine Turbo-B5 , the tube-side Wilson plot for these data is presented in

Figure 6.1a, while for the Wieland Gewa-B5 , the tube-side Wilson plot is shown in Figure 6.1b.

The coefficient of determination for the Turbo-B5 data was R2 = 0.98, while for the Gewa-

B5 it was R2 = 0.89. The data at the lowest heat fluxes (< 30 kW/m2) showed a larger

experimental uncertainty due to the smaller temperature difference between the water-side and

the high refrigerant-side heat transfer coefficients (ΔT < 0.5K). This influenced the calculated

values of the uncertainty in x and y. The values of Ci, Co and n derived from the successive

linear regressions are tabulated in Table 6.2.
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Figure 6.1: Tube-side Wilson plot for the (a) Wolverine Turbo-B5 and (b) Wieland Gewa-B5
tubes
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6.2 Measurement system validation

Table 6.2: Wilson plot coefficients for the Turbo-B5 and the Gewa-B5 tubes from the bundle
boiling facility

Turbo-B5 Gewa-B5
Ci 6.7279 ± 0.501 4.49 ± 0.301
Co 20700 1.35·106

n 0.029 -0.367

6.1.1.2 Optimisation algorithm results

The solution with the data were also minimized using the method described in Appendix B.4.4.

The results from this analysis are shown in Table 6.3. In this method, no uncertainties can be

determined. The results from the optimisation are within the quoted uncertainty range for the

LTCM modified Wilson plot method, shown in Table 6.2.

Table 6.3: Wilson plot coefficients using the nonlinear least-squares method for the Wolverine
Turbo-B5 and the Wieland Gewa-B5 tubes

Turbo-B5 Gewa-B5
Ci 6.6552 4.52
Co 25000 4.28·106

n 0.018 -0.472

6.2 Measurement system validation

To ensure accuracy and to substantiate the results found, the measurement and reduction meth-

ods had to be validated. Since all heat transfer results would be dependent on the Wilson Plot,

considerable effort was spent on the validation. This includes: comparison between two LTCM

test facilities; independent programming of multiple data reduction methods; and direct wall tem-

perature measurements. More details concerning the Wilson plot method and its implementation

during this study is provided by Christians (2010) and Van Rooyen et al. (2011b).

6.2.1 Comparison against the falling film facility’s results

Christians (2010) performed the same tests using the same tubes and the same method in the

LTCM falling film facility. The main difference between the facilities was the heated length of

the tube, i.e. 1.027 m in the bundle and 0.554 m in the falling film facility. The falling film

facility’s values for the internal enhancement coefficient were within the uncertainty range of the
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two measurements (Table 6.4). Overall, the uncertainty in the bundle boiling facility is lower,

primarily as a result of the larger temperature difference of the water-side of the longer tube.

The external enhancement coefficients differ, but if the two correlations are plotted for the range

of test heat fluxes, there is adequate agreement between the two plots indicating a weak local

minimum and several possible good solutions.

Christians (2010) also utilised the minimisation method described previously and found that

the values for the internal enhancement between the two facilities were essentially identical for

the Wolverine tube (Table 6.4). A larger difference was found for the Wieland tube. The results

remain within the range of uncertainty. It should be noted that the Wieland tubes used in the

two facilities were not from the same manufacturing batch.

Table 6.4: Wilson plot coefficients for the Turbo-B5 and the Gewa-B5 tubes in the falling film
facility (Christians, 2010)

Turbo-B5 Gewa-B5
LTCM method
Ci 6.2158 ± 0.8 4.1708 ± 0.5398
Co 10600 5.72·106

n -0.113 -0.479
Minimisation
Ci 6.6557 4.2454
Co 25000 5.02·106

n -0.112 -0.469

The Wilson plot measurements were compared against direct heat transfer coefficient mea-

surements performed on a simple tube-in-tube water-to-water test section. The detail of this

validation experiment and the results are presented in Appendix B.5. The conclusion of the

direct wall temperature measurement was that the heat transfer coefficients predicted by the

Wilson plot method used in this study are within 5% of the direct measurements.

6.2.2 Summary of modified Wilson plot method

The modified LTCM method was applied to experimental data obtained with the two tubes tested

in this experimental phase. An optimisation method was developed and implemented, and shown

to give similar results to the modified Briggs and Young methodology. The results compared

favourably with independent Wilson Plot experiments and direct water-to-water measurements.

Results were shown to be repeatable as well as reproducible on two installations. The successful
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comparison against data gathered using a direct method confirms the reliability of the modified

Wilson plot method and the minimisation method used here.

6.3 Pool boiling results

The pool boiling curve of a tube constitutes an important measure of performance. These pool

boiling curves are later used as benchmark for boiling when convection is present by means of

the ratio between the convective heat transfer coefficient and the pool boiling coefficient (bundle

factor). From this point on, the Wilson plot result is implemented for the inside heat transfer

coefficient and the external heat transfer coefficient result is considered the final result of interest.

The experimental ranges used for measuring the nucleate pool boiling curves are stated in

Table 6.5. At low saturation temperatures the maximum power available from the cold source was

limited. A larger temperature difference between the cold source and the saturation temperature

allowed higher heat fluxes to be achieved.

Table 6.5: Pool boiling experimental test conditions for Turbo-B5 and Gewa-B5 tubes

Turbo-B5 Gewa-B5
Test fluids R134a, R236fa R134a, R236fa
Tube layout 1 tube 1 tube
Saturation temperature 5, 10 and 15oC 5, 10 and 15oC
Reduced pressure range 0.04 – 0.12 0.04 – 0.08
Local heat flux 15-80 kW/m2 15-60 kW/m2

Water Reynolds number ∼ 11000 ∼ 11000

6.3.1 Wolverine Turbo-B5

The results are grouped by refrigerant in Figures 6.2a and 6.2b. Each figure contains all the

temperatures investigated and there was no large dependence on saturation temperature for

either refrigerant in the present range. The heat transfer coefficient was either constant over

the heat flux range tested or there was a decrease in heat transfer coefficient as the heat flux

increased. The R236fa results were lower than R134a for all temperatures and heat fluxes. There

are presently no independent data available for comparison. A discussion of tube performance in

relation to the previous tube types tested at the LTCM is presented in Christians (2010).

The pool boiling curve experiments done on the falling film facility for exactly the same

conditions are presented as comparison in Figure 6.3. For both refrigerants the results of the
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Figure 6.2: Pool boiling measurements on the Turbo-B5 tube at all temperatures with (a) R134a
and (b) R236fa

bundle boiling facility and the falling film facility were similar and always within the experimental

uncertainty of either experiment. Due to the lower uncertainty of the heat flux measured in the

bundle boiling facility and the fact that the refrigerant temperature was not inferred from pressure

measurements, but directly measured by three arrays of seven thermocouples, there is more

confidence in measurements from the bundle. The data compare very well over the entire range

of heat flux except for the lower heat fluxes, where the bundle boiling facility has lower values.

The strong increase in heat transfer coefficient in the falling film facility was attributed to the

deduction of temperature from the refrigerant pressure (Christians, 2010). Detailed comparisons

between the two facilities are presented in Christians (2010). Both tubes compared well in the

two facilities and no further comparisons are presented here.

6.3.2 Wieland Gewa-B5

The results for the Wieland Gewa-B5 tube are sorted by refrigerant in Figures 6.4a and 6.4b.

All the temperatures investigated are presented together. No strong dependence on saturation

temperature was noted. At lower heat fluxes the heat transfer coefficient of different saturation

temperatures were not significantly different when compared to the uncertainty. There was a

general decrease in heat transfer performance with an increase in heat flux in this tube for both

refrigerants. The R236fa results were lower than R134a for all temperatures and heat fluxes.

There are presently no external databases available for comparison.
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Figure 6.3: Comparison of R134a pool boiling measurements on the Turbo-B5 tube performed
on the LTCM’s falling film (FF) and bundle boiling (BB) facilities
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Figure 6.4: Pool boiling measurements on the Gewa-B5 tube at all temperatures with (a) R134a
and (b) R236fa

6.3.3 Discussion and comparison

Factorial testing of the pool boiling data revealed that the refrigerant had the strongest effect

on the heat transfer coefficient (Table 6.6). The heat flux had a relatively large impact and the
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Table 6.6: Factorial test results for pool boiling with main effects and selected interactions

Effect Aa Bb Cc Dd AB AC BC BD CD

Factors 2469.8 -5766.9 -8157.7 -526.5 -1994.8 -1154.4 1871.3 -4501.5 -2705.8

t ratio 0.7 -1.7 -2.4 -0.2 -0.6 -0.3 0.6 -1.3 -0.8

Significance 0.29 0.09 0.03 0.39 0.33 0.37 0.33 0.16 0.28

a Temperature b Heat flux c Refrigerant d Tube type

tube type did not affect the heat transfer significantly. The saturation temperature had a larger

effect than tube type, but neither was significant. As a result, any empirical correlation that

can capture the effect of refrigerant and heat flux should be successful. For the two tubes in

question the performance is similar, however the tube type and geometry is of major importance

in understanding the process during boiling and for a mechanistic model.

The factorial test only compared two data points per main variable. The conditions selected

were as close as possible to the extremities of the experimental ranges and the method assumed

linear interactions, as follows:

ho = f(Tsat, q,Refrigerant,Tube)

options: Tsat =
(

5
15

)
q =

(
20
60

)
Refrigerant =

(
1
2

)
Tube =

(
Turbo-B5
Gewa-B5

)

A tube-specific heat transfer prediction can be made in its simplest form by grouping the

data per tube, per refrigerant and per temperature. This allows an accurate fit with a simple

Cooper type nucleate pool boiling relation (Coq
n) that groups all the factors, such as roughness,

molar mass, reduced pressure and tube material, into a single leading coefficient (Co). For a tube-

specific comparison the curve fits for data from this study are presented in Table 6.7. The problem

becomes awkward to manage when a multitude of tube and refrigerant combinations need to be

accounted for. This problem was addressed by Christians (2010) by using dimensional analysis to

isolate a π-group with strong correlating characteristics over wide-ranging conditions for enhanced

tubes. The Christians (2010) approach was similar to that followed in the past by Stephan and

Abdelsalam (1980) and Jabardo et al. (2004) but the primary objective was to develop a method

specific for enhanced tubes. The issue of different enhanced tube geometries was addressed by a

tube-specific factor. This factor was not characterised by the geometry of the tubes because each

enhanced tube functions differently and has unique geometrical attributes. This means that the

same metric can not be used for different tubes. Therefore, a general method for enhanced tubes
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6.3 Pool boiling results

is still elusive and will probably remain so until a complete and accurate mechanistic model can

be applied to the myriad of enhanced geometries available.

Table 6.7: Empirical coefficients for pool boiling on the Wolverine Turbo-B5 and Wieland Gewa-
B5 tube per refrigerant in the form: hpb=Coqn

Wolverine Turbo-B5 Wieland Gewa-B5
Co n Co n

R134a 12026 -0.082 2503123 -0.4221
R236fa 103482 -0.143 164837 -0.1978

The present pool boiling data for both refrigerants and tubes were compared against the

prediction method proposed in Christians (2010) (Figure 6.5) where a combination of symbols is

used to represent the tube/fluid combination. This method was created by using a database of

seven enhanced tubes and two refrigerants. Direct application of the method predicted 76% of

the data within ±20%.
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Figure 6.5: Comparison of all experimental pool boiling measurements of the current study and
the prediction method presented by Christians (2010)

The lower uncertainty of the bundle boiling facility enabled experiments to be run with heat

fluxes lower than 20 kW without causing an unrealistic error. The error bars indicate that, for

the present instrumentation, the error increased exponentially as the heat flux decreased. The
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uncertainty was related to the measured quantities. The mass flow measurements made with

Coriolis flow meters did not add significantly to the uncertainty of the heat flux. The dominant

contributor to uncertainty was temperature difference, which was related directly to the heat

flux calculation. Also the temperature difference through the tube wall between the refrigerant

and the water, is directly related to the heat transfer coefficient. These two components interact

as the heat flux, water mass flux and heat transfer coefficient vary. The uncertainties in both

the heat flux and the heat transfer coefficient were lowest at the higher heat fluxes tested, due

to the increased temperature gradient in the water, and the increased difference in temperature

between the water and the saturated refrigerant. A higher heat transfer coefficient at a given

heat flux will result in a higher uncertainty because the temperature difference across the wall

would be lower. The experimental uncertainties in the heat flux and the measured pool boiling

heat transfer coefficients are tabulated in Table 6.8 for both tubes.

Table 6.8: Experimental uncertainties of the measured heat fluxes and pool boiling heat transfer
coefficients using the Turbo-B5 and Gewa-B5 tubes at all saturation temperatures tested

Wolverine Turbo-B5
R134a R236fa

δmin δmax δavg δmin δmax δavg

q 1.83% 20.54% 5.8% 2.17% 12.54% 5.35%
hpb 6.5% 42.7% 14.7% 6.04% 29.34% 12.19%

Wieland Gewa-B5
δmin δmax δavg δmin δmax δavg

q 2.81% 17.64% 6.93% 3.11% 18.07% 8.51%
hpb 8.52% 52.93% 20.75% 7.75% 46.85% 20.37%

The tubes are designed for operating with R134a. It appears that the tubes are designed to

perform at or near a maximum for the higher temperatures and the lower range of heat fluxes

tested. That indicates a pore diameter that allows sufficient exchange of liquid and vapour over

this range without flooding or drying out the “tunnels” in the enhancement geometry.

The reduced pressure is a powerful correlating parameter, but merely as a surrogate for the

dynamics controlling the mechanisms of boiling at different temperatures and fluids. The fluid

properties, such as viscosity, surface tension and latent heat of vaporisation are temperature-

dependent and they have a direct impact on the liquid intake and evaporation processes. Thome

(1990) showed that at high reduced pressures, the advantage of using enhanced surfaces is di-

minished, because nucleation sites on plain tubes are already activated due to a decrease in the

required activation superheat. The mechanisms of heat transfer at nucleation sites of bubbles are
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near-wall evaporation, interface evaporation and transient sensible heating with associated fluid

property dependencies. If the dominant heat transfer mechanism is thin film evaporation at high

reduced pressures when nucleation sites are active all over the surface, this mechanism would be

similar to that expected inside enhanced surfaces.

Habert (2009) stated that the very high enhanced surface heat transfer coefficients that de-

creased with increasing heat flux were attributed to ‘a throttling effect of the pore opening on the

inflow of liquid and the escape of liquid’. The decreasing trend reported might correspond to a

progressive, partial dryout of the channels within the enhancement structure. This was observed

by Arshad and Thome (1983). If the film inside a tunnel was thick, a lower liquid supply and

thus thinner film would improve the meniscus heat transfer unless the wall material or local liquid

distribution are limiting factors. The cross-sectional distribution and circumferential distribution

of phases in the tunnels remain unknown. If flooding increases locally due to a change in liquid

intake with heat flux, the heat transfer would be affected. The fact that R236fa performs poorly

compared to R134a is testament to the fact that these tubes were probably not designed for this

fluid and therefore the performance drop is also more severe as heat flux increases.

Isolating any single physical property and attributing lower or higher heat transfer to it is

unlikely, because of the many mechanisms interacting to produce the final result. If one fluid

had a 20% lower latent heat this could reduce the heat transfer, but if the surface tension of

this fluid was high enough to ensure a thin film in most tunnels rather than a flooded state,

the 20% reduction in latent heat could easily be compensated without considering the external

heat flux. A simple one-size-fits-all explanation is unlikely. The mechanisms of boiling in and on

enhanced tubes are discussed and analysed in Chapter 7 and Appendix C in an attempt to find

a phenomenological correlation with a strong relation to the fluid properties that control these

mechanisms.

A final comparison of the two tubes was done by comparing the overall thermal resistance

(Figure 6.6). The Wolverine Turbo-B5 tube performed slightly better and more consistently in

terms of overall resistance. The Wieland Gewa-B5 tube performed equally well at low heat fluxes,

but its performance decreased slightly at higher heat fluxes.
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Figure 6.6: Overall thermal resistance for both tubes with the components for inside, wall and
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6.4 Convective boiling

Factorial analysis of the bundle boiling data revealed that the refrigerant had the largest effect

(Table 6.9). Each pair of conditions evaluated for the factorial analysis is presented below:

ho = f(G, q,Refrigerant, Tube)

options: G =
(

7
30

)
q =

(
20
60

)
Refrigerant =

(
1
2

)
Tube =

(
Turbo-B5
Gewa-B5

)

The heat flux was the second largest effect, which was still relatively significant. The mass

flux effect was negligible and each tube had a different heat transfer coefficient although the

difference was not significant. Interactions were not significant. The vapour quality was tested

separately and found to have a minor impact on the heat transfer coefficient. For a similar analysis

including vapour quality the factor was 1514 with a t-ratio of 0.3 and significance of 0.38. Similar

conclusions were reported by Jensen et al. (1992) and Kim et al. (2002).

Below, some representative data are first presented in the classical heat transfer coefficient

against vapour quality type of plot. The most notable characteristic of the data was that a large
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Table 6.9: Factorial test results for bundle boiling with main effects and selected
interactions

Effect Aa Bb Cc Dd AB AC BC AD CD

Factors 691.5 -6193.6 -7825.5 -4902.1 -772.3 977.0 -524.6 -1148.4 -961.5

t ratio 0.2 -1.7 -2.2 -1.4 -0.2 0.3 -0.1 -0.3 -0.3

Significance 0.38 0.09 0.05 0.16 0.38 0.38 0.39 0.37 0.38

a Mass flux b Heat flux c Refrigerant d Tube type

Table 6.10: Experimental conditions for enhanced tube bundle boiling tests

Experimental test conditions

Test fluid R134a, R236fa

Saturation temperature Tsat=5, 15 [◦C]
Wolverine Turbo-B5 Do=18.95 [mm], Di=15.75 [mm]
Wieland Gewa-B5 Do=19.05 [mm], Di=15.30 [mm]
Tube pitch P=22.22 [mm]
Tube layout Staggered equilateral
Vapour quality x=0.1-0.9 [−]
Mass velocity G=4, G=7, 10, 20, 30, 36 [kg/m2s ]
Heat flux qo=0, 20, 40, 60 [kW/m2 ]

number of points had essentially the same heat transfer coefficient. Therefore, plotting them

together was not ideal. Secondly, a new method of presenting the data, where mass flux and

vapour quality (both of minor significance) are combined into a liquid film Reynolds number for

bundle flow, is introduced (discussed below).

In Figure 6.7, the 5oC data for R134a with Turbo-B5 at all heat fluxes are presented. The heat

fluxes were grouped into nominal groups around 20, 40 and 60 kW/m2 with some experiments also

done at 15 kW/m2. The slight decrease normally seen in the second pass (r2) can be attributed to

the lower local heat flux from the water when compared with the first pass (r1). In this figure the

heat flux difference was most important. The saturation temperature did not influence the heat

transfer significantly and trends were similar for other parameters. The Gewa-B5 results showed

a larger impact of heat flux similar to the pool boiling results (Figure 6.8). The performance of

both tubes remained constant with mass flux and vapour quality as indicated by the statistical

analysis. Data that deviated sharply from the normal heat flux dependent plateau behaviour can

be attributed to the onset of dryout conditions.

To consolidate these plots, a different method of presentation was required to reduce the
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Figure 6.7: Heat transfer coefficient for all heat fluxes at 5oC and 15oC on the Turbo-B5 tube
with R134a and separated by mass flux per subfigure
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Figure 6.8: Heat transfer coefficient for all heat fluxes at 5oC and 15oC on the Gewa-B5 tube
with R134a and separated by mass flux per subfigure
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6. HEAT TRANSFER RESULTS

control variables. The mass flux and vapour quality can be combined by obtaining a liquid only

mass flow rate. Rather than using a dimensional value such as the liquid mass flow rate a liquid

film Reynolds number is more appropriate. This can be used as a single variable to present all

the mass fluxes and vapour qualities (Figure 6.9).
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Figure 6.9: The Reynolds number presentation sorted by mass fluxes for each refrigerant, for the
Gewa-B5 tube at (a,b) 5oC and (c,d) 15oC

The present Reynolds number is defined in the same manner as that of a falling film exper-

iment, thus a direct parallel between the two bundle heat transfer modes can be drawn. The

liquid only mass flow rate, as the flow leaves the tube, was used to define a Γ for a single tube and

this local Γ (flow rate in kg/s per unit length on one side of the tube) was used to define a local

film Reynolds number. The set of equations to derive the Reynolds number from the measured
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6.4 Convective boiling

mass flow rate is described below for the test bundle (equation 6.1). The assumption is similar to

the redistribution of the liquid film around the tube, but void fraction is not required. Since the

flow is well distributed and in almost all the flow patterns observed during the experiments the

liquid tended to remain attached to the tubes, the assumption is acceptable, if not always exact.

ṁl = ṁt(1 − x)

ṁtube =
ṁl

number of tubes
=

ṁt(1 − x)
3

ṁone side =
ṁtube

2

Γ =
ṁone side

L

Re =
4Γ
μl

(6.1)

6.4.1 Discussion for Wolverine Turbo-B5 and Wieland Gewa-B5 with

convection

The Reynolds number presentation of data indicated a plateau of heat transfer that was main-

tained as long as the onset of dryout was avoided. Jensen et al. (1992) and Kim et al. (2002)

found a lack of dependency of heat transfer on mass flux for their high performance enhanced

tubes. There was almost no Reynolds number effect, indicating that convection had little impact

on the heat transfer coefficient. Any convection effects could be through the external component

of the heat transfer or due to the convection affecting the bubble cycle and thereby the liquid

intake. The fact that the performance was similar to pool boiling indicate that these convective

effects were limited or that they are not the dominant heat transfer mechanisms.

A change in vapour quality in bundle boiling had little impact on heat transfer. This is

noteworthy because the vapour quality range represented a significant change in conditions on

the outside of a tube from a discrete bubbly type flow to an annular liquid film with a fast moving

vapour phase. The increase in saturation temperature decreased the heat transfer coefficient

slightly. The refrigerant type had similar effects on the bundle heat transfer compared to pool

boiling. The R134a refrigerant performed better then R236fa for all conditions.

The onset of dryout occurred as the Reynolds number reduced to zero. The onset of dryout

was found at very low Reynolds numbers and this was thought to be due to the vertical upward

flow through the bundle that keeps the liquid phase together and mixed between tube rows until

close to the superheated transition. The partial dryout zone of heat transfer is very limited in
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Figure 6.10: The Turbo-B5 tube at saturation temperatures of 5oC with (a) R134a and (b) R236fa
and at 15oC with (c) R134a and (d) R236fa at different heat fluxes for the first and second pass

bundle boiling compared to falling film where the vertical downward flow falls from tube to tube.

The higher film velocity in falling film means the films are much thinner and thus prone to local

dryout and subsequent lower performance. In falling film partial dryout can be induced on a tube

at significantly higher Reynolds numbers than in bundle boiling. Furthermore, the column and

drop flow regimes of a falling film also tend to promote local dry patches along the lower tubes.

The Reynolds numbers tested in the bundle were limited to less than 1000. The falling film

study of Christians (2010) tested Reynolds numbers up to 2500 but found that the heat transfer

reached a plateau as long as the onset of dryout was avoided. The absolute plateau behaviour of

falling film could be due to the gravity-driven falling film which performs constantly compared
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6.4 Convective boiling
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Figure 6.11: The Gewa-B5 tube at saturation temperatures of 5oC with (a) R134a and (b) R236fa
and at 15oC with (c) R134a and (d) R236fa at different heat fluxes for the first and second pass

to the pump-driven and vapour buoyancy affected flooded evaporator conditions tested in this

study.

The Wolverine Turbo-B5 tube showed less heat flux dependence for both fluids with a fairly

constant performance around 30 kW/m2K for R134a and 23 kW/m2K for R236fa (Figure 6.10).

The Wieland Gewa-B5 tube had a dependance on heat flux for both fluids with a particularly

high peak for R134a at lower heat fluxes around 35 kW/m2K (Figure 6.11). The Gewa-B5 had

a more consistent performance with R236fa around 20 kW/m2K. The probable causes are the

fluid properties, liquid intake process and tube external geometry affecting internal and external

heat transfer. The lower latent heat of vaporisation for R236fa has an effect on the evaporation
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6. HEAT TRANSFER RESULTS

component.

Heat flux had the dominant impact on heat transfer but the trends were similar to that of pool

boiling. A comparison with pool boiling is provided through bundle factors kBB (Figure 6.12).

The bundle factors are presented by means of probability density plots (Figure 6.12). Most

data indicate a similar performance to pool boiling with kBB ≈ 1. Extreme values ranged from

0.6 to 1.5 indicating some degradation and some enhancement of heat transfer. The multiple

peaks are groupings of heat flux. The Wieland Gewa-B5 tube has a higher probability of bundle

factors less than one, while the Wolverine Turbo-B5 has a spread around 1 to 1.2 when both

fluids are taken into account.
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Figure 6.12: Bundle factors of all data presented as probability density functions for the Turbo-B5
tube with (a) R134a and (b) R236fa and the Gewa-B5 tube with (c) R134a and (d) R236fa
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6.5 Comparison with prediction methods

6.5 Comparison with prediction methods

The method of Christians (2010) assumes a heat flux, saturation temperature dependent plateau

for non-dryout conditions. The heat transfer prediction is constant without relation to convection.

Upon examining the correlation (equation 2.26) it is clear that the π-group is taken largely out of

play by the low value of the exponent, thus leaving the tube-specific factor and leading coefficient

to determine the heat transfer coefficient. The correlation does trend correctly with temperature

but was only defined for 5oC data (Figure 6.13).
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Figure 6.13: Comparison of experimental data with Christians (2010) separated by (a) Turbo-B5
and (b) Gewa-B5 and marked by heat flux

The prediction of Robinson and Thome (2003) was based on an older enhanced tube (Turbo-

Bii) and defines two multipliers related to the reduced pressure and local void fraction around a

tube to adjust the pool boiling prediction. This method was applied by using the pool boiling

prediction method defined for the present tubes with the multipliers from Robinson and Thome

(2003) (Figure 6.14). Since the method is based on the current pool boiling prediction, the error

is due to an overprediction in the bundle factor by the multipliers. If the convective contribution

for older generation tubes is larger than that of new tubes, it can explain the over prediction

obtained when using the Robinson and Thome (2003) method on the new tubes.
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Figure 6.14: Comparison of experimental data with Robinson and Thome (2003) separated by
(a) Turbo-B5 and (b) Gewa-B5 and marked by heat flux

6.6 Conclusion

A test matrix for two new enhanced tubes was completed in pool boiling and convective boiling

with two refrigerants for a range of temperatures, heat fluxes, inlet vapour qualities and mass

fluxes. A thorough Wilson plot method implementation and validation was done. A statistical and

full uncertainty analysis was conducted on the data to quantify trends and errors. Comparisons

with tests of similar tubes and prediction methods are presented. Findings are consistent with

previous enhanced tube investigations. Previous prediction methods for other enhanced tubes do

not predict the present heat transfer coefficients well and falling film prediction methods do not

capture the trends present in bundle boiling.

The hypothesis that heat transfer of enhanced tubes was unaffected by position and flow

pattern in the bundle can be accepted after evaluation of the heat transfer data. Thus, any

new prediction method resulting from this study is expected to be applicable locally and no row

effect or other flow pattern related effects need to be taken into account for a non-mechanistic

prediction method.
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Chapter 7

Analysis of enhanced tube

evaporation

The effects of a range of heat flux on enhanced tubes were investigated during this study. It

was found that the bubble departure process changed from isolated bubbles at the lowest heat

fluxes to a prolific bubble releasing regime with bubble coalescence laterally and vertically and

interactions that are difficult to quantify at higher heat fluxes. It can be assumed that the amount

of flooding in the substructure varied significantly over the range of heat flux. At lower heat fluxes

more flooding was present, i.e. individual bubbles were sometimes seen rising inside the channels

of Gewa-B5 tubes. At higher heat fluxes the substructure was mostly filled with vapour and

suction-evaporation was considered the most probable mode of boiling. The amount of flooding

in the substrate changes with heat flux and thereby the boiling mode (Chien and Webb, 1998d).

The intake mechanisms are not well understood and might be influenced by external flow. A

short analytical investigation is now pursued to elaborate on these evaporation mechanisms.

7.1 Models of near-wall evaporation

Some of the existing models for evaporation inside enhanced tubes are mentioned in Appendix

C. These methods include the surface tension and Hamaker constant (order of magnitude 10−20

to 10−21 kgm2/s2) in a formulation of the pressure difference over the liquid-vapour interface.

The pressure difference is then related to a temperature difference through the Clausius-Claperon

equation for steady state conditions by these models. This method approximates the interface

temperature rather than modelling it.
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7. ANALYSIS OF ENHANCED TUBE EVAPORATION

The nature of the interface shape and mass transfer is important in studies of heat pipes

and capillary pump loops and therefore models of interface mass flux or heat transfer have been

implemented by this community (Longtin et al., 1994, Lips et al., 2011). The mass flux across

an evaporating interface is described by Wayner Jr. et al. (1976) through application of kinetic

theory. The expression takes into account the pressure and temperature of each phase and an

evaporation coefficient (ν). The evaporation coefficient represents the intrinsic characteristic

of the molecular interaction during the phase transfer and is a complex function of reflection,

replacement and molecular transfer across the interface. The net mass flux across the interface

is then determined as J (kg/m2s):

J =
ν

2 − ν

√
M

2π�

(
ρlv,i√
Tlv,i

− ρv√
Tv

)
(7.1)

where lv, i represents the liquid-vapour interface condition. For evaporation the value of ν is

often assumed to be unity (Ajaev and Homsy, 2001, Ajaev, 2005, Wang et al., 2007). A linearised

version of the interface mass transfer equation was assumed by Ajaev (2005) and Hristov et al.

(2009). Wang et al. (2007) stated that there is much debate around the evaporation coefficient for

polar fluids like water and methanol while non-polar fluids like benzene and hexadecane have been

found to have evaporation coefficients of unity. Wang et al. (2007) compared the complete version

with the linear approximation and concluded that the approximation is sufficient for values of

wall superheat less than 5 K:

Je =
(

2ρvhlv

Tsat

√
2π�Tsat

)
(Tsat − Ti) +

(
2ρv

ρl

√
2π�Tsat

)
(Δpi)

or Je = JT (Tsat − Ti) + JP (Δpi) (7.2)

By neglecting the sensible heating of the liquid, assuming the interface temperature is close

to the saturation temperature and the interfaces are flat and parallel to each other, the problem

can be solved by equating the evaporative heat flux to thermal conduction over the film thickness

(δ):

kl
Ti − Tw

δ
= Jehlv (7.3)

By substituting Je into the above equation and defining φ, the interface temperature can be

solved:

122



7.1 Models of near-wall evaporation

Ti =
φTw + JT Tsat + JP Δpi

φ + JT
(7.4)

where φ =
kl

δhlv

Substituting this equation for Ti into equation 7.2 gives a relation of interface mass flux as a

function of the wall superheat:

Je =
φJT

φ + JT
(Tw − Tsat) +

φJP

φ + JT
(Δpi) (7.5)

The pressure term is usually small compared to the temperature term, but when the film

becomes thin or the curvature high, the pressure jump is appreciable and influences the local

evaporative mass flux. The pressure jump across the interface is given as a function of surface

tension, the Hamaker constant and the evaporative mass flux where the disjoining pressure is

given as an approximation for wetting fluids in one dimension:

− Δpi = σK︸︷︷︸
Curvature

+
A

δ3︸︷︷︸
Disjoining

+
(

1
ρv

− 1
ρl

)
J2

e︸ ︷︷ ︸
Momentumflux

(7.6)
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Figure 7.1: Interaction of the interface heat flux with film thickness for R134a at a wall superheat
of 1 K and saturation temperature of 278 K

Using this relation and imposing a film thickness and superheat with a constant wall temper-

ature to solve for Je, the interaction of the terms can be inspected. The mass flux is expected
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7. ANALYSIS OF ENHANCED TUBE EVAPORATION

to peak in the near wall region before the disjoining pressure becomes strong enough to stop

evaporation (Stephan and Wondra, 2008). The disjoining pressure peaks as the film thickness de-

creases. The interfacial temperature is almost equal to the saturation temperature and increases

to the wall temperature due to the pressure jump caused by the mass flux and disjoining pressure

as the film reduces (Figure 7.1). The film thickness when evaporation is no longer possible due

to the high disjoining pressure is the absorbed film thickness (δa). This represents the minimum

film thickness possible.

7.1.1 Solution of near-wall model

In order to predict the film thickness in a corner of a microchannel during evaporation, several

assumptions can be made to simplify the problem.

The problem can be divided into several scales (Figure 7.2). The macro-scale makes up the

larger part of the liquid and the interface shape is determined by surface tension force. The

surface tension force dominates other body forces when the capillary length (
√

σ
ρg ) is shorter

than the physical dimensions involved. Heat flux to the evaporating surface takes place through

heat conduction by Fourier’s law. The rate of evaporation is relatively slow and curvature and

disjoining pressure have little effect.

As the film thins out towards the micro-scale region, surface tension becomes dominant if the

curvature increases. In this second region the curvature might be significant and the film thin

enough to re-balance the interface temperature and heat flux, respectively.
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Figure 7.2: A corner in a square subsurface microchannel with length scales indicated (μm). The
enlarged near-wall region indicates the liquid interface
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7.1 Models of near-wall evaporation

A third region, dominated by the disjoining pressure, exists. In this region the evaporation

rate is very high but the interface resistance also increases rapidly as the film becomes thinner.

There is an interrelation between the disjoining pressure, pressure jump due to the mass flux via

phase change, heat conduction over the very thin film and the interface temperature. Eventually

the interface temperature surpasses the wall temperature as the disjoining pressure dominated

interface resistance balances the evaporation and the process stops. This corresponds to a liquid

film of several nanometers for the case of R134a on copper. Essentially only a few molecules of

’liquid’ phase perpetually wet the wall because the attractive force of the wall is so high that

evaporation (escape into the vapour phase) is unlikely. This is called the absorbed film region

and in an evaporating tunnel with surface tension pulling liquid into the corners this is a region

further away from the corner where the film is not evaporating.

Now consider the near-wall region where the film thickness is equal to the absorbed film

thickness up to a thickness where the disjoining pressure has no more influence (enlarged area

in Figure 7.2). The purpose is to set up a force balance between the dominant forces and the

evaporation process to determine the shape of the liquid interface at the near-wall zone. The

assumptions for the model include:

• A two-dimensional domain is used

• The wall temperature is constant in the small part of the wall

• Fluid properties are evaluated at Tsat

• There is no inertia in the liquid (compared to disjoining forces)

• There is no surface tension in this region (compared to disjoining forces)

• All previous assumptions regarding interface evaporation are used.

A momentum balance on an element, dx, (Figure 7.2) results in:

− ∂p

∂x
+

τw

δ
= 0 (7.7)

where the mean wall shear is τw = −3μl
u
δ for a parabolic profile and the pressure is due to the

disjoining pressure p = − |A|
δ3 for this model. Introducing these terms into the momentum balance

gives:

∂|A|
∂x

1
δ3

− 3μl
u

δ2
= 0 (7.8)
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A relation for velocity can then be deduced:

u = −|A|
μl

1
δ2

∂δ

∂x
(7.9)

The mass balance for the element dx states that the evaporating mass flux is equal to the incoming

liquid:
∂

∂x
uδ = −Je

ρl
(7.10)

where Je is the evaporative mass flux given by equation 7.5 as a function of the wall superheat

with the only dominant term in the pressure jump being disjoining pressure. For a flat surface,

the equations for φ (equation 7.4) and IR can be introduced into equation 7.5 to produce:

Je =
klΔT

δhlv

1
1 + IR

[
1 +

JP A

JT δ3ΔT

]
(7.11)

where IR =
kl

JT hlvδ

To solve for the absorbed film thickness, the boundary condition is set to zero, Je(δ = δa) = 0,

and then δa can be solved for a no-evaporation condition:

δa =
(

JP

JT

) 1
3
( |A|

ΔT

) 1
3

(7.12)

Accordingly, the film thickness is non-dimensionalised by the ratio y = δ
δa

. Substituting δ = yδa

into equation 7.11 gives:

Je =
1
y

klΔT

δahlv

[
y3 − 1

y3 + y2IR

]
(7.13)

u(x) = −|A|
μl

1
δa

y′

y2

Here y′ denotes the first derivative with respect to x. By substituting u(x) and Je into the mass

balance relation, identifying lH as a length dimension and simplifying, this yields:

lH =
(

ρlhlvδa|A|
μlklΔT

) 1
2

∂2y

∂x2
− 1

y

(
∂y

∂x

)2

=
1
l2H

[
y3 − 1

y3 + y2IR

]
(7.14)

This result is the governing equation for the film thickness y = f(x,lH ,IR), although not yet

dimensionless. The boundary conditions state that y(x = 0) = 1 (which is the absorbed film
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thickness) and that y(x=l) = yf where l is the, still unknown, total length of the near-wall

region involved and yf is the film thickness where the near-wall region ends and the assumptions

regarding disjoining pressure are no longer valid. By non-dimensionalising x by x∗ = x
l , the final

non-dimensional governing equations become:

∂2y

∂x∗2 − 1
y

(
∂y

∂x∗

)2

=
l2

l2H

[
y3 − 1

y3 + y2IR

]
(7.15)

or

y′′ − 1
y
(y′)2 =

l2

l2H

[
y3 − 1

y3 + y2IR

]
Here yf is chosen by recalling that the disjoining pressure drops in magnitude by the relation

1/y3
f . The domain is limited to where the disjoining pressure is 1% of its maximum. When 1/y3

f

= 1/100 then yf ≈ 4.64. The governing equation can now be solved numerically or the first order

approximation solution can be expressed as:

y(x) = 1 + ε
ex

√
π − ex

√
π

e
√

π − e
√

π
(7.16)

π =
3
(

l
lH

)2

1 + IR

ε = yf − 1

The numerical solution proceeds by discretising the governing equation with a central differ-

ence scheme for the domain described by the boundary conditions. The initial guess is a linear

film thickness profile from y = 1 (δ = δa) to yf and the solution is iterated until the profile

converges on a solution. The ratio l/lH is set to around 15 and yf = 5. Comparing the numerical

solution to the first order approximation there are some slight differences, but the solutions match

well within the constraints of the assumptions (Figure 7.3). The non-dimensional solution can

then be transformed back into dimensional form for use in a model.

From the dimensional solution it is possible to determine the apparent contact angle at the

point where the near-wall region ends (x = 1). From the film thickness it is also possible to

determine the evaporative mass flux from the liquid interface. The mass flux can be converted

to a heat flux through the relation q = Je hlv.

Finally, it is important to note that the heat transfer in the near-wall region is exceptionally

high (Ibrahem et al., 2010, Heng et al., 2010). Therefore, even if it is a very small region and seems
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Figure 7.3: Numerical and first order solution to the film thickness for the near-wall region

insignificant the heat flux can be several orders higher than the average in the macro region and

thereby make a significant contribution. The parameters determining how this one mechanism

of evaporation operates might therefore be important if this mechanism is responsible for a large

fraction of the heat flux. From the governing equation several parameters can be identified: δa,

lH and IR. The length parameter (lH) is proportional to the amount of energy that can be

evaporated from a film in relation to the temperature difference. As a ratio of lengths ( lH
δa

) this

parameter provides a possible dimensionless parameter that could prove significant if the type of

evaporation present on or in a tube is dominated by thin films evaporating and drying out.

Because the region is very small, the wall material plays an important part in determining

the final heat flux. The wall material thermal diffusion limit might not be able to provide the

heat at a constant temperature. It would thus be necessary to include the wall conduction and

transient effects into any model attempting to solve evaporation of this nature (Mitrovic, 2006,

Stephan and Kern, 2004, Stephan and Wondra, 2008).

7.2 Conclusion

The processes governing thin film evaporation and near-wall evaporation of the menisci are con-

sidered important components of heat transfer. The overall heat transfer is a combination of

internal processes and external heat transfer with notable interactions that remain difficult to
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7.2 Conclusion

model. The dominant mechanism in enhanced boiling is not only a function of reduced pressure

or latent heat, but rather a complex set of fluid and wall properties (including disjoining pressure,

surface tension, thermal conductivities, specific heat capacities and densities).

On plain surfaces the open structure is affected by convection and the less powerful mechanisms

of convection and conduction play important parts in the total heat transfer. On and in enhanced

surfaces the wall superheat is preserved during the boiling cycle, thin films and menisci are more

prevalent and the heat transfer associated with phase change is therefore more efficiently utilised.

Ultimately, a model of heat transfer for each mechanism present and fluid mechanics relating the

liquid pumping and phase distributions in different geometries in and on enhanced tubes would

be needed to provide the overall model of this evaporation process.
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Chapter 8

Prediction methods

8.1 Two-phase pressure drop prediction methods

The dynamics of pressure drop were reported on in Chapter 5. The database was made up of

adiabatic and diabatic data and the prediction method was based only on adiabatic data. The

previous predictions of bundle pressure drop were empirical. For a more fundamental approach

to the data the flow patterns need to be considered. For the range of mass flux and vapour

quality tested, a bubbly type flow was observed at the lowest vapour qualities. As the mass flux

increased, the flow transitioned into an intermittent type flow and eventually a “inter-tubular”

annular flow dominated. For external flow the flow pattern changed with vertical position in the

bundle. It was assumed that the observation position was representative of the general bundle

condition even though a certain degree of flow development was present through the bundle.

For in-tube flow, annular flow is generally modelled with a friction factor representing the

interface shear. For the range of flow patterns present in bundles, an annular model would not

be correct. The film thickness of a redistributed annular liquid film is not always negligible in

the bundle. For flow over complex external structures, a type of homogenization is proposed.

The approach proposed is to fit the data to a prediction method by assuming wall shear stress

in a homogeneous bundle, while maintaining the concept of a redistributed film as a physical-

dimensional factor. This is accomplished by assuming the liquid is redistributed around the tubes

within a hexagonal unit element as done by Robinson and Thome (2003) for heat transfer. This

assumption is not always valid but provides a reasonable and simple flow distribution.

From a force balance for the intertube flow in a vertical flow (Figure 8.1) the shear force can

be represented as:
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dd

d

Dgap dz

dgap

tw

Atot

P

Pz
Ad

Figure 8.1: The simplified flow distribution and an element of flow in between two tubes at the
narrowest point where the flow is parallel

dp

dz
=

τw

δgap
− ρHg

τw = f
1
2
ρH(u)2 (8.1)

The classical definition of friction factor for bundle flow was used. The homogeneous two-phase

density (equation 2.8) and a geometric ratio
(

δgapδ−δ2

δ2
gap

)
were used in the correlation’s definition

for pressure drop. A phenomenological (mechanistic) relation can then be defined for the friction

factor to correlate the database:

f2φ = a

[
δgapδ − δ2

δ2
gap

]b [ (ρl − ρv)gδ2

σ

]c

[Wel]
d

[
μv

μl

]e

(8.2)

Wel =
ρlu

2
l Do

σ
and ul =

ṁ(1 − x)
ρlA(1 − ε)

The terms in this relation are adaptations of those in annular flow correlations of Quiben and

Thome (2007) to a tube bundle. The first term after the leading coefficient is the geometric term.

The geometric term is defined in such a way as to respect the trend in friction factor and to

approach the boundary conditions of liquid or vapour only flow, but does not explicitly satisfy

these boundary conditions, since the rest of the correlation has no relation to the single phase

pressure drop.

The redistributed film thickness δ is used for the geometric factor and the second term (a

modified Helmholts instability term) represents the unstable film thickness. The liquid Weber
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number is defined with the liquid velocity and the last term is a ratio of vapour and liquid viscosity

to represent interfacial shear.

The equations relating the hexagonal unit element of Figure 8.1, void fraction and film thick-

ness are given by:

Ahex =
6Pz

3
P

2
At = Ahex − π

4
D2

o

Aδ = At(1 − ε)

Dδ =

√
4
Aδ

π
+ D2

o

δ =
Dδ − Do

2

The empirical correlation is also proposed here, given by the form in equation 8.3 and the

single phase component of the two-phase multiplier was found by using the Žukauskas and Ulinskas

(1983) correlation with a homogeneous density and viscosity (Chapter 2).

λ =
f2φ

fH
= e

[
−
(

(x − C2)
0.392

)2

+ C1

]
(8.3)

with: C1 = aΛ + b

C2 = cΛ + d

Λ =
(

G

469

)e

where G is in kg/m2s and 469 has the same units.

8.1.1 Adiabatic pressure drop

A nonlinear least-squares fitting procedure was used to fit the data and determine the empirical

coefficients. The entire adiabatic database was used for the fit and it included data for R134a

and R236fa at 5, 10 and 15oC for both tubes. As illustrated by the results in Chapter 5, the

tube type did not have a strong influence. The results of the fitting procedure are summarised

in Table 8.1 and graphically presented in Figures 8.2 and 8.3.

The empirical prediction was the most accurate and follows the trends for both measurements

(Figure 8.2). There was more scatter in the shorter diabatic section data and this was probably

due to the difficulty in measuring small pressure drops and sensitivity to the data reduction

assumptions. The data in Figure 8.3 were grouped per tube and showed no particular difference
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in the prediction for the different tubes. Overall, the empirical method predicted 94% of the data

within ±20% whereas the phenomenological method predicted 88% within ±20%. In the diabatic

section the phenomenological method improved the data prediction with 75% of the data within

±20% compared to 64% for the empirical method. This indicated a greater potential for scaling

the implementation of the phenomenological model to local conditions as will be recommended

for diabatic cases.

Table 8.1: Coefficients for the various new prediction methods of adiabatic frictional pressure
drop

Method Empirical (eq. 8.3) Phenomenological (eq. 8.2)
a -22.89 165
b 19.51 1.2844
c -1.905 -0.15921
d 1.6131 -0.84625
e 0.15468 -0.14487

% in ±20% 94% 88%
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Figure 8.2: Comparison of the empirical prediction method against experimental data over the
full bundle and diabatic section for both tubes during adiabatic tests

For select cases the phenomenological prediction method was directly compared against the

frictional pressure drop data to observe the trends (Figure 8.4). The friction increases with mass

flux and vapour quality and the prediction method followed most trends closely. Notably the
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Figure 8.3: Comparison of the phenomenological prediction method with experimental data over
the full bundle and diabatic section for both tubes during adiabatic conditions

slope increased or decreased depending on the mass flux. The limited data available at vapour

qualities higher than 30% at the highest mass fluxes means that the extension of the trends are

extrapolated. The range of physical properties in the database and the trends of the prediction

method provides an indication of the applicability (Figure 8.5). The lower vapour quality data

were poorly predicted and some of the worst predictions were also at the maximum mass flux.

At these conditions certain assumptions regarding the calculation of the void fraction to back out

the frictional pressure drop and other data reduction procedures were not ideal and the system

itself was less stable at the maximum mass flux.

8.1.2 Diabatic pressure drop

The pressure drop method defined in the previous section can now be implemented to predict the

diabatic data and different options are evaluated. The first option is a direct implementation of

the method by using the mean values of vapour quality and void fraction (Figure 8.6).

An alternative approach is to evaluate the pressure drop in increments and sum the increments

to obtain the total. This means that a vapour quality and void fraction distribution must be

known or assumed. The local conditions were evaluated at steps equivalent to the tube pitch

(Figure 8.7b). This solution is probably a good one in larger bundles, but in the present test

section the tube rows are made of either two or three tubes. Thus the amount of evaporation
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Figure 8.4: Sample calculations of the phenomenological frictional pressure drop for (a) Wolverine
Turbo-B5 and (b) Wieland Gewa-B5 for two mass fluxes with R134a

varies by 30% at each level and the void fraction profile is not linear. Using the local vapour

quality at each tube row a more accurate prediction can be made (Figure 8.7b). For predicting

the full bundle, the local values change in the diabatic section and then remain constant in

the adiabatic section (Figure 8.7a). When using the prediction method per row (NR = 1) an

adjustment factor which relates the vertical pitch to the center-to-center pitch, is recommended

(Pz

P = sin 60◦ =
√

3
2 ). Further refinement of this method requires larger bundles to be tested with

many more tube rows.
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Figure 8.5: Trends in the variables making up the phenomenological prediction method for pres-
sure drop (a) x, (b) Δρl, (c) μv/μl, (d) G, (e) Wel and (f) σ
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Figure 8.6: Comparison of the phenomenological prediction method with experimental data over
the (a) full bundle and (b) diabatic section for diabatic data using mean bundle conditions
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Figure 8.7: Comparison of the phenomenological prediction method for diabatic data on (a) full
bundle and (b) diabatic section using local conditions in increments of one tube row

138

Chapter8/Chapter8Figs/DP_fric_EUG_diab_Phemomo_full.eps
Chapter8/Chapter8Figs/DP_fric_EUG_diab_Phemomo_30mbar.eps
Chapter8/Chapter8Figs/DP_fric_EUG_diab_Phemomo_STEP_full.eps
Chapter8/Chapter8Figs/DP_fric_EUG_diab_Phemomo_STEP.eps
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8.2 Heat transfer prediction methods

From the heat transfer investigation it was clear that heat flux was one of the dominant factors

influencing heat transfer performance. The fluid type also changed the heat transfer performance

significantly. From the mechanistic investigations, the fluid type determined how most of the

complex phenomena interacted. The liquid viscosity, surface tension and wall material all played

an important role. The evaporation process was influenced by all these factors and the heat flux

determined the rate at which the mechanisms occurred and interacted.

Evaporation was an important process and the analysis of the film evaporation identified a

simple set of parameters with a strong relation to the evaporation process. The dimensionless

parameter lH
δa

relates the fluid properties and the temperature difference to the heat transfer

process of evaporation.

The current objective was to investigate the tube geometry and the impact of different en-

hanced tube types on the heat transfer. The previous correlation by Christians (2010) used a

tube specific variable with great success in correlating different tubes. The Christians (2010)

correlation used dimensional analysis to define the dimensionless number. This number used

heat flux, latent heat of evaporation and saturation pressure, but it was not explained why this

correlation group worked well with enhanced tubes, although an analogy was drawn between the

dimensionless number and heat flux from the latent heat of evaporation and the pumping action

of the liquid phase through the tunnels by the bubbles.

In the present study a more fundamental approach was used by investigating the mechanisms

of boiling, characterising the specific nature of evaporation inside the subsurface tunnels and

then using this to define the correlation. The secondary result of this investigation was the

identification of specific aspects that need to be addressed in order to understand the role of the

tube geometry such as: liquid intake, liquid distribution, subsurface tunnel pressure fluctuations,

active pore distribution and bubble dynamics. Since the tube geometry was not disclosed by the

tube manufacturers and the modelling of certain physical mechanisms remains complex, this issue

will have to be addressed in future work.

8.2.1 Pool boiling heat transfer

The prediction method is based on the ratio of lengths identified by the near-wall region analy-

sis. This ratio correlates the heat transfer coefficient data in a linear manner with values from

two to ten in the present study. The Hamaker constant can be calculated from Lifshitz theory

(Israelachvili, 1985). A Hamaker constant of 8.6·10−21 was used for refrigerant on copper. To
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Table 8.2: Coefficients for each tube for the new pool boiling prediction method

Coefficient Value
a 1400
TSFa (Turbo-B5) 0.9323
TSFa (Gewa-B5) 0.8224
TSFb (Turbo-B5) 2.141
TSFb (Gewa-B5) 9.585

accommodate the fit, a leading coefficient and an exponent were applied. The leading coefficient

was a constant and the exponent was a tube specific factor. The exponent was chosen as the tube

specific factor to allow for the different slopes noticed in the heat transfer coefficients as a function

of heat flux for the different tubes. This trend was assumed to be a function of the tube geometry

that allows varying amounts of liquid and vapour exchange and external convection at certain

heat fluxes. The heat transfer was assumed to be dominated by the evaporation component as

long as optimal conditions exist. This heat transfer component was fairly constant with heat flux,

thus the tube geometry determined how much liquid entered and whether the tube performed

well or not, based on the flow distribution in the tunnels. Studies of pore size and distribution

confirmed that flooding occurs in cases when pore area is too large and dryout of tubes occurs

with too small a pore area (Chien and Webb, 1998a). The resulting mechanistic correlation is:

ho,pbDo

kl
= a

(
lH
δa

)TSFa
(

1 − 1
(ΔT + 1)TSFb

)
(8.4)

with
lh
δa

=
( |A|

ΔT

) 1
3 (ρlhlv)

2
3

(klμl)
1
2 T

1
6

sat

The second term in the correlation is a relation that is a function of the temperature difference.

The trend expected in the method, when only the first term is used, is to increase ho as ΔT

decreases. This is not the case, and even if this study did not investigate such low heat fluxes,

the second term is included as a balance in order to respect the minimum limit. The proposed

mathematical term is a substitute for a possible temperature-dependent term that would represent

the change in mechanisms at lower heat flux. Ideally, this second term represents the partial

flooding of tunnels at low heat fluxes or a shift in mechanism from menisci to thin film evaporation

and even single phase or sensible heat transfer as liquid pumping slows down. The second term

should allow a peak (depending on the tube and fluid) in heat transfer coefficient as the wall
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Figure 8.8: A comparison of the pool boiling data with the proposed prediction method

superheat decreases. For wall superheats lower than the peak the heat transfer coefficient drops

proportionally with the temperature difference.

A nonlinear optimisation procedure was used to fit the unknown coefficients to the data set

so that the prediction of heat transfer coefficient matches the experimental data. The results are

summarised in Table 8.2. The trends in the prediction method with heat flux and lH
δa

indicated

little variation over the intended range (Figure 8.9). The relationship represents the amount

of energy that can be evaporated from a film in relation to the limit that stops evaporation

as a function of temperature difference. It is inherently a function of complex interacting fluid

properties that determine how evaporation will take place. The correlation predicted 94% of the

data for both fluids within ±20%.

No low heat flux measurements were possible in order to validate the trend for heat fluxes lower

than 15 kW/m2. The temperature reduction term was nevertheless included in the correlation.

Once low heat flux measurements are made the method can be re-evaluated and updated. The

mechanisms of low heat flux conditions could also be investigated to eventually replace the second

term with a phenomenological relationship.

The outside surface of the Wolverine Turbo-B5 tube was similar to the Wolverine Turbo-

EDE2 tube. The Turbo-EDE2 tube was tested by Habert (2009) and its prediction method was
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Figure 8.9: Trends in the pool boiling prediction method for both tubes with (a) heat flux and
(b) lH

δa

compared with the present method for Turbo-B5 (Figure 8.10). The predictions were extrapolated

to 5 kW/m2 to indicate the effect of the temperature term on the heat transfer coefficient. Over

the range of validity of the two methods (> 20 kW/m2), it can be seen that the trends and

magnitude are for the most part similar. As there are no other data available for these tubes, it

was not possible to make any further comparisons.

8.2.2 Bundle boiling heat transfer

As hypothesized in Chapters 2 and 6 the prediction method for enhanced tubes does not depend

strongly on bundle convection effects or row effects, but mostly on the local heat flux, fluid choice

and any other secondary effects that would have an impact on pool boiling performance. These

secondary effects, however slight, can be attributed to the convection in the bundle causing bubble

dynamics or external heat transfer to change. Presently these additional effects are correlated by

introducing a Reynolds number factor to the pool boiling prediction method. This is a function

of the tube surface topography and its influence on the mechanisms of convective heat transfer.

Therefore, the factor (TSF ) is a function of tube type, since each tube is affected by convection

differently. The bundle correlation is:

ho,BBDo

kl
=

ho,pbDo

kl
TSF

(
ReBB

a

)b

(8.5)

The value of TSF and the two new empirical coefficients were determined by a nonlinear

optimisation procedure (Table 8.3) and the prediction is compared with the data in Figure 8.11.
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Table 8.3: Coefficients for each tube in the new bundle boiling prediction method

Coefficient Value
TSF (Turbo-B5) 1.164
TSF (Gewa-B5) 0.835
a 522
b -0.0059

The trends in the prediction method with vapour quality, mass flux, heat flux and refrigerant

indicated that lower heat flux data were poorly predicted but with the majority of the data

corresponding within the limits (Figure 8.12).

On the other hand, for simplicity sake, the Reynolds number term can be excluded from the

prediction method leaving only the tube specific coefficient as a multiplier on the pool boiling

heat transfer coefficient ho,pb. This correlation predicted 94% of the data within ±20%. The mul-

tiplying factor assumed values around 1.16 for Turbo-B5 and 0.84 for Gewa-B5 in the Reynolds

number range from 50 to 1000. From the trends in Figure 8.12 and the probability density in

Figure 8.13 the remaining variation in heat transfer performance could not be uniquely attributed

to any of the test variables and the prediction was centered on the mean of all variations.
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Figure 8.10: Comparison of the Turbo-B5 data with the prediction method for Turbo-EDE2
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Figure 8.11: The comparison of the prediction method for both tubes and sorted according to
nominal heat flux

The use of a void fraction factor similar to that used in Robinson and Thome (2003) was not

needed since the bundle Reynolds number had a good relation to the conditions expected outside

the tubes. The fluid properties were directly included in the pool boiling method and did not use

the reduced pressure often used in boiling correlations.

The prediction method is presented with data for several sample conditions (Figures 8.14

and 8.15). The trends with Reynolds number are indicated opposite the pool boiling data and

prediction method. Heat fluxes of 20 kW/m2 (red) and 60 kW/m2 (black) were simulated using

both convective bundle boiling (equation 8.5) and falling film (Christians, 2010) methods. In

general, the pool boiling performance was constant for Turbo-B5 and the bundle factor slightly

larger than one. Gewa-B5 heat transfer coefficients decreased for bundle boiling conditions (i.e.

with convection), but still followed the same trends as pool boiling with heat flux. The onset of

dryout (discussed in the next section) was indicated for the simulated conditions.

8.2.3 Onset of dryout

The onset of dryout was identified in the bundle by using all the methods described in Chapter 4.

The relation used for bundle boiling was similar to the one defined for smooth tubes (Van Rooyen

et al., 2011a). This relation was accurate for the available data, but can be improved if onset
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Figure 8.12: Trends in the error ratio of the bundle boiling heat transfer coefficient for (a) vapour
quality (b) mass flux (c) heat flux and (d) heat flux sorted by tube type

of dryout testing on a wider range of mass flux and heat flux conditions were possible. The

dependence of onset of dryout on heat flux and mass flux in tube bundles is important for

thermal designers, since low performance conditions can be avoided or minimized. By using the

same relation as smooth tubes, a comparison can be made with enhanced tubes.

The onset of dryout transition line is defined for superficial velocities in relation to a critical

vapour quality by:

jl = jv

(
ρl

ρv

xdry

(1 − xdry)

)−1

(8.6)

Onset of dryout occurred at a vapour quality of 98% (xdry = 0.98) for both tube types
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Figure 8.13: Probability density estimate based on the difference between the prediction method
and the experimental data for both tube types

0 200 400 600 800 1000
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

4

ReBB

h
o
,B

B
,
[W

/
m

2
K

]

q=15 kW/m2

q=20 kW/m2

q=40 kW/m2

q=60 kW/m2

Christians (2010)
Present method

(a)

1 2 3 4 5 6

x 10
4

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
x 10

4

q [W/m2]

h
o
,p

b
P

re
d
ic

te
d

[W
/
m

2
K

]

Experimental
Present method
Christians (2010)

(b)

Figure 8.14: Comparison of sample data and prediction methods for (a) bundle boiling and (b)
pool boiling with Turbo-B5 at 5oC with R134a

(Figure 8.16). This compares to 90% (xdry = 0.9) for smooth tubes, meaning that enhanced

tubes, with their re-entrant enhanced structure, maintained good performance until much closer

to the complete vapour (x = 1.0) condition in bundle boiling. This was attributed to the nature

of the vertical upward flow in bundles and the enhanced surface. For the flow rates in this study
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Figure 8.15: Comparison of sample data and prediction methods for (a) bundle boiling and (b)
pool boiling with Gewa-B5 at 5oC with R134a

the liquid is “absorbed” by the enhanced structure and evaporated from the tunnels. Thus, onset

of dryout occurred suddenly and, for all purposes, near the thermodynamic limiting condition of

x = 1.0.

By converting the equation above to a film Reynolds number, a comparison with falling film

can also be made:

Reonset =
4ṁt(1 − xdry)
2NtubesLμl

(8.7)

Falling films are more likely to experience onset of dryout since the liquid flow velocity is high

and therefore the film is thinner. The impinging flow, thin film and higher velocity allow slightly

higher and constant heat transfer coefficients over a wide range of conditions in falling film. The

thin falling films are not sufficient to wet the tubes at higher heat fluxes and the tube-to-tube flow

pattern passes from sheet mode to column mode, increasing the propensity of dry patches to form

between the columns. As the heat flux increases so does the limiting film Reynolds number at

which partial dryout occurs on the tube. The onset of dryout can occur at Reynolds numbers as

high as 500 in falling film applications and is a function of heat flux. In bundle boiling, the onset

of dryout is delayed to Reynolds numbers as low as 30 and no heat flux effect has been found. The

onset of dryout prediction for bundle boiling is a weak function of mass flux. The earliest dryout

will occur for the highest mass flux in bundle boiling. This could be due to the higher velocities

in the bundle for the high mass fluxes and the thinner film is susceptible to partial dryout similar
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Figure 8.16: Onset of dryout function on a superficial velocity flow pattern map including the
smooth tube dryout for comparison

to falling film. At lower mass fluxes the tubes remain wet and partial dryout happens at very low

Reynolds numbers.

No prediction method was proposed for heat transfer during partial dryout in bundle boiling

for the present enhanced tubes since it occurs only from x = 0.98 to x =1.0. The dryout condition

was expected as the saturated vapour condition was approached and the drop in heat transfer

coefficient was extremely sharp due to the sudden onset of dryout. Predicting the steep slope

accurately as a function of Reynolds number would produce large errors.

8.3 Conclusions

The existing frictional pressure drop prediction methods were found to be inconsistent and inac-

curate for the two-phase flow data for tube bundles gathered here. Thus a new method based

on accurate data for a variety of conditions and tubes was developed. A new prediction method

was thus proposed, based on a phenomenological empirical approach, and it predicted the present

adiabatic dataset well. The method can be implemented on a local scale to predict diabatic data
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with reasonable success. The model captures the variations in vapour quality and mass flux well.

The heat transfer data presented in Chapter 6 were utilised to generate new prediction methods

for the single-tube pool boiling heat transfer coefficient, the bundle boiling heat transfer coefficient

and the onset of dryout for bundle boiling. Analysis of evaporation lead to a correlation parameter

that related the length scale of intense fluid evaporation to the absorbed film thickness, then

utilised in the prediction methods. The pool boiling correlation was then adjusted by a single

tube specific constant, ignoring the weak effect of Reynolds number for the prediction of the

bundle boiling heat transfer database.

The purpose of the analysis and extensive discussion of mechanisms on 3D-enhanced tubes

was to gain insight into the heat transfer components responsible for the final result. When a

complete model is proposed, based on accurate mechanisms, such as the one described for boiling

in this study, a powerful design tool will be available. With such a prediction method the tube

geometry, material and fluid combination can be analysed and optimized without expensive trial

and error design procedures. This objective still remains as a long term objective that require

better understanding of the liquid and vapour flow into and out of the pores of the enhancement

and the distribution of the liquid film within its complex tunnels.
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Chapter 9

Conclusions

In the present study an experimental investigation of two-phase flow and evaporation was per-

formed for two enhanced boiling tubes using two refrigerants. A large heat transfer and pressure

drop database for enhanced tubes in various operating conditions was added to the existing LTCM

database. The study achieved the following goals:

• An investigation into the use and improvement of the Wilson plot method as a means to

accurately estimate the internal heat transfer coefficient of the water-side heating fluid,

required for backing out the boiling-side heat transfer coefficients.

• The pool boiling performance of a single tube in a stagnant pool of liquid refrigerant. The

mechanisms of boiling were elaborated theoretically as basis for developing a prediction

method and explaining the different performance obtained by different refrigerants.

• Local heat transfer on the enhanced tubes under bundle boiling conditions were obtained

and the effect of convection on enhancement relative to pool boiling established.

• Pressure drops over the tube bundle under adiabatic and diabatic conditions with various

flow rates and vapour qualities were obtained.

• The development of new prediction methods for heat transfer and pressure drop with a

phenomenological representation of underlying mechanisms were proposed.

• Novel inspection of the two-phase flow patterns through visual observations in pool boiling

and bundle boiling conditions was implemented. This aspect focused on obtaining quanti-

tative bubble dynamics data where possible to substantiate theories related to flow patterns

and boiling.
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• A thorough uncertainty analysis of the propagation in experimental errors was carried out

for heat transfer and all pressure drop components.

9.1 Main findings of the present study

Wilson Plot: The internal heat transfer coefficient correlation of Gnielinski (1976) with a lead-

ing coefficient variable was used and validated. The three-variable iterative Briggs and Young

(1969) method was improved by using the linear regression method of York et al. (2004) to prop-

agate the experimental uncertainties throughout the process into the estimation of the empirical

fitting parameter Ci. The new minimisation method is not limited by the linear regression used

to solve the Briggs and Young method. The validation procedure involved comparison between

independent data sets for the enhanced tubes from different facilities and a further direct wall

temperature measurement experiment to confirm the internal heat transfer prediction.

Pool boiling: Pool boiling performance was measured on a single tube at different saturation

temperatures and heat fluxes with two refrigerants. Both tubes performed better with R134a than

R236fa. The effect of the heat flux was stronger for the Wieland Gewa-B5 than the Wolverine

Turbo-B5 tube using both refrigerants, depicting higher heat transfer coefficients at lower heat

fluxes. A thorough investigation of boiling mechanisms was undertaken and a theoretical approach

was used to characterise the evaporation process in the near-wall region. One of the stronger

mechanisms in pool boiling was latent heat transfer. This lead to a new simple dimensionless

ratio of two lengths (lH and δa) that proved to have a good thermal correlating potential.

Bundle boiling: Convective bundle boiling experiments were carried out at various mass flux

and vapour quality combinations with the two refrigerants. The induced convection did not have

a strong influence on the performance of the tubes and a simple multiplier was able to predict

the heat transfer in bundle conditions with the newly defined prediction method. The first ever

direct comparison between falling film and bundle boiling data using a film Reynolds number

definition for convective bundle boiling was presented. Contrary to falling film, where the heat

flux dependence of the pool boiling condition was no longer present (constant plateau), bundle

boiling maintained a heat flux dependence (heat flux dependent plateau). In general falling film

thermal performance will be equal or higher than bundle boiling, but bundle boiling suffered less

from dryout effects.
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Onset of dryout: Onset of dryout was observed visually and from the laser light measurements.

A transition line was defined on the bundle’s flow pattern map. The enhanced tubes did not

experience any substantial partial dryout conditions in convective bundle boiling. Smooth tubes

experienced an earlier onset of dryout than the enhanced tubes. Convective bundle boiling did not

have a large region of partial dryout with reduced heat transfer performance compared with falling

film where higher film velocities and liquid column flow from tube to tube has more proclivity to

local dryout.

Pressure drop: Pressure drops were measured for adiabatic and diabatic conditions. The

conditions during diabatic testing were repeated for adiabatic tests. More adiabatic conditions

were possible since dryout limit the conditions under diabatic testing. A new adiabatic pressure

drop prediction method was proposed and applied for the diabatic conditions. In the past, mean

values of vapour quality and void fraction were used for diabatic prediction. In a relatively small

bundle this works fine, but it is proposed that the prediction method is implemented in smaller

increments with local conditions.

Visual observation: A new flow pattern observation method using a borescope was developed.

Flow pattern observations can be divided into several aspects:

• Visual observations of pool boiling with a focus on observing and quantifying bubble dy-

namics.

• Visual observations of bundle boiling performed in the adiabatic section of the bundle with

the aim to classify the intertube flow patterns in tube bundles.

• Measurements of two-phase flow with piezo-electric pressure transducers and detection of

dryout with the laser-light attenuation method.

Local flow measurements were taken to characterise the two-phase flow structure and improve

the understanding of physical phenomena taking place. From the bundle observations it was found

that changes in experimental conditions lead to a gradual change in the relative distribution of

gas and liquid phases. Furthermore, no distinct effects were observed on the heat transfer and

pressure drop.

The analysis of the pressure fluctuation power spectrum and the flow visualisation results

improved the view of the two-phase flow on enhanced tubes. Some bubble dynamics data could

be gathered, but were limited to conditions at low heat fluxes since the vapour generation obscured
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the view. The flow frequencies could be identified with visual measurements and correlated to the

measured frequencies from the piezo-electric pressure measurements. The pressure measurements

were then used to show the continuous nature of the flow pattern transition from bubbly to

“inter-tubular” annular flow.

9.2 Recommendations for future research

Within the scope of this study, many objectives were fulfilled and questions answered. However,

the study generated new research questions that require additional research to be done. These

topics are briefly mentioned below.

• An improvement of the instrumentation to allow accurate lower heat flux experiments to

be made, down to a nominal heat flux of around 3 kW/m2, are needed to track the trend

in heat transfer coefficient as a function of heat flux. Applications often operate with small

temperature differences and designers require reliable data for such conditions. Testing

methods must be improved to allow low heat flux experiments with acceptable uncertainty.

• The prediction of pool boiling heat transfer through mechanistic models that are based on

the physics involved require a fundamental approach with careful investigation. Isolating

and quantifying each mechanism and the interactions of all the tube geometry, heat transfer

and flow related phenomena would be invaluable to enhanced boiling tube designers. An

accurate physical model of heat transfer, including as much physics as possible without

using empirical stop-gaps, should be attempted.

• A comparison between pool boiling, falling film evaporation and convective bundle boiling

could illuminate the convective mechanisms on enhanced tubes.

• The diabatic pressure drop in a bundle is not satisfactorily addressed by the adiabatic based

methods. A larger diabatic test bundle and a diabatic void fraction model with additional

local measurements could improve the understanding and prediction of diabatic pressure

drops.

• Using the visualisation approach and improving the capability to extract accurate quanti-

tative data representative of the flow phenomena will give further valuable insight into the

understanding of the boiling mechanisms observed.
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Appendix A

Uncertainty analysis

A.1 Introduction

The measuring equipment in experimental facilities provides information describing the system.

If there is any error in an original measurement this error is carried forward into the calculations,

and this introduces error into an otherwise exact equation. The test data comprising a single

data point in this study is the average of values measured during a phase of steady operation.

All recorded measurements are calibrated and have known uncertainty. Thus the uncertainties

derived in this section are all for single-sample data and are based on data measured at the

sampling rates and conditions stated previously.

A rigorous uncertainty analysis based on the approach proposed in Kline and McClintock

(1953) has been applied in this study. The experiment-specific uncertainties are derived and

calculated in the rest of this appendix. For each variable the terms that make up the uncertainty

will be given explicitly.

A.1.1 Generalised uncertainty analysis methods

The term uncertainty refers to a possible error that an value may have (Kline and McClintock,

1953). The terms uncertainty and uncertainty interval both refer to the interval around a mea-

sured value, within which the true value is expected to lie.

The uncertainty of a measurement is typically given in terms of percentages, and is shown

as δ(measurand). If we consider a variable Xi, its uncertainty would be represented as δXi.

155



A. UNCERTAINTY ANALYSIS

Uncertainties are usually indicated with a confidence level. This value, in terms of percentage,

refers to a confidence that Xi will not deviate by more than δXi. The uncertainty is made up of

the bias, which is a fixed error (Bi), and the precision (Pi), which can be a random error in the

measurement. The uncertainty is calculated as the Euclidian norm of the two:

δXi =
{

(Bi)
2 + (Pi)

2
} 1

2

While some researchers deal with bias and precision separately (as was done in Coetzee (2000)),

others deal with the overall uncertainty directly. In this study, overall uncertainty will be dealt

with directly, except in the rare instances where assumptions were made which necessitate the

use of both bias and precision.

Consider a quantity R, function of n variables, X0 through Xn, each with uncertainty δXi:

R = f (X0,X1...Xn)

The effect of the uncertainty of a single variable on quantity R is the partial derivative of R

with respect to that single variable (i.e. Xi), times that variable’s uncertainty (δXi). Thus:

δRXi
=

∂(R)
∂Xi

δXi

By summing the uncertainties of R in terms of its variables, the maximum uncertainty is

found. It is however, unlikely that such a value can be obtained, and thus the Euclidian norm of

the individual uncertainties is taken, (Taylor, 1997):

δR =

{
n∑

i=1

(
∂

∂Xi
(R)δXi

)2
} 1

2

(A.1)

This equation is valid only when:

• The errors and uncertainties of each variable are independent of one another

• The distribution of errors or uncertainties is Gaussian, for all Xi

• All the Xis are provided at the same confidence level. In this study the 95% confidence

level (2σ) was used.

It is customary to normalize equation A.1 with respect to the full value of R, with percentage

units.
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A.2 Measurements

A.2.1 Uncertainty in temperature measurements

Temperatures in the current experimental system were measured using type-K thermocouples

from Thermocoax. The cold junction temperature utilised was built into the National Instruments

SCXI-1095 card. The thermocouples were calibrated in a temperature bath, against two Pt-100

resistance temperature detectors (RTD), over the applicable range.

The temperatures were calibrated using a second order function. As they were calibrated

using a precise RTD, the thermocouples’ bias was taken to be that of the Pt-100 RTD used. The

uncertainty of the cold junction was not accounted for. Furthermore, the precision (P) of each

thermocouple measurement was known to be the twice standard deviation from the steady-state

value it measures repeatedly. An example of thermocouple measurements taken over a period

of eight minutes under isothermal conditions and compared against the uncalibrated and RTD

measurements is given in Figure A.1.
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Figure A.1: Comparison of thermocouple measurements at isothermal conditions of (a) 15oC and

(b) 20oC indicating the difference between uncalibrated, calibrated and RTD measurements

Thus, the uncertainty in each thermocouple’s reading was taken as:

δTi =
√

B2 + P 2 = 0.1oC

There were several sections of the experimental set-up that utilised the average of several

thermocouples. It follows that the mean temperature can be derived as:
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A. UNCERTAINTY ANALYSIS

Tmean =
T1 + T2 + ... + Tn

n

and, that the partial differential of this mean temperature per measured temperature was:

∂Tmean

∂Ti
=

1
n

Taking the Euclidian norm, and assuming that the thermocouples have the same uncertainty,

then:

δTmean =
{∑n

i=1

(
1
nδTi

)2} 1
2

=
( n

n2
δTi

2
) 1

2

= δTi√
n

A.2.2 Mass flow rate uncertainty

The refrigerant and water mass flow rates were measured with the same model Coriolis mass flow

meter. The Krohne G100+ Coriolis flow meters have an accuracy of:

δṁ = ±
(

0.15 +
S

ṁ

)
ṁ

where S = 8.3 10−3 kg/s is a constant for the Krohne G100+ mass flow meter.

A.2.3 Pressure measurement uncertainty

A.2.3.1 Absolute pressure measurement

The pressure transducers, Keller Series 23/25, with a full-scale (FS) reading of 10 and 20 bar (±
1000 and 2000 kPa) had an uncertainty of 0.1% of full-scale. Thus:

δPj = ± 0.1
100

2000

= ±2 kPa
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A.2 Measurements

A.2.3.2 Differential pressure measurement

There were three Endress and Huaser pressure taps between the inlet and outlet of the test section

(Chapter 3). As such, the measured pressures at the inlet and outlet were the mathematical

average of three individual differential transducers, each with the same uncertainty δp (0.1% FS).

The pressure transducers were all calibrated over the same range, and were found to be within

the factory uncertainty specifications. Thus, it follows that:

Δpave,measured =
1
3

3∑
j=1

Δpmeasured,j

δΔpave,measured =

⎧⎨
⎩

3∑
j=1

(
∂

∂Δpj
(Δpave,measured)δΔpj

)2
⎫⎬
⎭

1
2

Since the pressure transducers’ uncertainties were the same, it translated into:

δΔpave,measured =
(

1
3

) 1
2

δΔpj

A fourth Endress and Hauser differential pressure transducer was added over the diabatic zone

of the test section. This measurement was not averaged yet calibrated in the same manner as the

preceding transducers and the manufacturer’s specification of 0.075% FS was used.

A.2.4 Uncertainty in measurement of length

The precision limit was taken as twice the smallest increment of the tape measure, i.e. 0.5 mm,

and a bias limit of 1 mm was assumed. Thus, the uncertainty in the measurement of length was:

δL =
√

12 + 0.52 = 1.11 mm

For measurements made with calipers the precision limit was taken as twice the smallest

displayed increment,i.e. 0.005 mm, and a bias limit of 0.01 mm was assumed, giving:

δL =
√

0.012 + 0.0052 = 0.0111 mm

A.2.5 Heat balance, pre-heater

The uncertainty in the heat load measured in the pre-heater was established by experiments

with water prior to final installation. It was found that the measurement had a 3% error on the

nominal measured value.
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A.3 Physical properties

A.3.1 REFPROP uncertainty analysis

NIST (2007) REFPROP uses user inputs of pressure and temperature to calculate the correct

property. The main thermo-physical properties of the fluid in question and the average uncer-

tainties in terms of percentages are available in the .fld fluid files in the REFPROP directory. In

a private e-mail communication Lemmon (2006) stated that the accepted practice is to take the

uncertainty of the enthalpy as half of that of the isobaric specific heat. The water-side uncertain-

ties are found in the water fluid file from REFPROP and the IAPWS Advisory Note (Watanabe,

2003) regarding uncertainties of enthalpy, thermal conductivity and surface tension.

The following typical uncertainties are reported in REFPROP, (Table A.1).

Table A.1: Uncertainties of properties determined by REFPROP

Property Refrigerant Water

δh% 0.375 0.05

δkl,v% 5 0.001

δμl% 3 0.5

δμv% 4 0.5

δρl% 0.05 0.001

δρv% 0.05 0.001

δσ% 0.05 0.1

δcp% 0.75 0.1

A.3.2 Uncertainty in the thermal conductivity value of copper tubing

Abu-Eishah (2001) performed a detailed analysis of the uncertainty of the copper tube thermal

conductivity. He found that the total uncertainty in the conductivity in the temperature region

of this study (i.e. 0 − 100oC) was:

δkCu

kCu
· 100 =

4
400

· 100 = 0.01%
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A.4 Propagation of uncertainty

It should be noted that the tubes in the current study were not pure copper k = 340 W/mK.

Determining the uncertainty of the thermal conductivity of these tubes was however subject to

the same amount of error.

A.4 Propagation of uncertainty

A.4.1 Temperature difference uncertainty

Each temperature has its own uncertainty and using a temperature difference will only increase

the uncertainty. Thus, for a generic temperature difference, the uncertainty was:

δΔT =
(
δT 2

1 + δT 2
2

) 1
2

A.4.2 Uncertainty in measurement of surface area

The tube surface area was calculated from:

Ai = πDiL and Ao = πDoL

Thus, the uncertainty in A was:

δA =

{(
∂A

∂L
δL

)2

+
(

∂A

∂Di
δDi

)2
} 1

2

The partial differentials were:

∂A

∂L
= πD

∂A

∂D
= πL

The minimum flow area used for the mass flux was:

Agap = (Wbundle − 3Do)L

Then, the uncertainty in Agap was:

δAgap =

{(
∂Agap

∂Wbundle
δWbundle

)2

+
(

∂Agap

∂Do
δDo

)2

+
(

∂Agap

∂L
δL

)2
} 1

2
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A.4.3 Mass flux uncertainty

The mass flux was defined as:

G =
ṁ

Agap

From the uncertainty of cross-sectional area, and that of the flow rate, the uncertainty in mass

flux was:

δG =

{(
∂G

∂ṁ
δṁ

)2

+
(

∂G

∂Agap
δAgap

)2
} 1

2

where the partial differentials were:

∂G

∂ṁ
=

1
Agap

∂G

∂Agap
= − ṁ

A2
gap

A.4.4 Heat load uncertainty, water-side

The test section water-side heat load uncertainty can be calculated using:

Q̇i = ṁwatercpΔTi

Thus, the uncertainty in the water-side energy transfer, knowing the uncertainties in the water

mass flow rate, isobaric specific heat and temperature difference, were:

δQ̇i =

⎧⎨
⎩
(

∂Q̇i

∂ṁ
δṁ

)2

+

(
∂Q̇i

∂cp
δcp

)2

+

(
∂Q̇i

∂ΔTi
δΔTi

)2
⎫⎬
⎭

1
2

A.4.5 Test section vapour quality uncertainty analysis

A.4.5.1 Inlet vapour quality uncertainty

The vapour quality at the inlet and outlet of the test section was calculated using measured data,

including temperature, pressure, water-side heat transferred and pre-heater heat transferred.

This means that the inlet and outlet enthalpies were calculated based on the initial measured

conditions at the inlet of the pre-heater in the single-phase region. Thus, the uncertainty in test

inlet enthalpy was:

162



A.4 Propagation of uncertainty

hin,test = hin,pre +

∣∣∣∣∣ Q̇pre,H2O

ṁref

∣∣∣∣∣

δhin,test =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂

∂hin,pre
(hin,test)δhin,pre

)2

︸ ︷︷ ︸
A

+

(
∂

∂Q̇pre,H2O

(hin,test)δQ̇pre,H2O

)2

︸ ︷︷ ︸
B

+

(
∂

∂ṁref
(hin,test)δṁref

)2

︸ ︷︷ ︸
C

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

where the partial differentials above were:

Term A
∂hin,test

∂hin,pre
= 1 Term B

∂hin,test

∂Q̇pre,H2O

= − 1
ṁref

Term C
∂hin,test

∂ṁref
=

Q̇H2O

ṁ2
ref

Knowing what the enthalpy at the inlet was, the quality could be calculated as:

xin =
hin,test − hl

hv − hl

From the above, the uncertainty in xin was:

δxin =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂

∂hin,test
(xin)δhin,test

)2

︸ ︷︷ ︸
A

+
(

∂

∂hl,test
(xin)δhf,test

)2

︸ ︷︷ ︸
B

+

(
∂

∂hv,test
(xin)δhv,test

)2

︸ ︷︷ ︸
C

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

The partial differentials were:

Term A
∂xin

∂hin,test
=

1
hv,test − hl,test

Term B
∂xin

∂hv,test
=

hl − hin,test

(hv − hl)2

Term C
∂xin

∂hl,test
= − 1

hv,test − hl,test
− hin,test − hl,test

(hv,test − hl,test)2

Where hl and hv were evaluated at the saturation pressure and temperature measured at the

inlet of the test section, and were functions of REFPROP.
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A.4.5.2 Outlet vapour quality uncertainty

The outlet vapour quality, much like the inlet quality, was dependent on the quantity of heat

extracted out of the test section, and was calculated from:

hout,test = hin,test +

∣∣∣∣∣ Q̇test,H2O

ṁref

∣∣∣∣∣
Similar to the previous section, the uncertainty of this enthalpy was:

δhout,test =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂

∂hin,test
(hout,test)δhin,test

)2

︸ ︷︷ ︸
A

+

(
∂

∂Q̇test,H2O

(hout,test)δQ̇test,H2O

)2

︸ ︷︷ ︸
B

+

(
∂

∂ṁref
(hout,test)δṁref

)2

︸ ︷︷ ︸
C

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

Where the partial differentials were:

Term A
∂hout,test

∂hin,pre
= 1 Term B

∂hout,test

∂Q̇pre,H2O

=
1

ṁref

Term C
∂hin,test

∂ṁref
=

Q̇H2O

ṁ2
ref

and the uncertainty in quality was:

δxout =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂

∂hout,test
(xout)δhout,test

)2

︸ ︷︷ ︸
A

+

(
∂

∂hl,test,out
(xout)δhl,test,out

)2

︸ ︷︷ ︸
B

+
(

∂

∂hv,test,out
(xout)δhv,test,out

)2

︸ ︷︷ ︸
C

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

The partial differentials were:

Term A
∂xout

∂hout,test
=

1
hv,test,out − hl,test,out

Term B
∂xout

∂hv,test,out
=

hl − hout,test

(hv,out − hl,out)2

Term C
∂xout

∂hl,test,out
= − 1

hv,test,out − hl,test,out
− hout,test − hl,test,out

(hv,test,out − hl,test,out)2
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A.4 Propagation of uncertainty

A.4.6 Void fraction uncertainty

The basic equations of the Feenstra et al. (2000) method were applied and elaborated on to

estimate the propagation of error through the model. The void fraction was given by equation A.2

which used the correlation in equation A.3 for the slip ratio. The capillary number was a function

of ug; a variable that was iterated during the solution procedure of the void fraction. To calculate

the propagation of error for a data point the error in all these terms was needed. During the

data reduction the final solution of all the variables was stored in the database for use in the

propagation of error evaluation.

ε =
[
1 + S

ρg

ρl

(
1 − x

x

)]−1

(A.2)

S = 1 + 25.7(RiCap)1/2

(
P

D

)−1

(A.3)

Ri =
(ρl − ρg)2g a

G2
Cap =

μlug

σ

The following discussion proceeds, in reverse order, with the derivative equations for the

calculation of uncertainty in the capillary and Richardson numbers. These results were then used

in the slip ratio and finally the void fraction.

A.4.6.1 Capillary number

By substituting ug = xG
ερv

it follows that:

Cap = f(μl, x,G, σ, ε, ρv)

δCap =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂Cap

∂μl
δμl

)2

︸ ︷︷ ︸
A

+
(

∂Cap

∂x
δx

)2

︸ ︷︷ ︸
B

+

(
∂Cap

∂G
δG

)2

︸ ︷︷ ︸
C

+
(

∂Cap

∂σ
δσ

)2

︸ ︷︷ ︸
D(

∂Cap

∂ε
δε

)2

︸ ︷︷ ︸
E

(
∂Cap

∂ρv
δρv

)2

︸ ︷︷ ︸
F

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2
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Term A
∂Cap

∂μl
=

xG

σερv
Term B

∂Cap

∂x
=

μlG

σερv

Term C
∂Cap

∂G
=

μlx

σερv
Term D

∂Cap

∂σ
= − μlxG

σ2ερv

Term E
∂Cap

∂ε
= − μlxG

σε2ρv
Term F

∂Cap

∂ρv
= −μlxG

σερ2
v

A.4.6.2 Richardson number

Ri = f(ρl, ρv, a,G)

δRi =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂Ri

∂ρl
δρl

)2

︸ ︷︷ ︸
A

+
(

∂Ri

∂ρv
δρv

)2

︸ ︷︷ ︸
B

+

(
∂Ri

∂a
δa

)2

︸ ︷︷ ︸
C

+
(

∂Ri

∂G
δG

)2

︸ ︷︷ ︸
D

+

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

Term A
∂Ri
∂ρl

=
2Δpag

G2
Term B

∂Ri
∂ρv

=
−2Δpag

G2

Term C
∂Ri
∂a

=
Δp2g

G2
Term D

∂Ri
∂G

=
−2Δp2ag

G3

A.4.6.3 Slip ratio

S = f(Ri,Cap, P,D)

δS =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂S

∂Ri
δRi

)2

︸ ︷︷ ︸
A

+
(

∂S

∂Cap
δCap

)2

︸ ︷︷ ︸
B

+

(
∂S

∂P
δP

)2

︸ ︷︷ ︸
C

+
(

∂S

∂D
δD

)2

︸ ︷︷ ︸
D

+

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

Term A
∂S

∂Ri
= 12.85(RiCap)−

1
2 Cap

D

P
Term B

∂S

∂Cap
= 12.85(RiCap)−

1
2 Ri

D

P

Term C
∂S

∂P
= −25.7(RiCap)

1
2

D

P 2
Term D

∂S

∂D
=

25.7(RiCap)
1
2

P
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A.4.6.4 Void fraction

ε = f(S, ρl, ρv, x)

δε =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂ε

∂S
δS

)2

︸ ︷︷ ︸
A

+

(
∂ε

∂ρl
δρl

)2

︸ ︷︷ ︸
B

+
(

∂ε

∂ρv
δρv

)2

︸ ︷︷ ︸
C

+

(
∂ε

∂x
δx

)2

︸ ︷︷ ︸
D

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

Term A
∂ε

∂S
= −

[
1 + S

ρv

ρl

(
1
x
− 1
)]−2 [

ρv

ρl

(
1
x
− 1
)]

Term B
∂ε

∂ρl
= −

[
1 + S

ρv

ρl

(
1
x
− 1
)]−2 [

S

ρl

(
1
x
− 1
)]

Term C
∂ε

∂ρv
= −

[
1 + S

ρv

ρl

(
1
x
− 1
)]−2 [−Sρv

ρ2
l

(
1
x
− 1
)]

Term D
∂ε

∂x
= −

[
1 + S

ρv

ρl

(
1
x
− 1
)]−2 [−Sρv

ρlx2

]
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A.4.7 Heat transfer coefficient

ho =
[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−1

ho = f(Twat, Tsat, qo, Rw, hi,Do,Di)

δho =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂ho

∂Twat
δTwat

)2

︸ ︷︷ ︸
A

+
(

∂ho

∂Tsat
δTsat

)2

︸ ︷︷ ︸
B

+

(
∂ho

∂qo
δqo

)2

︸ ︷︷ ︸
C

+
(

∂ho

∂Rw
δRw

)2

︸ ︷︷ ︸
D

+

(
∂ho

∂hi
δhi

)2

︸ ︷︷ ︸
E

+
(

∂ho

∂Do
δDo

)2

︸ ︷︷ ︸
F

+

(
∂ho

∂Di
δDi

)2

︸ ︷︷ ︸
G

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

(A.4)

Term A
∂ho

∂Twat
= −

[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2( 1
qo

)

Term B
∂ho

∂Tsat
=
[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2( 1
qo

)

Term C
∂ho

∂qo
=
[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2(
Twat − Tsat

q2
o

)

Term D
∂ho

∂Rw
=
[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2

Term E
∂ho

∂hi
= −

[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2(
Do

Di

)(
1
h2

i

)

Term F
∂ho

∂Do
=
[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2 1
hiDi

Term G
∂ho

∂Di
= −Do

[
Twat − Tsat

qo
− Rw − 1

hi

(
Do

Di

)]−2 1
hiD2

i

A.4.7.1 Terms A and B (equation A.4)

Where δTwat is known from the thermocouple calibration from a station averaging two thermo-

couples. The same type of thermocouple was employed to measure Tsat therefore δTsat was also

known.
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A.4 Propagation of uncertainty

A.4.7.2 Term C (equation A.4): Heat flux uncertainty in enthalpy gradient method

The enthalpy gradient method is defined in Chapter 3. The first possible method of defining the

uncertainty for this method requires an approximation of the uncertainty of the gradient of the

least squares solution to the second order temperature profile (Twat).

qo =
ṁcp

πDo

dTwat

ds

qo = f(ṁ, cp,Do,
dTwat

ds
)

The uncertainty in ṁ is known from the Coriolis flow-meter calibration and those of cp from

REFPROP and Do has been stated previously in section A.2.4. Twat was derived from a polyno-

mial fit Twat = a.s2 + b.s + c. To calculate the uncertainties in the parameters a and b (δa and

δb) required for δ dTwat

ds is not a trivial matter. A possible method is discussed in literature by

Cecchi (1991), Lira (2000), Lira et al. (2004) and Scarpa (1998). A basic understanding of the

problem is given in Taylor (1997). However, this method was not pursued during this study.

Alternatively, for the specific case of a second order polynomial fit through the thermocouples

at three equidistant locations (Gstöhl, 2004), the heat flux in the middle (s = L/2) of the tube

can be re-written as :

qo|s=L/2 =
ṁcp

πDoL
(Twat,0 − Twat,L)

With this mean value theorem simplification for the middle point, the uncertainty in the heat

flux can be computed as:

δqo|s=L/2 =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂qo

∂ṁ
δṁ

)2

+
(

∂qo

∂cp
δcp

)2

+

2
(

∂qo

∂Twat
δTwat

)2

+
(

∂qo

∂Do
δDo

)2

+(
∂qo

∂L
δL

)2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

A.4.7.3 Term E (equation A.4): Internal heat transfer coefficient from the Wilson

plot

The partial derivative of ho to hi is given as term E (equation A.4). It was assumed that the

uncertainty in hi was a result of the Wilson plot approximation used to define the internal heat

transfer coefficient and the propagation of error. Therefore:
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hi = Cihgni

hi = f(Ci, hgni)

δhi =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

⎛
⎜⎜⎜⎜⎜⎝

∂hi

∂Ci
. δCi︸︷︷︸

E1︸ ︷︷ ︸
A

⎞
⎟⎟⎟⎟⎟⎠

2

+

⎛
⎜⎜⎜⎜⎜⎝

∂hi

∂hgni
δhgni︸ ︷︷ ︸

E2︸ ︷︷ ︸
B

⎞
⎟⎟⎟⎟⎟⎠

2⎫⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎭

1
2

Term A
∂hi

∂Ci
= hgni Term B

∂hi

∂hgni
= Ci

A.4.7.4 Term E1: Wilson plot multiplier

The technique to compute δCi which was related to the Wilson plot method applied in the

laboratory and is discussed in Appendix B.

[
1
Uo

− Rw

]
qn
o︸ ︷︷ ︸

Y

=
1
Ci︸︷︷︸
a

[
qn
o

hgni

Do

Di

]
︸ ︷︷ ︸

X

+
1
Co︸︷︷︸
b

y = ax + b

The curve fits n pairs of observations (Xj , Yj) and the objective is to determine δCi. Each

observation Xj and Yj is subject to the propagation of error. A classic least squares approximation

only minimizes the vertical (y) difference between the data point and the proposed fit. In our

case the data were subject to errors in both the x and y directions. Therefore the error in each

data point needed to be accounted for and the error in the proposed fit coefficients had to be

provided.

Ci =
1
a

δCi =

[(
∂Ci

∂a
δa

)2
] 1

2

=
∣∣∣∣ 1
a2

δa

∣∣∣∣
The next step was to determine the uncertainty in the fitting coefficients: δa, δb. One method

would be to determine these quantities numerically through mathematical software, as mentioned

for the quadratic fit in term C.
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A method related to linear least squares is presented in Cecchi (1991). For the case of linear

regression, the analytical expressions of the uncertainties δa and δb are obtained. More details

about the available methodologies are presented in Neri et al. (1989). The method proposed

by York et al. (2004) provides the coefficient uncertainties for a linear regression, each datum

weighted by its uncertainty and incorporating the x and y error of the data in the formulation

of the regression. Before discussing this method the uncertainties in the observations Xj and Yj

are computed here.

For each data point, Yj :

Yj =
[

1
Uo

− Rw

]
qn
o

δYj =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(

∂Yj

∂Uo
δUo

)2

︸ ︷︷ ︸
A

+
(

∂Yj

∂Rw
δRw

)2

︸ ︷︷ ︸
B

+
(

∂Yj

∂qo
δqo

)2

︸ ︷︷ ︸
C

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

1
2

Term A
∂Yj

∂Uo
=

−1
U2

o

qn
o Term B

∂Yj

∂Rw
= −qn

o

Term C
∂Yj

∂qo
=
[

1
Uo

− Rw

]
nqn−1

o

For Xj :

Xj =
qn
o

hgni

(
Do

Di

)

δXj =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩
(

∂Xj

∂qo
δqo

)2

︸ ︷︷ ︸
A

+
(

∂Xj

∂hgni
δhgni

)2

︸ ︷︷ ︸
B

⎫⎪⎪⎪⎬
⎪⎪⎪⎭

1
2

(A.5)

Term A
∂Xj

∂qo
= n

qn−1
o

hgni

Do

Di
Term B

∂Xj

∂hgni
= (−1)

qn
o

h2
gni

Do

Di

Although the method of York et al. (2004) provided the uncertainty for both coefficients it was

δa that was required to compute δCi. The weighting function was derived from the uncertainties

in Xi and Yi where the components ω(Xi) and ω(Yi) were equated to 1
δXi

and 1
δYi

respectively:

Wi =
ω(Xi)ω(Yi)

ω(Xi) + b2ω(Yi)
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The following solution was minimized until b converged:

X =
∑

(WiXi)∑
(Wi)

Y =
∑

(WiYi)∑
(Wi)

Ui = Xi − X

Vi = Yi − Y

β = Wi(
Ui

ω(Yi)
+ b

Vi

ω(Xi)
)

β =
∑

(Wiβi)∑
(Wi)

b =
∑

(WiβiVi)∑
(WiβiUi)

Thereafter the remaining components were calculated

xi = X + βi

x =
∑

(Wixi)∑
(Wi)

ui = xi − x

a = Y − bX

S =
∑

(Wi)(y − bx − a)2

δb =
(

1∑
(Wiu2

i )

)0.5

δa =
(

1∑
(Wi)

+ x2δb2

)0.5

A.4.7.5 Term E2: Gnielinski heat transfer prediction

The term δhgni was calculated from the propagation of error in each variable in the equation

similar to all the examples above. Details are not shown here.

δhgni = f(f,Rewat, P rwat, kl,Dh)
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A.4 Propagation of uncertainty

A.4.8 Pressure drop uncertainty analysis

The uncertainty in the frictional pressure drop, in addition to being a function of the accuracy of

the pressure transducers, is also a function of the vapour quality, void fraction and fluid properties

that make up every component of the pressure drop.

Δpmeas = Δps + Δpm + Δpf

To isolate Δpf the above equation is rearranged:

Δpf = Δpmeas − Δpm − Δps

A.4.8.1 Static pressure drop uncertainty

The static pressure drop was defined for incremental discretisations of the bundle as described in

section 3.7.2. The uncertainty of the static component was defined as the mean static head of the

bundle. The mean liquid and vapour densities were used because their values and uncertainty

remain constant. The void fraction uncertainty for the inlet and outlet were used because they

were dependent on the vapour quality whose uncertainty varied from the inlet to outlet.

Δps = [ρl(1 − εmean) + ρv(εmean)] gΔh

Δps = f(ρl, ρv, εin, εout,Δh)

δΔps =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂Δps

∂ρl
δρl

)2

︸ ︷︷ ︸
A

+
(

∂Δps

∂ρv
δρv

)2

︸ ︷︷ ︸
B

+

(
∂Δps

∂εin
δεin

)2

︸ ︷︷ ︸
C

+
(

∂Δps

∂εout
δεout

)2

︸ ︷︷ ︸
D

+

(
∂Δps

∂Δh
δΔh

)2

︸ ︷︷ ︸
E

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

This gives five terms in the calculation of uncertainty for the static pressure drop. Each of

the uncertainties referred to for these terms can be found in the above sections. The derivatives

of each term is given below:
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Term A
∂Δps

∂ρl
= (1 − 1

2
εout − 1

2
εin)gΔh

Term B
∂Δps

∂ρv
= (

1
2
εout +

1
2
εin)gΔh

Term C
∂Δps

∂εin
= (−1

2
ρl +

1
2
ρv)gΔh

Term D
∂Δps

∂εout
= (−1

2
ρl +

1
2
ρv)gΔh

Term E
∂Δps

∂Δh
= (ρl(1 − 1

2
εout − 1

2
εin) +

1
2
ρv(εout + εin))g

A.4.8.2 Momentum pressure drop uncertainty

The momentum pressure drop was defined in Section 3.7.2 for a constant cross-sectional area as:

Δpm = G2

{[
(1 − x)2

ρl(1 − ε)
+

x2

ρvε

]
out

−
[

(1 − x)2

ρl(1 − ε)
+

x2

ρvε

]
in

}
Δpm = f(G, xin, xout, ρin, ρout, εin, εout)

This equation is therefore a function of mass flux, vapour and liquid densities, vapour quality

and void fraction, at the inlet and outlet. The derivatives of the momentum pressure drop in

terms of its components are

δΔpm =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂Δpm

∂G
δG

)2

︸ ︷︷ ︸
A

+

(
∂Δpm

∂xin
δxin

)2

︸ ︷︷ ︸
B

+
(

∂Δpm

∂xout
δxout

)2

︸ ︷︷ ︸
C

+

(
∂Δpm

∂ρl,in
δρl,in

)2

︸ ︷︷ ︸
D

+
(

∂Δpm

∂ρl,out
δρl,out

)2

︸ ︷︷ ︸
E

+

(
∂Δpm

∂ρv,in
δρv,in

)2

︸ ︷︷ ︸
F

+
(

∂Δpm

∂ρv,out
δρv,out

)2

︸ ︷︷ ︸
G

+

(
∂Δpm

∂εin
δεin

)2

︸ ︷︷ ︸
H

+
(

∂Δpm

∂εout
δεout

)2

︸ ︷︷ ︸
I

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2
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Term A
∂Δpm

∂G
= 2G

{[
(1 − x)2

ρl(1 − ε)
+

x2

ρvε

]
out

−
[

(1 − x)2

ρl(1 − ε)
+

x2

ρvε

]
in

}

Term B
∂Δpm

∂xin
= G2

[
2(1 − x)
ρl(1 − ε)

+
2x

ρvε

]
in

Term C
∂Δpm

∂xout
= G2

[
2(1 − x)
ρl(1 − ε)

+
2x

ρvε

]
out

Term D
∂Δpm

∂ρl,in
=

G2(1 − xin)2

ρ2
l,in(1 − εin)

Term E
∂Δpm

∂ρl,out
= − G2(1 − xout)2

ρ2
l,out(1 − εout)

Term F
∂Δpm

∂ρv,in
=

G2x2
in

ρ2
v,inεin

Term G
∂Δpm

∂ρv,out
= − G2x2

out

ρ2
v,outεout

Term H
∂Δpm

∂εin
= G2

(
− (1 − xin)2

ρl,in(1 − εin)2
+

x2
in

ρv,inε2
in

)

Term I
∂Δpm

∂εout
= G2

(
(1 − xout)2

ρl,out(1 − εout)2
− x2

out

ρv,outε2
out

)
If the partial derivatives are available, the total uncertainty can be calculated by using the

previously calculated values of the uncertainties in terms A through I.

A.4.8.3 Frictional pressure drop uncertainty

In the above two sections and section A.2.3, the uncertainty in the measured pressure drop, static

pressure drop and in the momentum pressure drop were calculated. Using this, the frictional

pressure drop’s uncertainty was:

δΔpf = f(Δpmeas,Δps,Δpm)

δΔpf =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

(
∂Δpf

∂Δpmeas
δΔpmeas

)2

+(
∂Δpf

∂Δps
δΔps

)2

+(
∂Δpf

∂Δpm
δΔpm

)2

⎫⎪⎪⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎪⎪⎭

1
2

A.5 Uncertainty Results

The above equations were coded into a Matlab program that automatically calculated the uncer-

tainties for all the data points during data reduction. The uncertainties are summarised in Tables
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A.2 and A.3 and discussed thereafter. Since the heat transfer coefficient is mainly a function of

heat flux, refrigerant and tube those combinations are presented. The uncertainties presented

here are representative of the extremes of the test matrix. In general the uncertainties varied

between the boundary values presented in Tables A.2 and A.3. Each mean is not based on the

same number of data points, only on the available data for the conditions in the tables. For

example, at a high refrigerant mass flux only a limited set of vapour qualities can be tested while

more vapour qualities are achievable at lower mass fluxes.

The heat transfer coefficient is highly dependent on the applied heat flux. Higher heat fluxes

generally bring about a lower outside heat transfer coefficient (increase in (Twat − Tsat)) and a

larger water-side temperature difference (Tin − Tout). These two parameters are the dominant

terms in the heat transfer uncertainty, both improve with higher heat flux in this case. Refrigerant

mass flux did not have a large influence on the heat transfer and therefore the heat transfer

coefficient uncertainty remained fairly constant over the mass flux range. The water mass flow

rate (and Reynolds number) had no real effect because (Tin −Tout) was always the same for each

tested heat flux.

The refrigerant mass flux did however have a significant effect on the pressure drop compo-

nents. The static pressure uncertainty was only indicative of the propagation of error in the

equations and the accuracy of the actual model (void fraction and data reduction assumptions)

with respect to reality is not measurable. The lower refrigerant mass flux conditions had higher

uncertainty for the static pressure drop and this could be related to the vapour quality and void

fraction uncertainty. As the frictional pressure drop increased with mass flux the uncertainty

therein also increased. The higher accuracy at higher heat fluxes stems from the fact that the

heat flux could be more accurately determined and this reduced the overall error.
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Table A.2: Experimental uncertainties for measurements during boiling heat transfer with

Wolverine Turbo-B5 in percentage

G R134a R134a R236fa R236fa

Measure kg/m2s at 20 kW/m2 at 60 kW/m2 at 20 kW/m2 at 60 kW/m2

q

4 12.94 (13.2)
(12.6) No data 14.13 (14.3)

(14.0) No data

30 14.29 (15.5)
(13.2) 4.11 (4.2)

(4.0) 13.93 (15)
(13.2) 4.33 (4.4)

(4.3)

ho

4 37.28 (38.3)
(36.4) No data 37.34 (37.5)

(37.1) No data

30 39.63 (44.0)
(37.0) 11.52 (11.8)

(11.4) 37.74 (41.7)
(33.8) 9.39 (9.5)

(9.3)

xin

4 7.51 (11.3)
(5) No data 7.95 (10.2)

(5.7) No data

30 6.13 (10.3)
(3.6) 6.28 (10.8)

(3.6) 6.80 (10.6)
(5.1) 9.23 (11.8)

(6.6)

ε

4 8.82 (13.8)
(5.5) No data 8.95 (11.9)

(6.1) No data

30 4.97 (6.5)
(2.3) 5.13 (10.2)

(2.3) 4.88 (9.0)
(3.1) 7.30 (10.1)

(4.5)

Δps

4 11.56 (14.8)
(8.8) No data 13.34 (15.0)

(11.7) No data

30 4.00 (4.4)
(3.8) 5.74 (7.7)

(4.9) 5.06 (5.2)
(4.9) 7.48 (7.5)

(7.4)

Δpf

4 11.89 (14.2)
(10.0) No data 14.91 (16.4)

(13.5) No data

30 11.43 (19.6)
(5.9) 9.31 (13.7)

(6.1) 17.70 (31.2)
(11.0) 20.35 (27.5)

(13.2)

Presented as: mean (max)
(min)
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Table A.3: Experimental uncertainties for measurements during boiling heat transfer with

Wieland Gewa-B5 in percentage

G R134a R134a R236fa R236fa

Measure kg/m2s at 20 kW/m2 at 60 kW/m2 at 20 kW/m2 at 60 kW/m2

q

4 13.52 (13.6)
(13.4) No data No data No data

30 14.19 (14.3)
(14.1) 4.09 (4.2)

(4.0) 13.58 (14.0)
(13.2) 4.06 (4.2)

(4.0)

ho

4 36.31 (36.5)
(36.0) No data No data No data

30 32.79 (34.4)
(30.7) 9.44 (9.7)

(9.2) 25.18 (25.6)
(24.8) 8.35 (8.5)

(8.2)

xin

4 6.87 (9.8)
(4.9) No data No data No data

30 6.60 (9.4)
(4.5) 6.03 (10.4)

(4.2) 10.30 (12.7)
(7.9) 8.77 (10.9)

(6.6)

ε

4 8.13 (12.0)
(5.5) No data No data No data

30 5.50 (8.7)
(3.2) 4.93 (10.0)

(2.9) 8.45 (11.1)
(5.8) 6.90 (9.2)

(4.6)

Δps

4 10.84 (13.4)
(8.4) No data No data No data

30 3.82 (3.9)
(3.8) 5.11 (5.5)

(4.8) 5.35 (5.5)
(5.2) 7.59 (7.9)

(7.3)

Δpf

4 10.92 (12.9)
(9.3) No data No data No data

30 12.58 (18.6)
(8.2) 8.94 (13.1)

(6.6) 39.90 (46.5)
(33.3) 21.51 (27.8)

(15.2)

Presented as: mean (max)
(min)
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A.6 Conclusion

The uncertainties presented here serve to quantify the quality of data captured. The uncertainties

presented are only for the extremes of the test matrix but the uncertainty for every point was

calculated and recorded.

The recommendation for future work with a focus on low heat flux data is that temperature

measurement needs to be improved, either by more local thermocouples or by more advanced

temperature measurement devices. Most important is to calibrate all measuring equipment to

the highest standard possible.
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Appendix B

Wilson plot method

B.1 Introduction

It is not possible to measure the wall temperature directly in the bundle boiling facility because

of the thin tube wall thickness and the disturbance that a thermocouple fixation will cause in

the local heat transfer. Without a wall temperature it is not possible to use Newton’s law of

cooling directly for a heat transfer coefficient evaluation. Thus, an indirect method is required.

The Wilson plot method infers the heat transfer performance of the tested tube by running a

carefully controlled set of experiments where the conditions of the two convective heat transfer

coefficients involved are varied. This allows the water-side heat transfer coefficient (in this study)

to be determined, and this provides a means to determine the boiling heat transfer coefficient on

the outside surface of the tube.

A brief description of the Wilson plot method and its history, the LTCM modifications to this

method and the validation results follow.

B.2 Heat transfer calculation principles

In general, the overall thermal resistance of a tubular heated surface can be expressed as:

1
UoAo

=
1

hoAo
+ rw +

1
hiAi

(B.1)

The heat transfer coefficient ho measured on the external surface, the topic of interest of this

study, can be found by rearranging equation B.1, for a reference area Ao:
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ho =
(

1
Uo

− Rw − Ao

hiAi

)−1

(B.2)

In the above equation, the heat transfer resistance through the wall is:

Rw =
Doln|Dor

Di
|

2kw

Dor is the outside root diameter of the enhanced tube, measured by removing the enhancement

(the surface structure) on the outside. Any influence of fins on the outside surface, or ribs on

the inside is assimilated into the internal and external heat transfer coefficients. The overall heat

transfer coefficient Uo can be calculated from:

Uo =
qo

Twater − Tsat

where Twater is the temperature of the water measured in the middle of the tube. The heat flux,

qo is measured on the water-side.

In equation B.2 the external heat transfer coefficient ho needs to be calculated. However, the

heat transfer performance of the inner surface of the tube hi is unknown leaving us with two

unknowns in one equation. In the following sections, a brief summary of the different methods

that have been proposed to close the calculation are presented, whereafter the method utilized in

this study is described.

B.3 Origins of the Wilson plot method

B.3.1 Wilson plot method (1915)

In his original study, Wilson (1915) proposed a method for solving the issue of the undefined heat

transfer resistances. Equation B.1 is modified and rewritten as:

Uo =
1

Cihi

(
Do

Di

)
+ Rw +

1
Coho

(B.3)

In the above equation, there are five unknowns, namely, Ci, Co, hi, ho, and Rw. In the method

developed by Wilson (1915), four of these unknowns, Co, hi, ho, and Rw are assumed to be known.

The external heat transfer performance is kept constant, and is experimentally quantified by the

Wilson (1915); thus the last two terms in equation B.3 can be grouped into a single known

182



B.3 Origins of the Wilson plot method

constant C2. Furthermore, Wilson (1915) characterizes the heat transfer performance of the

inner surface of the tube as:

Cihi = Ci

(
k0.6ρ0.82c0.4

p μ−0.42D−0.18
h

)
i
v0.82 (B.4)

where the only thing allowed to vary is the water velocity v. The rest of the terms in equation B.4

are grouped into a redefined Ci. Thus, the equation originally solved by Wilson (1915) is

1
UA

=
1

Civ0.82
+ Co (B.5)

Equation B.5 has a linear form of Y = mX + b, where Y = (UA)−1, b = Co, X = v−0.82 and

m = C−1
i . This means that Wilson plotted Y = (UA)−1 against X = v−0.82 on a linear scale.

Since both of these are known from the experimental data acquired during testing, both the slope

m = C−1
i and intercept b = Co can be derived. Once Ci is known, the heat transfer coefficients

of the fluid within the range of tests can be determined by the new correlation hi = Civ
−0.82.

However, the Wilson plot method does have several restrictions:

• Constant conditions have to be maintained on the shell-side (maintain Co constant).

• The form or mathematical description of the heat transfer behaviour of both sides are

assumed to be known.

• All test data must be in one flow regime, such as turbulent flow (i.e. the nature of the

correlation cannot change).

• Calculated Ci is only valid for the outside condition tested.

Several authors have modified the original, single variable approach to allow for more complex

problems, including ones in which there are three variables (Briggs and Young, 1969) and up to

five variables (Khartabil et al., 1988).

B.3.2 Modification by Briggs and Young (1969)

Starting with equation B.3, the modifications to the original Wilson plot method by Briggs and

Young (1969) allow the calculation of three unknowns, namely the leading Wilson plot coefficients

Ci and Co, and one exponent in the heat transfer correlations. In the proposed method, the heat

transfer coefficients on the tube- and shell-sides of a heat exchanger are:
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hi = Ci
ki

Di
Rea

i Pr0.4
i

(
μ

μw

)0.14

i

(B.6)

ho = Co
ko

Do
Rep

oPr
1
3
o

(
μ

μw

)0.14

o

(B.7)

In their text, Briggs and Young (1969) were interested in accurately calculating the heat

transfer coefficient of the annulus-side (shell-side) in a simple tube-in-tube heat exchanger. They

proposed that the exponent a of the inner tube’s Reynolds number is equal to 0.8. Further,

it is shown that the Prandtl number exponent should be 0.4 for cooling, and 1/3 for heating.

Thus, their method attempts to calculate the leading coefficients of the tube-side and shell-side

correlations and the Reynolds number exponent of the shell-side (i.e. the three variables, Ci, Co

and p). To do this, they introduce equations B.6 and B.7 into equation B.3, and by rearranging

come to the tube-side formulation:

Y = mX + b where

Y =
[

1
UA

− Rw

](
Co

ko

Do
AoRep

oPr0.4
o

(
μ

μw

)0.14

o

)

m =
1
Ci

X =

⎡
⎢⎣ ko

Do
AoRep

oPr
1
3
o

(
μ

μw

)0.14

o

ki

Di
AiRe0.8

i Pr0.4
i

(
μ

μw

)0.14

i

⎤
⎥⎦

b =
1
Co

Assuming an initial value for p, and due to the linear form (Y = mx+b), a linear regression of

Y on X allows the approximation of the heat transfer coefficient correlation constants, Ci and Co.

Applying a temperature correction step, they then rearrange equation B.3 to find the shell-side

formulation:
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Y = mX + b where

Y = ln
1
ys

ys =

⎡
⎢⎣ 1

UA
− Rw − 1

Ci
Aiki

Di
Rea

i Pr0.4
i

(
μ

μw

)0.14

i

⎤
⎥⎦×

(
Ao

ko

Do
Pr

1
3
o

(
μ

μw

)0.14

o

)
m = p

X = lnReo

b = lnCo

Hence, the shell-side empirical constant Co and exponent p can be calculated. These results

are then fed back into the tube-side formulation in an iterative scheme until the solution con-

verges. To correctly implement this method, the shell-side conditions are held constant while the

inside conditions are allowed to vary; then, the shell-side conditions are changed, and the inside

conditions are repeated again for the test matrix involved. In the case mentioned above that

means the experiments require a complete set of Reo and Rei data.

B.3.3 Modification by Khartabil (1988)

Khartabil et al. (1988) and Shah (1990) pointed out that the methods developed by Wilson (1915)

and Briggs and Young (1969) are limited in scope and application to heat exchangers for which

information regarding the heat transfer performance and wall thermal resistance are known in

advance. Khartabil et al. (1988) proposed a new method that allows the determination of five

variables in equation B.8 (Ci, Co, a, b, Rw) from overall resistance measurements. In this method,

the value of each resistance is obtained by subtracting the two remaining resistances from the

overall resistance. From this point of view, the relative resistances have a significant effect on the

accuracy of the resulting correlations. Shah (1990), showed that the only remaining limitation

for this method is that the test data on each fluid side must be in a single flow regime (no change

in the form of the correlation for the applied range). Furthermore, to accurately calculate the

five unknowns, a sufficiently large experimental matrix is required.
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Uo =
1

Cihi

(
Do

Di

)
+ Rw +

1
Coho

(B.8)

hi = CiRea

ho = CoReb

B.3.4 Rose’s (2004) direct method

The method proposed by Rose (2004) considers the temperature differences between the two

sides of a heat exchanger, rather than relying on the concept of thermal resistances. The overall

temperature difference is:

ΔToa = ΔTo + ΔTw + ΔTi

Neglecting any effect of axial conduction, a thermal balance can be described by:

δQ = πDiδLqi = πDoδLqo

qi = qo
Di

Do

and if it is considered that:

ΔTi =
qi

Cihi
ΔTo =

qo

Coho
ΔTw = qoRw

Rearranging:

δToa =
1
Co︸︷︷︸
a

qo

ho︸︷︷︸
x

+ qoRw︸ ︷︷ ︸
y

+
1
Ci︸︷︷︸
b

qi

hi︸︷︷︸
z

In the above equation, which is equation B.2 divided by qo, the only two unknowns are a and b.

It is implied that the form of the heat transfer correlation for the tube- and shell-side correlations

is known, with the exception of the constant multipliers Ci and Co. These two unknowns can be

estimated by minimizing the residuals S as in linear least-squares:

S = Σ(ΔToa,calc − ΔToa,exp)
2

A particular advantage of this method is that the error in the quantities whose residuals are

minimized (ΔT ) is generally expected to be constant for each data point (Rose, 2004). Thus, the
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assumption of constant uncertainty (for each point) is more feasible. This method is however just

as susceptible to error when the temperature difference is small.

B.3.5 Styrylska and Lechowskia (2003) method

The Styrylska and Lechowska (2003) method analyzes the Wilson plot method as a least-squares

adjustment problem, rather than a minimisation or least-squares fit problem. It is a constrained

optimisation method, loosely based on the Newton gradient method. In this method the heat

transfer correlations do not need to have a leading coefficient with exponent type form (Cxn),

but they can assume any form. This unified Wilson plot method separates the measurements

into direct (temperature, heat flux, and mass flow) and indirect measurements (terms grouped

together and calculated from the direct measurements: the overall heat transfer coefficient U ,

and the xi expressions).

A governing equation (equation B.3) is differentiated by each of the terms in the vector of

required unknowns, to create a Jacobian matrix of size z by j (z is the number of unknowns, and

j the number of data points). The difference between the right-hand side and left-hand side will

be equal to 0 when the solution is converged.

Of interest in this method is that the least-squares adjustment formulation not only allows

one to iterate and find the unknowns (i.e. the coefficients of the heat transfer correlations), it

also allows the user to iteratively find the uncertainty in each of the variables. This is done by

utilizing an augmented covariance matrix, in which the main diagonal is filled by the calculated

uncertainties of each overall heat transfer coefficient (U) data point and initial guesses for the

unknowns’ uncertainties.

At the beginning of each iterative step, the difference between each data point’s calculated

overall heat transfer coefficient U (left-hand side of equation B.3) and the sum of the heat transfer

resistances (evaluated with the specific iteration’s value of the unknowns) is saved into a vector.

Finally, at the end of each iteration, the correction vector for the unknowns is evaluated; the a

priori covariance matrix is also corrected. When the value of each component of the residual

vector tends to 0, the solution is converged and the uncertainty in the variables is the square root

of the terms in the main diagonal of the final a posteriori covariance matrix.

At each iteration, the unified Wilson plot method uses the change in gradient with respect

to each variable, the residual vector and the current iteration’s value of the variables to predict

the following step’s variables. This iterative solution method requires a robust scheme suitable

to nonlinear solutions.
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During the course of this study, this method was implemented using the experimental Wilson

plot data gathered. However, due to the ill-conditioned nature of this particular covariance matrix

(the relative sizes of the uncertainties) and the absence of a strong global minimum, it was not

possible to find a converged solution independent of initial conditions. Further investigation into

the solution method needs to be done and might refine this into a viable general solution tool for

Wilson plot data without limitations on the form of equations.

B.4 LTCM implementation of the Wilson plot method

At the LTCM, an indirect method based on the Briggs and Young (1969) approach is implemented.

In previous studies (Gstöhl, 2004, Roques, 2004), an attempt was made to use condensation on

the outside of the tubes, but the external heat transfer coefficient was too small. As a consequence

nucleate pool boiling is chosen as the test condition on the outside of the tube. Pool boiling is

chosen for ease of testing, the fact that the external boiling heat transfer correlation could be

represented by an exponential form and that the measured heat transfer coefficients are as high

as possible. For a fixed saturation temperature, the outside pool boiling heat transfer coefficient

is correlated using a nucleate pool boiling correlation of Cooper (1984) type with a single leading

coefficient:

ho,pb = Coq
n
o

In this equation, both Co and n are left variables, and are calculated in the Wilson plot.

For the form of the internal heat transfer correlation, the Gnielinski (1976) correlation is

utilized. It is a modification of the Petukhov (1970) correlation, which extends its application to

Reynolds numbers in the transition regime. The Gnielinski (1976) correlation is:

Nugni =
(f/8) (Rewater − 1000)Prwater

1 + 12.7 (f/8)
1
2

(
Pr

2
3
water − 1

)
The friction factor f is defined by Petukhov (1970):

f = (0.79logRewater − 1.64)−2

and the water-side Reynolds number is:

Rewater =
4ṁwater

π (Di − Dss) μl
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The applicable range of this correlation is 3000 < Rewater < 106, which covers flow closer

to transition and the fully-turbulent regimes. Gnielinski (1976) quoted the prediction accuracy

of this correlation to be within 10%. The Petukhov friction factor correlation is only valid for

smooth tubes; nevertheless, this correlation can be used without any modification. The effect of

all internal enhancement is taken into account by the leading coefficient Ci. Olivier (2008) showed

that for Reynolds numbers larger than 104, internal enhancements proportionally increase the heat

transfer performance rather than modify the slope of the correlation. This leading coefficient,

determined experimentally, modifies the internal heat transfer correlation as follows:

hi = Cihgni when Re > 104

For the solution procedure we can rewrite equation B.3 as:

1
Uo

=
1

Cihgni

(
Do

Di

)
+ Rw +

1
Coqn

o

(B.9)

In equation B.9, we have three unknowns, Ci, Co and n. The 2-step iterative modified Briggs

and Young procedure is used to converge to a unique set of variables that satisfy the equality.

B.4.1 Step 1: Tube-side formulation

Rearranging equation B.9 gives:

Y = mX + c where

Y =
(

1
Uo

− Rw

)
qn
o

m =
1
Ci

X =
(

qn
o

hgni

Do

Di

)
b =

1
Co

(B.10)

An initial estimate for n is required to allow this method to work. In equation B.10, the terms

labeled X and Y are known values, and m and c are the slope and intercept (found by linear

regression). Ci and Co are the inverse of m and c respectively. Once these values are calculated,

the method proceeds to the shell-side formulation.
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B.4.2 Step 2: Shell-side formulation

For the shell-side, equation B.9 is rearranged as

(
1
Uo

− Rw − 1
Ci

(
1

hgni

Do

Di

))
︸ ︷︷ ︸

1/ys

=
1

Coqn
o

ys = Coq
n
o

ln |ys|︸ ︷︷ ︸
Y

= n︸︷︷︸
m

ln |qo|︸ ︷︷ ︸
X

+ ln |Co|︸ ︷︷ ︸
c

In this step, the calculated values of Ci and Co are used to find the values of the shell-side X

and Y . Once these are known, a linear regression may be performed to find the values of m and

c. Co = ec and n, the heat flux exponent in the nucleate boiling correlation, is equal to m.

Finally, a comparison can be made between the previous step’s values of Ci, Co and n. The

convergence criteria for the LTCM method requires that all three vary by less than 0.01%. If

this condition is not met, the values of the variables are updated and the tube- and shell-side

calculations performed again.

B.4.3 Uncertainty propagation through the linear regression

In the previous section, it is mentioned that the slope and intercept of both the tube- and shell-

side Wilson plots could be found through linear regression. This regression could be as simple

as utilizing a least-squares minimisation algorithm. Such methods have been utilized successfully

and are well-documented (Liebenberg, 2002). However, the least-squares linear regression method

has several important drawbacks to consider. Firstly, it is difficult to propagate the experimental

uncertainty through the method, and thus calculate the uncertainties in the resulting coefficients.

Secondly, the calculated values of X and Y have experimental uncertainties associated with them

which are not taken into account when performing a classic least-squares fit through the data.

The classic method uses and minimizes the difference of the data points only in the y-axis. This

means that the accuracy of the fit might suffer due to a method trying to fit data that are also

subject to uncertainty in the x-axis and the data points are not weighted by their uncertainty.

York et al. (2004) presents a method that unifies the standard errors when both X and Y data

are subject to propagation of error. The method proposed evaluates the least-squares estimation

with a weighting parameter based on the uncertainty in X and Y . The sum of least-squares is

calculated as the shortest perpendicular distance between the data points and the proposed fit.
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Thereby including the data of the x-axis in the formulation. This method is adapted and utilized

to perform the linear regression in the modified LTCM method. The use of this method allows

for the propagation of experimental errors through the Wilson plot method, such that the final

uncertainties in the measured heat transfer coefficients be accurately estimated (Appendix A).

B.4.4 Minimisation algorithm

In Section B.3.5, the method of Styrylska and Lechowska (2003) is discussed, in which the residuals

(calculated as the difference between the measured overall heat transfer U and the sum of the

iterative step’s prediction of the sum of the heat transfer resistances) are minimized using a least-

squares adjustment formulation. This served as the basis of a method developed in which an

objective three-variable function f , had to be minimized subject to physical constraints imposed

on the optimisation space.

f =
1
Uo

−
(

1
Cihgni

(
Do

Di

)
+ Rw +

1
Coqn

o

)
⇒ 0 (B.11)

The three variables, similar to the modified LTCM Wilson plot (Section B.4) are Ci, Co and

n. The minimisation is performed by a nonlinear least-squares algorithm, and the convergence

criteria are based on the tolerance between two succeeding iterations being less than 0.01%. This

type of implementation still follows the general methodology of the Wilson plot method (which

essentially calculates values for the variables that minimize the difference between the left-hand

and right-hand side of equation B.3 using successive first-order least-squares estimations), except

that it uses a more direct method in which all the variables are solved simultaneously, and it

directly minimizes the difference between the measured overall heat transfer resistance, and the

sum of the predicted heat transfer resistances. The method can accommodate an unlimited num-

ber of variables; however, the larger the number of variables, the more uncertain and inaccurate

the prediction will become. The drawback of this method is that the experimental uncertainties

of the solution are not propagated through the method.

The minimisation algorithm utilized solves nonlinear least-squares (nonlinear data-fitting)

problems of the form:

min
x

(f(x)) = f1(x)2 + f2(x)2 + ... + fn(x)2 (B.12)

The functions are shown as functions only of x, while in reality they can be a function of

several variables. Each fi in equation B.12 is each data point’s individual minimisation function
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(equation B.11). Rather than compute the value f(x) (the sum of squares), the algorithm requires

the user-defined function to compute the vector-valued function as follows:

F(x) =

⎡
⎢⎢⎢⎢⎢⎢⎣

f1(x)

f2(x)

...

fn(x)

⎤
⎥⎥⎥⎥⎥⎥⎦

The algorithm utilized is based on the interior-reflective Newton method (Coleman and Li,

1996, 1994). To compute the Jacobian, which is the transpose of the gradient of the vector

F, a finite difference method is utilized. Each iteration involves the approximate solution of a

large linear system using the method of preconditioned conjugate gradients (Snyman, 2005). The

algorithm does not solve underdetermined systems; it requires that the number of equations (i.e.,

the number of elements of F) be at least as great as the number of variables being optimized.

B.5 Water-to-water tests

Further experimental validation is done by comparison against direct heat transfer coefficient

measurements performed on a simple tube-in-tube water-to-water test section. A simplified dia-

gram of the test section is presented in Figure B.1.

B.5.1 Description of the water-to-water test facility

The water-to-water test facility was a simple tube-in-tube counterflow heat exchanger, in which

the outside enhancement of the inner tube had been machined off. After machining, the measured

outer diameter was 17.73 mm (the root diameter of the enhancement). The tube was 1027 mm

long. A 1 mm-thick wire was wrapped around the exterior of the tube to both enhance mixing

of the flow, and to act as a centering mechanism. The inside diameter of the outer tube was 20

mm. Three 0.25 mm thick thermocouples were installed in machined slots on the inner tube wall

at 120o intervals. Other thermocouples were installed at the inlet and outlet of both the inner

tube and the annulus to directly measure the local temperatures of the water. The instrumented

rod used to measure local water profile temperatures (Chapter 3) was installed inside the inner

tube. This rod used three stations, at three locations along the heat transfer length, with two

thermocouples each to measure the water temperature profile. The water mass flow rates of

both the inner tube and the annulus were measured with Coriolis flow meters. The temperature
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of both mass flows were computer-controlled by exchanging heat with two reservoirs. The first

exchanged heat with the laboratory’s heat supply and the second with water from Lake Geneva

(constant 7oC throughout the year).

T

T

T

T

T

A

A

TT

T

Figure B.1: Schematic of the counter flow tube-in-tube test section. The inner tube water is

cooled by the outer annulus and thermocouples are installed in the middle

The experimental conditions for the water-to-water tests detailed in this section mimicked

the water-side conditions found both when performing the Wilson plot testing and the heat

transfer experiments during bundle boiling. These conditions are summarised in Table B.1. The

annulus side conditions were varied such that the heat flux measured at the central temperature

measuring station in the inner tube coincided with the required experimental conditions. Using

the thermocouple measurements at the inner-tube and annulus inlets and outlets coupled to the

two measured mass flow rates, the energy balance (|Qin −Qann/Qavg|) was never found to differ

by more than 1% (i.e. less than 1% of the heat transferred was lost to ambient).

Table B.1: Experimental conditions tested for Wilson plot experiments

Twater

5oC 15oC

q 20–60 kW/m2 20–60 kW/m2

Rewater 8–17.5·103 8–16·103
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B.5.2 Water-to-water results

The heat transfer coefficients measured directly using the wall temperatures were compared di-

rectly to the heat transfer performance as predicted by the Wilson plot method (hi = Cihgni).

The direct method was not used to create a new correlation. The results are presented in Fig-

ures B.2 and B.3 for the Turbo-B5 and the Gewa-B5 respectively. It is clear that all of the results

are within the experimental uncertainties of each other, and there is never more than 10% devi-

ation between the two methods. The heat transfer measurements at higher Reynolds numbers

for the Turbo-B5 (Figure B.2b) tend to over-predict; the thermocouples embedded in the inner

tube’s wall may have been affected by convective effects due to the increased mass flow rate in

the narrow annulus.
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Figure B.2: Comparison of the direct wall temperature heat transfer coefficient measurements

and the Wilson plot correlation for the Wolverine Turbo-B5. (The error bars for the Wilson plot

results are not plotted for clarity reasons. At best the uncertainty in these results is on the order

of 15%)
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Figure B.3: Comparison of the direct wall temperature heat transfer coefficient measurements

and the Wilson plot correlation for the Wieland Gewa-B5. (The error bars for the Wilson plot

results are not plotted for clarity reasons. At best the uncertainty in these results is on the order

of 15%)

In conclusion, it has been shown that the water-to-water experimental setup resulted in heat

transfer coefficient measurements that were reproducible and it validated the Wilson plot method

utilized to predict the relative size of the internal heat transfer resistance. The correlations

resulting from thorough Wilson plot experiments can be used with confidence.
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Appendix C

Enhanced boiling and mechanisms

In this section a brief overview of the considerations regarding enhanced tube boiling mechanisms

are presented. The existing mechanistic models are described briefly and possible limitations and

improvements are presented.

C.1 Boiling enhancement and mechanisms

The literature on this subject lacks a proven detailed explanation of the thermal-fluidic phenomena

that creates the complex relationship between ho, ΔT and q. The considerable differences in the

shapes of boiling curves can be attributed to the specific features of heat transfer in various kinds

of enhanced structures (Thome, 1990, Mitrovic, 2006).

Thome (2004) mentions the advantages of enhancement through surface modifications of tubes

and states that most effort is put into making mechanically deformed helical fins to create re-

entrant passageways. The primary factors contributing to the enhancement are identified as:

• nucleation superheat temperature reduction due to the re-entrant tunnels (so that the higher

performance boiling process with respect to natural convection in liquid is started earlier);

• a 2 to 4 times increase in heat transfer area as a result of deformation of the tube surface;

• promotion of thin film evaporation on the tunnel passageways;

• capillary evaporation through menisci in the corners of tunnel passageways;
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• internal convection resulting from the liquid being pumped/sucked through the tunnels by

the bubble growth and departure cycle; and

• external convection through flow and bubble movement over the surface provides latent and

sensible contributions.

Poniewski and Thome (2008), in their recent book, emphasized the importance of vapour gen-

eration in enhanced structures (mainly capillary-porous structures) and described vapour bubble

formation in detail providing extensive references. Vapour bubble generation is an important

factor in boiling and they stated that it is a function of: surface geometry at the nucleation site,

density of sites, wetting angle hysteresis and heat flux. Most of these factors are extremely varied

and difficult to quantify universally and therefore no general theory for vapour bubble generation

currently exists (Poniewski and Thome, 2008). According to them, heat transfer enhancement is

a function of the:

• number of active sites on the surface;

• frequency of bubble departure from the sites;

• the fluid characteristics;

• convection effects; and

• micro-structures on the surface.

The existence of a nucleus of vapour is of foremost importance to initiate the heterogeneous

boiling process, since the creation of vapour without such an initial nucleus requires excessive

energy input, which is not the case on most surfaces. The density of active nucleation sites

was found to be higher for enhanced surface tubes which directly leads to higher heat transfer

coefficients (Dhir, 2001).

Vapour is generated in the tunnel by high rates of evaporation from the thin films and menisci.

The thin film results from the liquid that is pushed into the cavity after a bubble leaves (Dhir,

1998). After vapour generation, which is aided by the sensible heating provided by the structure

(due to high convective heat transfer in the microchannels for laminar inlet, non-fully developed

flow (Thome, 1990)), the vapour escapes but the structure retains vapour which allows rapid

follow-on liquid film formation and bubble growth. Thus, enhanced structures provide more

nucleation sites where the vapour escapes due to higher evaporation rates. If the tunnel is flooded

with liquid, the thin films and menisci responsible for the high evaporation are replaced by thick
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liquid films or single phase liquid-only flow. This liquid-only flow is not as effective as thin film

evaporation.

On enhanced tubes the existence of outer surface nucleation sites are less important for the

evaporation process. The vapour will escape through a pore somewhere on the tube but the

vapour could have been generated by a combination of thin film evaporation, menisci evaporating

in the corners of microchannels and nucleate boiling.

There are many different processes occurring and interacting on the surface during boiling.

Some of these are: evaporation, convection, conduction and hysteresis mechanisms. In combina-

tion with the evaporation contributions mentioned above, a summary of expected mechanisms of

heat transfer present on/in enhanced surfaces are:

• evaporation from liquid-vapour menisci (capillaries) inside the tunnel structure;

• evaporation from the liquid microlayer surface with the resulting vapour carried away to a

pool of liquid;

• thin film evaporation inside tunnels of the capillary-porous structure;

• sliding bubbles with thin film evaporation on the outer wall side;

• evaporation to the externally growing bubbles;

• transient heat transfer in the disturbed field around growing and sliding bubbles;

• convection inside the tunnel; and

• sensible heat transfer at various locations: external convection and liquid pumping in and

out of tunnels.

The bubble growth is not limited to the superheated layer because the vapour is generated

elsewhere (Chien and Webb, 1998a) and only liquid inertia balances the bubble growth (Chien

and Webb, 1998b). The vapour generation at the microlayer on the external surface is neglected

by most models (Thome, 1990). The performance drops off as the liquid intake phase shortens as

the heat flux in the tunnels increases and dryout commences. Depending on the fluid and heat

flux, external convection effects might influence mainly the outer surface mechanisms or outer

and inner surface mechanisms. In general, enhanced surfaces are less susceptible to imposed

convection or tube proximity (Kim et al., 2002, Liu and Qiu, 2002). The liquid pumping through

the tunnels observed by Chien and Webb (1998d) and the outside surface, agitated by bubbles,

are responsible for the large fraction of sensible heating.
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The abundance of saturated and superheated liquid in and around an enhanced tube is re-

sponsible for the low superheat required for boiling incipience (Poniewski and Thome, 2008).

Saturation pressure also affects the boiling process to a considerable extent (Nakayama et al.,

1980b). The combination of elevated pressure and appropriate pore dimensions makes it possible

for boiling incipience to take place at very small superheats (as low as 0.1-0.2 K). The occurrence

of boiling at very small superheats can be explained due to the contact of the saturated liquid

with the heat transfer surface inside the pores, which causes the evaporation of the liquid sucked

into the re-entrant channels. Capillary superheating, resulting from menisci formation in the

pores, can partially explain why the boiling curves show different trends at different distributions

of pore dimensions. An appropriate proportion of the number of active and inactive pores may

constitute an important factor affecting the shape of the boiling curves.

C.2 Mechanistic studies of enhanced geometries

The evolution of enhanced structures and mechanistic models have been summarised in Webb

(2004). For example, Nakayama et al. (1980b,a) used an enhanced surface fabricated by joining a

thin plate with pores over a low-fin type of tube to create a dense re-entrant channel substructure.

Different geometries were investigated and the following conclusions were drawn from their work:

• the density and diameter of pores determined the character of the boiling process at heat

fluxes larger than 3×104 to 4×104 W/m2;

• on surfaces with different pore diameters, the pores with the highest density controlled the

level of heat transfer enhancement;

• at low heat fluxes, the largest pore determines the heat transfer performance;

• at low heat flux, the tubes having smaller total open areas (that is, the sum of the cavity

areas) give higher heat transfer coefficients;

• at high heat fluxes, tubes having larger total open areas yielded higher heat transfer per-

formance (Chien and Webb, 1998c);

• if the total open area was too large at low heat flux, the re-entrant tunnels became flooded

by liquid and the heat transfer coefficient decreased; and
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Figure C.1: Main modes of heat transfer in subsurface tunnel structures

• if the total open area was too small at high heat fluxes, the tunnels dried out due to

inadequate liquid supply.

Arshad and Thome (1983) and Chien and Webb (1998a) also performed visualisation studies

that supported these trends and film dynamics. In the first study bubble nucleation in the re-

entrant channels was shown to rapidly create thin liquid films on the channel walls with vapour

ejection through open pores. In the second study, the basic mechanisms and liquid inlet criteria

were empirically correlated to some geometric parameters to match the heat transfer of the model

and data.

C.3 Mechanistic models

Three types of boiling regimes were identified in the substructure: flooded, suction-evaporation

and dryout (Figure C.1). The mechanistic study of Nakayama et al. (1980a) set the basis for later

work done by Chien and Webb (1998b) which was also based on a comprehensive experimental

study.
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C.3.1 Ramaswamy et al. (2003) model

The recent studies of Ramaswamy et al. (2003) and Pastuszko and Poniewski (2008) added to the

model while still retaining the same basic framework. The Ramaswamy et al. (2003) model for

suction-evaporation will be discussed here with reference to the Chien and Webb (1998b) model

on which it was based. The latest Pastuszko and Poniewski (2008) model that improves the liquid

suction theory will also be referred to, although the geometry differs from the Ramaswamy et al.

(2003) model.

The enhanced surface models also make use of bubble dynamics data for their predictions, as

for smooth tubes. The basis of vapour generation is, however, completely different since it occurs

inside the re-entrant channel structure and not on the surface. An important distinction must

be made between nucleation of bubbles from cavities and a bubble emerging from a pore in an

enhanced surface.

Moss and Kelly (1970) found a stable vapour film inside the porous layer and measured the

film thickness as a function of the heat flux density. They revealed that the frequency of bubble

formation inside the capillary-porous structure was much lower than in nucleate boiling on a

smooth surface. This might infer a lesser importance of nucleation inside the tunnels because

meniscus and thin film evaporation are more likely mechanisms.

The mechanistic model can be described by using the presently accepted stages of the boiling

cycle for enhanced surfaces in suction-evaporation mode (Figure C.2): waiting time, growth time

and suction time (Nakayama et al., 1980b). The first mode of heat transfer considered in this

model is internal evaporation from the menisci contributing vapour to the bubble during the

waiting time and the growth time. The second component is the external heat flux attained

through a semi-empirical correlation. Each of these stages have been characterised by specific

processes that occur during them.

Usually for such a model the wall superheat (Tw-Tsat) of the system is specified and from

the modelled mechanisms a heat flux can be predicted. The essential overall cycle parameters for

such models are: departure diameter, departure frequency and nucleation site density.

Present models of suction evaporation do not include the sensible heat from liquid being

pumped through the tunnels as pointed out in Thome (1990).

C.3.1.1 Bubble departure

Ramaswamy et al. (2003) uses a comprehensive force model including unsteady growth, buoyancy,

surface tension, lift, bubble inertia and liquid inertia forces. The force balance is solved for the
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Figure C.2: Boiling cycle for suction-evaporation mode as proposed in Chien and Webb (1998b)

Figure C.3: Geometry assumed for the boiling model of Ramaswamy et al. (2003)
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instantaneous diameter of the bubble to determine the departure diameter when the attaching

forces are overcome. The buoyancy and lift forces tend to pull the bubble from the surface while

the other forces keep the bubble on the surface.

C.3.1.2 Waiting time

At the beginning of the waiting time the meniscus thickness is needed as input for the model. At

this time the vapour is saturated and corresponds to the system pressure. The tunnel evaporation

heat flux can then be modelled by conduction through the meniscus and keeping track of the liquid

film thickness as it evaporates over time (Figure C.3). The evaporation is an ongoing process that

is limited by the elevation of the saturation temperature due to capillary pressure and disjoining

pressure (DasGupta et al., 1993) when the film thickness becomes very small (δne).

Tint = Tsat,bulk

(
1 +

σ/rm + A/δ3

hlvρl

)

δne =
(

ATsat

ρlhlvΔTsuper

) 1
3

(C.1)

Conduction is assumed across the liquid film:

qt =
kl

δ(φ)
(Tw − Tint) (C.2)

The tunnel heat transfer rate is tracked taking into account the variation of film thickness

over time and position and limited by a minimum film thickness described by the relationship in

equation C.1:

dQt =
dEt

dt
=
∫ Am

0

kl(Tw − Tint)
δ(t, φ)

dA (C.3)

This relationship is dependent on the Hamaker constant. Although this constant is not known

precisely, the results are a strong function of it (Ramaswamy et al., 2003):

The end of the waiting time is marked by the internal vapour pressure rising to the level

where it is possible to overcome the surface tension at the pore keeping the vapour inside. It is

assumed that the vapour behaves like an ideal gas. The initial conditions of the waiting time

state: pv0 = psat, Tv0 = Tsat, ρv0 = ρv and finally pv1 = pv0 + 4σ
Dp

. The volume and density are

assumed to vary linearly over time and the heat balance is used to evaluate the waiting time:

dEt

dt
= hlv

dmv

dt
= hlv

(
Vv,mean

dρv

dt
+ ρv,mean

dVv

dt

)
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The limits and equations mentioned above are then used to evaluate the waiting time and

estimate the amount of energy needed to generate the required pressure.

C.3.1.3 Growth phase

Evaporation continues during the growth phase as described in the waiting phase. Chien and

Webb (1998b) used a modified form of the bubble growth model of Mikic et al. (1970) to evaluate

the growth rate. This requires a curve fit to their bubble growth data to estimate an empirical

constant Ctg:

dr

dt
= Ctg

√(
π

7
hlvρv(Tw − Tsat)

ρl

)(
Dd − Dp

Dd + Dp

)
(C.4)

A good correlation was found between the mentioned correlation and experimental data and

it was used by Ramaswamy et al. (2003). If the bubble departure diameter is predicted from a

force balance and the final bubble diameter is known, this equation is integrated for time steps

from the initial pore size to the final departure diameter to find the growth time.

In their model Pastuszko and Poniewski (2008) quantify the volume changes during the waiting

and growth periods to find a mean volume. This mean volume is then used do define a mean

triangular liquid meniscus that is responsible for the latent heat flux.

C.3.1.4 Intake phase

Chien and Webb (1998b) found that the intake time was very short. Therefore the intake time

was normally ignored when calculating the frequency. The study of Ramaswamy et al. (2003)

found that the intake time overlaps with the final moments of the growth phase.

In the procedure of Ramaswamy et al. (2003), which is similar to that of Chien and Webb

(1998b), an initial meniscus radius is estimated and the procedure is followed to predict the heat

flux from the tunnel as the meniscus evaporates. This heat flux value is then compared to the

experimental data and the initial meniscus radius estimate is updated until the heat fluxes match,

albeit empirically. A non-evaporating minimum meniscus was defined. The liquid intake is then

backed out from the calculated data. The empirical correlation defined by Ramaswamy et al.

(2003) is a function of wall superheat and other geometric parameters:

ΔAcyc = Cδ (Tw − Tsat)a (D2
p)b P c

p Hd
t Ne

m
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Therefore, the intake period is the source of a major unknown in the mechanistic models.

There is no known method of mechanistically modelling or predicting the amount of liquid sucked

in. The problem has thus far been circumvented by specifying a correlation for the liquid intake

and using the experimental data to determine the correlation coefficients so that the prediction

method works. This method is biased to the mechanism selected in the tunnels and forces the

solution to work correctly based only on this mechanism. This also has implications for cases with

convection over the tubes since the added dynamic pressure could increase the liquid intake and

thereby increase flooding or delay the onset of dryout inside the subsurface channels. The external

convection also adds a force to the balance of forces on the growing bubble. This additional force

could modify the bubble dynamics which in turn affect the liquid intake and resulting subsurface

evaporation.

C.3.1.5 Consolidation

The total internal heat flux is calculated by the integral of latent heat exchange over the waiting

and growth time. The waiting time and the growth time are now used to establish the departure

frequency. The heat flux attributed to evaporation inside the tunnels together with the vapour

volume, frequency and departure diameter is used to establish the nucleation site density that

will be used for the external heat flux prediction:

Nb =
Qt

ρvhlvf(πD3
d/6)

Na =
Nb

Ao

The external heat flux needs to be predicted to conclude the total heat flux prediction. The

model of Mikic and Rohsenow (1969) is based on the intermittent nature of the boiling process.

They assumed the departing bubble removes some of the superheated layer within an area twice

the bubble diameter. Hence the problem was considered to be one-dimensional transient con-

duction through a semi-infinite solid. Haider and Webb (1997) considers steady state convection

with the transient conduction term. Their model contained coefficients that were determined

empirically and in the study of Ramaswamy et al. (2003), correlated as a function of superheat

to predict the data of Haider and Webb (1997) and their own within 40%. The area of influence

was reduced as the number of nucleation sites increased over the limit where nucleation will occur

within the two diameter areas:
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qo = 2
√

πklρlcpfd2
dNaΔTsuper

{
1 −
(

0.66πC

Pr
1
6

)2
} 1

2

C = 6.58 − 1.1612(ΔT ) + 0.0782(ΔT )2 − 0.0018(ΔT )3

The total heat flux is the sum of internal and external heat fluxes:

qtotal = qt + qo (C.5)

Departing bubbles are assumed to be isolated in this model because the dynamics of coales-

cence are not dealt with. The occurrence of lateral or vertical coalescence is set as upper limits

for the validity of the model.

C.3.2 Murthy et al. (2006) model for flooded boiling regime

The Murthy et al. (2006) model for flooded evaporation is also discussed because the flooded

regime evaporation was observed during experimentation. The flooded regime could be present in

the structure due to low heat fluxes and the added liquid intake caused by the external convection

filling the tunnels with liquid. The visualisation studies of Chien and Webb (1998d) also observed

flooding in horizontal tubes at high heat fluxes although normally only for a limited fraction of

the tunnels (10-20%).

Figure C.4: Stages of the flooded regime boiling model used by Murthy et al. (2006)

The flooded regime of boiling can also be divided into several phases or time periods during

which several mechanisms are active (Figure C.4). The cycle of flooded regime boiling starts with

a spherical bubble. This bubble grows from evaporation at the menisci at either end of the bubble
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and from the intermediate thin liquid film in-between. The vapour expansion continues inside the

tunnel until the pressure is greater than the surface tension retaining pressure at the pore. After

this point the vapour expansion continues outside the tunnel until the bubble departs. The main

difference between this regime and the suction-evaporation regimes are the mechanisms inside

the tunnel since the departure and external heat transfer is essentially similar in both regimes.

C.3.2.1 Tunnel heat transfer

The tunnel heat flux is calculated based on the liquid evaporation from the thin film and the two

menisci at either end of a vapour plug in the tunnel. Evaporation from the thin film occurs until

the non-evaporating film thickness is reached. This non-evaporating film thickness is defined as

previously mentioned (equation C.1).

The model uses heat conduction through the thin film and the meniscus to obtain the heat

flux. The film thickness is tracked by stepwise integration of small time increments, assuming

latent heat evaporation. The pressure fluctuation in the tunnel during a cycle is used to predict

the velocity of the meniscus oscillating in the tunnel. The length of vapour expansion is tracked

using these relations. The heat flux over one time period is divided into the expansion and

contraction parts and results in a bubble with the departing volume:

∫ 0.5/f

0

(2Qm + Qf )expdt +
∫ 1/f

0.5/f

(2Qm + Qf )condt =
π

6
ρvhlvd3

d

The initial film thickness is modelled using lubrication theory and by assuming that the

expanding menisci would result in a thin liquid film. The result is an iterative prediction method

for the size of the initial bubble diameter. This method was derived for circular tunnel structures

but it remains applicable in other geometries according to Murthy et al. (2006).

C.3.3 Convective mechanism effects

On a smooth tube a combination of mechanisms act on the surface. These mechanisms are:

convection over the surface, nucleation of bubbles (latent heating), thin film evaporation (latent),

microlayer evaporation and liquid superheating (sensible heating). These mechanisms are directly

affected by imposed convection over the tube and the presence of other tubes in a bundle. The

vapour generation is from the microlayer evaporation. The bubble growth is limited to the

thickness of the superheated layer and inertia from the fluid.
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For enhanced tubes the mechanisms inside the tube might remain largely unaffected when

convection is imposed, except for the change in bubble dynamics. The convection would affect

the mechanisms on the external surface directly and by changing the bubble departure diameter

and frequency of the components due to bubble agitation, internal effects, such as thin film

evaporation and thereby the entire bubble cycle, would also be affected.

The convective effect on enhanced tubes has been studied by several researchers (Kim et al.,

2002, Robinson and Thome, 2003) and includes studies from single tubes in a pumped flow

(Ribatski et al., 2008), bubbles rising (Cornwell, 1990) to convective bundle boiling and falling

film evaporation (Christians, 2010). The geometry, heat flux, mass flux, fluid properties and

saturation temperature seem to have an effect, although in general, the enhanced geometries are

less affected by convection. The relation of convective heat transfer to pool boiling is often used

as metric (bundle factor or kBB). This factor is lower for enhanced tubes compared to smooth

tubes. At high heat fluxes the convective effect tended to disappear and the performances became

comparable to those in pool boiling (Kim et al., 2002, Christians, 2010). The bundle factor is

also subject to high uncertainty and comparing fractional changes might not be significant.

Interaction between mechanisms could decrease some heat flux mechanisms whereas others

increase with the overall effect being neutral. A complete understanding could facilitate optimi-

sation of geometries for specific tube and refrigerant combinations.

C.3.4 External heat transfer

Several methods have been proposed for the external heat transfer prediction. They are mostly

based on assumptions regarding bubble dynamics on a surface and have been used for plain

and enhanced surfaces. Models have assumed fluid replacement by departing bubbles (Mikic

and Rohsenow, 1969), stagnation flow-bubble rise similarity (Tien, 1962), additional convection

(Haider and Webb, 1997) and local fluid convection as part of a compound heat flux (Moghaddam

and Kiger, 2009a).

Mikic and Rohsenow (1969) developed a model based on the intermittent bubble departure

process removing a part of the superheated boundary layer. The superheated fluid is immediately

replaced with saturated fluid and the amount of fluid flow is determined by the area of influence.

One-dimensional transient heat conduction into the semi-infinite solid (the fluid) is assumed.

Averaging over the time period of bubble departure gives:

qo = 2
√

πklρlcpfD2
dNaΔT (C.6)
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Haider and Webb (1997) added a convection term to the model of Mikic and Rohsenow (1969)

after finding that the latter underpredicts and that convection can be important. They called

this mechanism transient convection and it occurs in the wake of departing bubbles. To fit their

model they changed the weight factors of each mechanism and found transient convection to be

dominant:

qo = 2
√

πklρlcpfD2
dNaΔT{1 +

(
0.66πc

Pr
1
6

)n

} 1
n (C.7)

Moghaddam and Kiger (2009a) measured local heat fluxes during a bubble cycle and found

that all the proposed mechanisms could be significant. They discarded any model assuming

a single heat flux to be dominant and proceeded to develop their own model from composite

mechanisms. The research was based on a single bubble, but clearly states that better mechanistic

models should be based on getting the physics right.

The final composite model proposed by Moghaddam and Kiger (2009a) includes mechanisms

of microlayer evaporation from under the bubble with sensible energy taken into account. The

transient conduction term proposed by Mikic and Rohsenow (1969) was elaborated to include a

gradual surface coverage condition as the saturated fluid washes into the space occupied by the

bubble as it departs. Thus, the transient conduction does not occur over the entire zone at once,

but progressively as the fluid moves in to replace the departing bubble. The third component

was microconvection outside the bubble contact area and within the projected area of the bubble

on the heater surface. This component was sufficiently predicted by Rohsenow (1952).

Although this method was not developed for a large surface, it includes a full set of probable

mechanisms and interactions. A future model for large surfaces can be composed from components

such as these that were measured and verified individually without arbitrarily adapting the area

of influence parameters that can bias the model.

C.3.5 Limitations

Theories or models needed for boiling mechanistic models that are presently unavailable include

the following:

• vapour bubble generation process on a surface and inside re-entrant tunnels;

• number of active nucleation sites on a surface;

• bubble interaction;
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• inception of bubble growth;

• liquid intake and vapour escape through pores;

• liquid distribution inside the tunnel;

• external heat flux components on full scale enhanced tubes; and

• convective effects on boiling on tubes.

Moghaddam and Kiger (2009b) state that better boiling models can be built by a bottom up

approach to first develop a proper understanding of the microscale physics of the nucleate boiling

process and then to sort out the existing models to develop new models based on the actual

physics of the boiling processes. They have shown in their study that combining unsubstantiated

models and fitting them to integral experimental data often results in misrepresentation of the

true nature of some of the boiling subprocesses. For example, one can readily fit a composite

model to experimental data by varying parameters such as influence area of different mechanisms

and their time period of activation and find incorrect values for each parameter. Instead, efforts to

relate these parameters to explicitly known boiling conditions (i.e. surface and liquid conditions)

might be more fruitful.

Currently, there exists no general theory explaining the reasons for heat transfer coefficient

increase, the lowering of the surface initial superheating or the intensity and quantity of boiling

hysteresis phenomena on developed microsurfaces (Poniewski and Thome, 2008). The effect of

evaporation into the bubbles growing and sliding on the outside are also not dealt with in the

present models. The liquid intake and all aspects of liquid supply versus geometry are dealt with

empirically and remain too complex to model.

Furthermore, the above models assume that the process is cyclic (Figure C.2) while it is

quite likely a continuous process, with some pores providing a continuous liquid supply to the

film while other pores provide a continuous exit for the vapour generated to escape (Das et al.,

2007). A continuous process implies diverse bubble departure characteristics as observed in this

study (Chapter 4). Sections of the tunnel maintain a thin evaporating film supplied by liquid.

Additionally, some parts of the tunnel might become flooded due to the excessive liquid intake

or slight wall temperature drop after significant evaporation took place. These flooded parts of

the tunnel then experience single phase heat transfer while the wall heats up and then trapped

vapour bubbles begin to grow once again or the liquid is displaced with vapour from other parts

of the tunnel where evaporation is taking place. A tube structure that can maintain continuous
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thin film evaporation and avoids “flooded” and “dried up” regimes is going to be much higher

in performance. An example illustrates the concept of such a multipore interacting process

(Figure C.5).

Process: Buoyancy forces, inertial forces, surface tension forces, pressure forces, shear forces

Liquid intakeLiquid intake
Liquid intakeLiquid intake Liquid outflow

Departure Growth

Emerging

Nucleation

Figure C.5: Interaction between liquid and vapour phases during evaporation in a subsurface

tunnel enhanced boiling tube

C.4 Conclusion

Heat transfer on enhanced surfaces is a complex thermodynamic process in which phase change,

heat transport and liquid and vapour dynamics are all interconnected. Knowledge of the evapo-

ration process inside enhanced structures is limited. Explanations of experimental trends in heat

flux or heat transfer coefficients are mostly of empirical nature.
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Appendix D

Pressure drop data reduction

D.1 Introduction

The pressure drop in the bundle is made up of three components: static, momentum and friction.

Of these three, the static component is generally the largest and the momentum component is

almost negligible. The method of reducing data for pressure drop is subject to a large amount

of uncertainty and assumptions. Some of these factors can be mitigated while others are, for the

moment, left unchanged. The following section describes the evaluation and modification to the

data reduction methods used for this study.

D.1.1 Past data reduction

The previous data reduction methods were developed for the pressure drop measurements taken

over the entire bundle. The instrumentation was mounted at three locations along the length of

the bundle and was used to validate the distribution of the flow by the perforated plate. The

perforated plate was found to work exceptionally well (Robinson and Thome, 2003).

The assumptions made for the data reduction were:

• a single void fraction model from bottom to top

• use of only the mass flux calculated with the reference gap (minor restriction) of the bundle

• no acceleration between the “no tubes” sections and the bundle
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The static component, calculated for each vertical subsection, was made with the two-phase

density using the Feenstra et al. (2000) void fraction model.

The frictional component was found negative in some cases indicating an overestimation of the

static and momentum components. This was later validated by the fourth pressure transducer,

which measured over half the bundle. The uncertainty analysis also supports this conclusion by

indicating the probable limits of error. This included the uncertainty in the static and momentum

components and allowed a propagation of error to be estimated for the frictional component. The

uncertainty in this case indicated that the error in the negative frictional predictions were larger

than could be attributed to measurement error alone. It must be stated that this does not include

the possible error in the void fraction model and other possibly incorrect assumptions, only the

propagation of the error through the calculation. The data for the fourth differential pressure

transducer indicated a poor assumption regarding the pressure components in the bundle up

to the height of this new pressure tap. The shortcomings for the pressure data reduction were

addressed by a meticulous re-evaluation of the pressure data reduction.

P

(a) Bundle discretisation a priori

P

P

(b) Bundle discretisation a posteriori

Figure D.1: The development of bundle data reduction with new instrumentation, zones and

assumptions for flow entering from the bottom and leaving to the sides
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D.1.2 Evaluation of data reduction

The measurements of pressure in the bundle was augmented by a new (fourth) differential pressure

transducer over the diabatic section of the bundle. This new measurement was added to increase

the accuracy of measurements over the diabatic section of the bundle. The new measurement

allowed the evaluation of the frictional pressure drop of the two sections making up the diabatic

and adiabatic parts of the bundle in relation to the entire bundle. The major difference in the

new split evaluation is the separation of the inlet and outlet sections of the bundle (Figure D.1).

These sections were not dealt with in the assumptions of the original data reduction, but no

reason was found for further investigation at that stage.

Equation D.1 presents the total measured pressure drop as the sum of the measured diabatic

pressure drop and the remaining pressure drop in the adiabatic section. Equation D.2 is used for

the total and diabatic sections with the measured pressure drop value obtained directly from a

transducer. The adiabatic section uses the difference between the total and diabatic measurements

(Δpadiab,calc), with the associated increase in uncertainty. It is clear that the calculated frictional

pressure drop of the various sections does not indicate a realistic result when using the previous

data reduction method (Figure D.2). The expected result for adiabatic flow is similar friction

factors for each section with a possibility of a slight inlet effect but no negative friction factors.

Δpt,meas = Δpdiab,meas + Δpadiab,calc (D.1)

Δpf = Δpt,meas − Δps − Δpm (D.2)

A closer investigation of the data reduction highlights various aspects that could possibly be

improved on i.e.: a finer discretisation, subdivisions in the bundle, the void fraction model, the

static component, the momentum component, the mass flux and friction factor definition.

D.1.3 Updated method

In the new data reduction methodology the bundle is divided into three sections and each part is

treated with appropriate assumptions. The bundle can be subdivided into three sections between

the pressure taps i.e.: a “no tubes” inlet section with flow area of 1.027 x 0.067 m, then through

the tube bundle where the flow area is defined by the minor restriction followed by an outlet “no

tubes” section. The reference area, mass flux and void fraction in each consecutive section are

215



D. PRESSURE DROP DATA REDUCTION

0 0.2 0.4 0.6 0.8 1

0

5000

10000

15000

20000

Vapour quality , x [-]

λ
=

f
2
φ
/
f

H

Full bundle
Diabatic section
Adiabatic section
G = 4
G = 7
G = 10

Figure D.2: Friction factor ratio data for pressure drops in all sections of the bundle indicating

the apparent deviation from expected behaviour

different. The new data reduction method involves a more rigorous treatment of each component

to improve the accuracy of the resulting frictional pressure drop data.

The bundle has always been discretised vertically into subsections where the local properties

and conditions such as vapour quality and void fraction are evaluated locally at the tube centerline

of each second row. This practice allows for easy implementation of the new method. When

evaluating the components of the pressure drop we can define the correct parameters: mass

flux, vapour quality, void fraction and area for every subsection. Firstly, the momentum term is

affected by the acceleration and deceleration of the flow to and from the “no tubes” sections by

a two-phase nozzle/diffuser term added to the momentum component (equation D.3).

dpm

dz
=

d

dz

(
mvuv + mlul

A

)
(D.3)

This accounts for the restriction in the flow area from 1.027 x 0.067 m to approximately 3 x

(0.0033 x 1.027) m. Since the outlets are horizontal they do not contribute to the momentum

pressure drop at the outlet of the last element. When evaluating only the diabatic section, only
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Figure D.3: Large tube drift flux model in comparison with Feenstra et al. (2000) model and the

new large duct model for R134a at G = 1.5 kg/m2s

the inlet nozzle term is included in the momentum pressure drop. When evaluating the entire

head in the bundle the inlet momentum pressure drop is slightly recovered by the expansion at

the outlet diffuser, but if evaporation occurred in between, the momentum change of the high

velocity vapour at the outlet section is larger than for the inlet nozzle.

Secondly, the implementation of the void fraction prediction method of Feenstra et al. (2000)

in tube bundles is not valid for the “no tubes” section. An attempt was made to approximate the

void fraction in the “no tubes” section with void fraction models for bubbly flow in large tubes or

ducts (Hibiki and Ishii, 2002, Schlegel et al., 2009). These models were exclusively formulated for

low vapour quality flow with discrete bubbly flow and did not predict the void fraction for larger

vapour qualities, nor did it maintain the limit ε(x = 1) = 1 (Figure D.3). Another mismatch in

conditions was the mass flux, which was less than 3 kg/m2s for most conditions when no tubes

were present. A void fraction model for bubbly-type flow in ducts at low mass flux was required.

Some of the predicted void fractions from a variety of models for bubbly flow in large ducts at

low mass fluxes are presented for R134a at 1.5 kg/m2s (Figure D.3).
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D.2 Low mass flux void fraction

A void fraction model is defined for the low mass flux conditions and bubbly flow after leaving the

perforated plate. The model uses a bubble rise velocity correlation and the drift flux formulation

to define a void fraction and slip ratio valid for the conditions in the “no tubes” section.

The basic assumptions of the model allow for an understanding of its use and limitations.

Mass fluxes in the “no tubes” section or for any large duct of less than 5 kg/m2s are assumed.

Bubbles can vary in size depending on conditions, but possible bubble coalescence after departure

from the perforated plate was not taken into account. Buoyancy forces are dominant in describing

the bubble rise velocity. The terminal velocity of bubbles rising in quiescent fluid is used for the

vapour velocity (vi). The liquid velocity is very low for all cases (ul). It is hypothesized that the

vertical velocity of the liquid does not affect the rise of the bubble and that the two components

can be superimposed.

uv = ul + vi

The slip ratio in the void fraction definition is defined as follows:

ε =
[
1 + S

(
1 − x

x

)
ρv

ρl

]−1

and S =
uv

ul

The drift flux model defines drift velocities in relation to a plane moving at the sum of the

superficial vapour and liquid velocity. Therefore all the velocities of the phases need to be known

or predicted by the model to estimate the slip ratio and void fraction. The velocity of the reference

plane is [U = Uv + Ul]. The drift velocities of the phases relative to the plane are:

Ugu = uv − U and Ulu = ul − U

We assume cross-sectional averages in all terms. The weighted mean drift velocity Ugu can be

equated to Ugl/ε. Substituting the definition of Ugu and U and manipulating we get:

Ugu = vi(1 − ε) (D.4)

The void fraction as defined by the drift flux method is defined with a distribution parameter

and a drift velocity. Co is the distribution parameter that corrects one-dimensional homoge-

neous flow to separated flow theory, because void concentrations and velocity profiles can vary

independently. Wallis (1969) set Co = 1 for bubbly flow with small isolated bubbles so that here:

218



D.2 Low mass flux void fraction

ε =
x

ρv

(
Co

(
x

ρv
+

1 − x

x

)
+

Ugu

ṁ

)−1

(D.5)

The next step is to solve the vapour rise velocity to predict the void fraction. The solution is

used to define a slip ratio as defined previously and the slip ratio is easily correlated to π-groups

defined by dimensional analysis following the principle in Feenstra et al. (2000). The empirical

correlation of slip ratio is chosen to avoid solving the entire model to obtain a prediction.

D.2.1 Components of the model

The void fraction model with its assumptions mentioned in the section above depends on several

other models or correlations explained below, each with their own assumptions.

The rise velocity of single bubbles has been correlated by various researchers including:

Tomiyama et al. (1998, 2002), Fan and Tsuchiya (1990) and Celata et al. (2004). The Fan

and Tsuchiya (1990) method compared well with experiments in Celata et al. (2004) and was

chosen to predict vi. The input required for the rise velocity model is the diameter of the bubbles

leaving the perforated plate. Bubble departure diameters after perforated plates or sieve plates

have been investigated by several researchers (Kulkarni and Joshi, 2005) and the model of Loimer

et al. (2004) was chosen after evaluation.

The model is developed for R134a and R236fa at 5 and 15oC for vapour qualities ranging from

0.05 to 0.95 and mass flux ranges as defined with the bundle gap of 3 to 40 kg/m2s. The true

mass flux in the duct is below 5 kg/m2s. Discrete points are solved, beginning with a prediction

of the bubble diameter after the perforated plate. Each void fraction was converted to a slip ratio

that could be empirically correlated.

D.2.2 Model

Feenstra et al. (2000) describe the Richardson number and Capillary number as the two dimen-

sionless groups for bundle void fraction. These two numbers relate the buoyancy/inertial and

viscous/surface tension forces. In a large duct with low mass flux and discrete bubbles the same

force relationships should provide a correlation. A nonlinear solution scheme was used to fit the

equation defined below for slip ratio to the results from the model described above. The final

correlation is a pure empirical relation that satisfies the solutions of the model (Table D.1). The

coefficient of determination for the final solution was, R2 = 0.974.
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S = 1 + aRib(Capx)c

Cap =
μxG

σρv

Ri =
Δρ2ga

G2

Table D.1: Empirical coefficients for the low mass flux void fraction model

Coefficient Value

a 2.36386

b 0.4902

c 0.0142

D.2.3 Method inspection

The model can be compared to numerical results and other available models. The correlations

of Zuber et al. (1967) and Wallis (1969) for bubbly flow in large ducts correspond at low vapour

qualities but do not respect the obvious solution when the flow is only vapour. Several other void

fraction models for bubbly flow in large tubes were considered (Hibiki and Ishii, 2002, Schlegel

et al., 2009).

As mass flux varies for a constant vapour quality the major effect is the increase in liquid

velocity (Figure D.4a). In this case the vapour velocity, due to the buoyancy, is almost constant.

As the liquid mass flux nears zero the slip ratio tends to infinity. These effects can be seen by

looking at how the slip ratio and the void fraction reacts.

As the vapour quality increases, a difference in bubble rise velocity is noted because the

diameter changes (Figure D.4b). This results in small changes in slip ratio since the liquid

velocity remains fairly constant.
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Aprin, L. (2003). Etude expérimentale de l’ébullition d’hydrocarbures sur un faisceau de tubes

horizontaux. Influence de la nature du fluide et de l’état de surface. PhD thesis, Université de
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Rajković, M., Riznić, J., and Kojasoy, G. (1996). Dynamical characteristics of flow pattern

transitions in horizontal two-phase flow. 2nd European Thermal–Science and 14th UIT National

Heat Transfer Conference, Rome, Italy, Ed. ETS, pages 1403–1408.

Ramaswamy, C., Joshi, Y., Nakayama, W., and Johnson, W. B. (2003). Semi-analytical model

for boiling from enhanced structures. International Journal of Heat and Mass Transfer,

46(22):4257–4269.

Rebrov, P. N., Bukin, V. G., and Danilova, G. N. (1989). Correlation for local coefficients of heat

transfer in boiling of R12 and R22 refrigerants on multirow bundles of smooth tubes. Heat

transfer. Soviet research, 21(4):543–548.

Revellin, R., Dupont, V., Ursenbacher, T., Thome, J. R., and Zun, I. (2006). Characterization of

two-phase flows in microchannels: Optical measurement technique and flow parameter results

for R-134a in a 0.5 mm channel. International Journal of Multiphase Flow, 32(7):755–774.

Ribatski, G., Saiz Jabardo, J. M., and da Silva, E. F. (2008). Modeling and experimental study

of nucleate boiling on a vertical array of horizontal plain tubes. Experimental Thermal and

Fluid Science, 32(8):1530–1537.

Ribatski, G. and Thome, J. R. (2007). Two-phase flow and heat transfer across horizontal tube

bundles - A review. Heat Transfer Engineering, 28(6):508–524.

Robinson, D. and Thome, J. R. (2003). Flooded evaporation heat transfer performance for tube

bundles including the effects of oil using R-410a and R-507a. ASHRAE, Research Project

RP–1089.

Rohsenow, W. M. (1952). A method of correlating heat transfer data for surface boiling liquids.

Journal of Heat Transfer, 74:969–976.

Roques, J.-F. (2004). Falling Film Evaporation on a single tube and on a tube bundle. PhD thesis,
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