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Abstract

This paper employs a small open economy DSGE model, estimated over 1986-2009, to decompose the dynamic influence of domestic and international prices on the Canada-US real exchange rate. While the real exchange rate mimics the dynamic behavior of the relative price of non-tradables in terms of tradables in response to a non-tradable sector-specific disturbance, the purely tradable component dominates in the case of other shocks, irrespective of their structural origin. Variance decompositions reveal that the sources of the movements in the tradable component lie in unsystematic deviations from uncovered interest parity as well as import price mark-up shocks. Consequently, these disturbances are far more potent than internal tradable or non-tradable sector-specific disturbances in driving real exchange rate fluctuations.
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1 Introduction

The profession has generally struggled to relate the persistent and volatile behavior of the real exchange rate to macroeconomic fundamentals. Key to understanding the real exchange rate are its multiple constituents: the nominal exchange rate as well as the domestic and international relative prices. Traditional theorists viewed the movements in the real exchange rate as shifts in the relative price of non-tradable goods to that of tradable goods (Samuelson 1964). However, more recently, economists have appealed to the price of tradable goods, \textit{i.e.} deviations from the law of one price in particular, to explain real exchange rate movements (See \textit{e.g.} Betts and Devereux 2000). This paper makes an empirical contribution to this classic debate.

Extant empirical analyses of the nexus between the real exchange rate and relative prices have relied on a statistical decomposition of the in-sample volatility of the real exchange rate into that of its various components. Engel (1999) decomposes the variance of the CPI-based US real exchange rate \textit{vis-à-vis} many of its trade-partners and observes that almost none of the variability emanates from the relative price of non-tradables. Chari, Kehoe and McGrattan (2002) attribute as much as 98 percent of the variance of the Euro-Dollar real exchange rate to the international relative price of tradables. These reduced-form results have motivated a generation of general equilibrium models of the exchange rate, \textit{e.g.} Chari, Kehoe and McGrattan (2002), to abstract from non-tradables. More recently, Wolden Bache, Næss and Sveen (2009) explicitly introduce export and import prices into the definition of the real exchange rate and find that the wedge between these prices at the border and the price of domestically tradable goods, \textit{i.e.} deviations from the law of one price, contribute between 30 and 70 percent of the variance of four US bilateral real exchange rates while the non-tradable component always contributes below 10 percent.

However, recent empirical studies have provided evidence in favor of the importance of the relative price of non-tradable goods for the real exchange rate. Burstein, Eichenbaum and Rebelo (2006) find that the non-traded component accounts for about half the variability of the real exchange rate. Betts and Kehoe (2008), in an extensive study of 50 economies over 25 years, attribute a third of the variance of the real exchange rate to the relative price of non-tradables. These results suggest that the open-economy literature, more specifically the empirical general equilibrium models that study the important
sources of exchange rate fluctuations (e.g. Lubik and Schorfheide 2006, Bergin 2006 and Rabanal and Tuesta 2010), may have been premature in abandoning fully articulated non-tradable sectors.

In the light of the inconclusive evidence provided by the reduced-form literature, we offer a structural treatment of real exchange rate fluctuations, by embedding the exchange rate in a richly specified dynamic stochastic general equilibrium (DSGE) model that allows it to fluctuate in response to deviations from the law of one price as well as changes in the relative price of non-tradables. Subsequently, we use full-information methods to fit the DSGE model on time series on a battery of domestic and international price series that constitute the real exchange rate. The central contribution of this paper is a study of the correspondence between the real exchange rate and its constituent relative prices in dynamic responses to structural shocks. Complementary to the reduced-form studies, we recover the dominant relative price effect, but unlike that literature, we distinguish between the movements that are generated in the relative prices, and hence the aggregate real exchange rate due to the distinct structural origin of these disturbances.\(^1\)

Our results are in the direction of those reported by Engel (1999) and Wolden Bache et al. (2009). In all the variants of the estimated DSGE model, we find that while the real exchange rate inherits the dynamic behavior of the internal relative price of non-tradables in response to a technology shock specific to the non-tradable sector, movements in the purely tradable component dictate real exchange rate dynamics in the case of other disturbances, irrespective of their structural origin. Not surprisingly, sector-specific disturbances hardly matter in the larger scheme: the shock to the uncovered interest parity condition, that exerts its influence via the purely tradable component, accounts for about half the variability whenever it is used in the estimation exercise. In fact, even when we do not employ this shock in the estimation, internal sector-specific shocks do not matter for the forecast variance. Price mark-up shocks in the import segment of the model appear to be more potent than shocks to internal prices in generating fluctuations in the real exchange rate.

The model that we build and estimate is in the new tradition of open-economy models

\(^1\)It is important to understand that we examine the impulse responses and the forecast variance of the real exchange rate while the statistical studies decompose the variance of the real exchange rate into the variances and covariances of its defined components, typically the international relative price of tradables and the internal relative price of non-tradables.
estimated with Bayesian methods as seen in Justiniano and Preston (2006), Jacob and Peersman (2008) and Rabanal and Tuesta (2010). Unlike these models, in view of our objective, we introduce a non-tradable sector in our DSGE model as in two empirical papers which study real exchange rate dynamics in stylized two-country models linking the US and the Euro-Area. Rabanal and Tuesta (2007) and Cristadoro, Gerali, Neri and Pisani (2008) evaluate the ability of standard empirical open-economy models, augmented with non-tradables, to address fundamental macroeconomic puzzles as the real exchange rate volatility and persistence anomaly and the consumption real-exchange rate anomaly, together with understanding the important stochastic driving forces of the real exchange rate.\(^2\)

Rabanal and Tuesta (2007) find that technology shocks in the non-tradable sector determine a third of the conditional forecast variance of the Euro-Dollar real exchange rate. However, their results rest uncomfortably on two unrealistic features of the economic environment they construct: the imposition of strict uncovered interest parity and the law of one price for tradable goods. The first feature - the presence of the parity condition that ties down the expected evolution of the nominal exchange rate to the interest differential - obscures the fact that the exchange rate is mostly driven by stochastic deviations from uncovered interest parity, as the vast majority of the empirical open-economy literature finds (See e.g. Rabanal and Tuesta 2010 and Justiniano and Preston 2006). On the other hand, under the law of one price, export and import prices are simply foreign currency equivalents of the price of the domestic tradable good and there is perfect passthrough of exchange rate fluctuations into import prices. This strategy precludes the use of export and import prices, which are typically more volatile than domestic prices, in the estimation of their model and hence ignores the possibility of these prices acting as potential sources of volatility for the real exchange rate as reported by Wolden Bache et al. (2009). The second study closely related to ours is that of Cristadoro, Gerali, Neri and Pisani (2008) who impose neither pure uncovered interest parity nor the law of one price in their empirical model. In extreme contrast to Rabanal and Tuesta (2007), they find that about ninety percent of the asymptotic forecast variance of fluctuations in the Euro-Dollar exchange rate are driven by deviations from interest parity. However, just as Rabanal and Tuesta (2007), they continue to ignore import and export price series in their empirical analysis.

\(^2\)Recent theoretical models that use non-tradable goods to address exchange rate puzzles include Benigno and Thoenissen (2008), Dotsey and Duarte (2008) and Corsetti, Dedola and Leduc (2008).
While our DSGE model shares the introduction of a non-tradable sector with both papers, and uses endogenous deviations from the law of one price as in Cristadoro et al. (2008), the focus on the inter-linkages between the relative prices distinguishes this paper from its precedents. Furthermore, instead of studying the synthetic Euro-Dollar series in a stylized two-country model as in the two aforementioned papers, we examine the Canada-US real exchange rate in a small open economy (SOE) model. This modelling strategy delivers a statistical advantage: unlike Rabanal and Tuesta (2007) and Cristadoro et al. (2008), all the prices that can influence the real exchange rate, i.e. the prices of domestic tradable and non-tradable goods, foreign price level as well as bilateral variables as the nominal exchange rate and export and import prices, can be treated as observable states in the estimation while preserving the tractability of the exercise.\footnote{While Rabanal and Tuesta (2007) only use aggregate CPI and PPI (domestic tradables) series, Cristadoro et al. (2008) use the goods as well as services components of the CPI. As empirical two-country models typically employ an equal number of series for each economy along with bilateral series as the exchange rate, both studies ignore the export-import price series as well as physical investment to preserve tractability.} We can also allow for a much richer specification of the home economy, Canada in our case, while the larger and relatively closed foreign economy that forms the second country, the US, is modelled in a minimalist way. We fit the SOE model on twelve macroeconomic quarterly time series over 1986-2009.

To the extent that the SOE model is estimated with Canada-US data, this paper is also related to the work of Justiniano and Preston (2006, 2010) and Dib (2003) who estimate more stylized SOE models on similar datasets. The former examines the influence of foreign shocks on the SOE while the latter compares macroeconomic dynamics under closed economy and open-economy assumptions. In contrast to the focus of this paper, these studies do not dwell on the components of the real exchange rate. In this manner, we contribute simultaneously to two strands of the literature, the modern empirical general equilibrium open-economy literature as well as the reduced-form literature on the influence of relative prices on the exchange rate.

We proceed as follows. Section 2 outlines a SOE model that endogenously determines the international and internal prices that constitute the real exchange rate. Section 3 details the disaggregation of the real exchange rate and discusses the qualitative differences in the influences of its component prices. Section 4 presents the estimation results while Section 5 evaluates the robustness of the main results. Section 6 concludes.
The Baseline Small Open Economy Model

The baseline model has much in common with the closed economy models estimated for the US and the Euro-Area by Smets and Wouters (2003, 2007). The open-economy dimension of the model is very similar to that of Adolfson et al. (2007) who estimate a rich SOE model for Sweden. All these models have enjoyed considerable success in terms of statistical fit. We only present equilibrium conditions for the SOE that are log-linearized around a simple symmetric non-stochastic steady-state with balanced trade and no inflation or exchange rate depreciation. Variables presented as logarithmic deviations from the steady-state are denoted by a superscript ‘\(^b\)’. Typically, foreign economy variables and parameters are denoted with a superscript ‘\(^*\)’. We follow Smets and Wouters (2003) in abstracting from balanced growth and normalizing all the shocks in the theoretical model so that they enter the estimation with a unit coefficient. The structural innovations in all the AR(1) shock processes, \(\eta_x\) are i.i.d. \(N(0, \sigma_x)\) and the autocorrelation coefficients are indicated by \(\rho_x \in [0, 1)\) \(\forall x\).

Aggregation Sectors  Production takes place in three layers in the SOE. The bottom layer is composed of two monopolistically competitive sectors producing the non-tradable bundle \(Y^{NT}\) and the home-produced tradable bundle \(Y^T_H\). The middle layer is formed by a perfectly competitive sector that aggregates the home-produced tradable bundle and the imported bundle \(Y^T_M\) to compose a final tradable good \(Y^T\) in a CES combination, very similar to the Armington aggregation of home and imported tradables seen in Backus, Kydland and Kehoe (1994). \(\xi_M\) denotes the share of imports in the final tradable aggregate. The top layer is constituted by a perfectly competitive sector that combines the non-tradable bundle and the tradable aggregate again in a CES composite to form the final good \(Y\) for consumption and investment. \(\xi_{NT}\) denotes the share of non-tradable component absorbed by the SOE. The final consumption-investment good is not traded internationally.

The aggregate price level \(P^{CPI}\), i.e. the consumer price index, is a convex combination of price of the non-tradable bundle \(P^{NT}\) and that of the final tradable aggregate \(P^T\). On the other hand, the price level of the tradable aggregate combines the price of the domestic tradable bundle \(P^T_H\) and the price of the imported bundle \(P^T_M\).

\[
\hat{P}^{CPI}_t = (1 - \xi_{NT})\hat{P}^T_t + \xi_{NT}\hat{P}^{NT}_t
\]
\[ \hat{P}_t^T = (1 - \xi_M) \hat{P}_{Ht}^T + \xi_M \hat{P}_{Mt}^T \]  

\( \mu_{NT} > 0 \) denotes the elasticity of substitution between the non-tradable bundle and the tradable aggregate and \( \mu_M > 0 \) denotes the trade elasticity. These parameters moderate the relationship between the relative prices and the corresponding quantities through the demand functions for the aggregated intermediate bundles.

\[ \hat{Y}_t^T = \hat{Y}_t + \mu_{NT} \hat{P}_{NT}^T (\hat{P}_{NT}^T - \hat{P}_{Ht}^T) \]  

\[ \hat{Y}_t^{NT} = \hat{Y}_t^T - \mu_{NT} (\hat{P}_{NT}^T - \hat{P}_{Ht}^T) \]  

\[ \hat{Y}_{Ht}^T = \hat{Y}_t^T + \mu_M \hat{P}_{Mt}^T (\hat{P}_{Mt}^T - \hat{P}_{Ht}^T) \]  

\[ \hat{Y}_{Mt}^T = \hat{Y}_t^T - \mu_M (\hat{P}_{Mt}^T - \hat{P}_{Ht}^T) \]

To be sure, there are numerous ways of introducing non-tradables into a DSGE model. For example, in their theoretical model Dotsey and Duarte (2008) devise an intricate input-output structure where non-tradable final output enters two segments of the model, unlike in our case. Firstly, it is used as an input to produce the final tradable aggregate, which is partly used for investment while the remaining enters the final consumption bundle. Secondly, non-tradables are also a direct input in the consumption bundle to form the final good.\(^4\) Given our objective to estimate the model, the simple production-based structure that we employ is less restrictive on the data as it economizes on the model-implied steady-state shares (\( e.g. \xi_M, \xi_{NT} \)) which are typically calibrated. This is in contrast to a richer specification which allows for different shares of non-tradables and imports in consumption and investment and entails a multiplicity of share parameters that have to be fixed.\(^5\) An additional advantage of this simple specification lies in the tradable segment as we avoid making a distinction between consumption and investment.

\(^4\) In another theoretical study, Benigno and Thoenissen (2008), the final good which has a non-tradable component, is only used for consumption. The intermediate non-tradable and tradable goods firms that own the capital stocks use a proportion of their output as investment in their production process in the next period. On the other hand, in the empirical literature, Rabanal and Tuesta (2007) use only a final consumption bundle that combines tradable and non-tradable components. The output of both intermediate sectors that is not consumed is absorbed by fiscal spending shocks. In Cristadoro et al. (2008) non-tradables appear both in the form of distribution services and are part of the final composite for consumption. Unlike the theorists, the latter two studies abstract from investment.

\(^5\) As DSGE models are usually estimated with demeaned data, the filtered data is not informative about these long-run share parameters and most empirical modellers prefer to calibrate these shares from sample averages.
export-import prices. Empirically, this is useful as the export-import price data that we use to estimate the model cover a wide variety of investment as well as consumption goods ranging over agricultural products, machinery, oil and automobiles. On the downside, the simplicity of the structure necessitates abstracting from distribution services, a form of expenditure on the non-tradable sector found to be important to understand real exchange rate behavior in theoretical models, e.g. Corsetti and Dedola and Leduc (2008).6

**Intermediate Sectors** The two intermediate goods sectors in the SOE are monopolistically competitive, with the aggregated non-tradable and tradable bundles being Dixit-Stiglitz composites of a continuum of differentiated intermediate varieties. Each intermediate variety can be both consumed and invested and the distinction between varieties between the two sectors lies only in the tradability. In each sector indexed by $z \in \{T, NT\}$, output is produced by a Cobb-Douglas function that combines labor and capital rented from the household, with $\alpha$ governing the share of capital. $\varepsilon^z$ is an AR(1) sector-specific productivity disturbance and $fc$ is a fixed cost in production necessary to ensure that profits are zero in steady-state.

$$y^z_t = fc \left( \alpha \bar{K}^z_{t-1} + (1 - \alpha) \bar{N}^z_t + \varepsilon^z_t \right)$$

The factors of production are perfectly mobile and hence their respective prices, the (CPI-based) real rates $r^k$ and $w$ are equalized across sectors. This implies the real marginal costs $(1 - \alpha) \hat{w} + \alpha \hat{r}^k - \varepsilon^z$ are identical, except for the sector-specific technological disturbances.

Nominal adjustment is imperfect in both sectors and price-setting behavior is governed by Calvo lotteries. $\theta^{NT} \in (0, 1)$ is the Calvo probability parameter for the sales of non-tradables while $\lambda^{NT} \in [0, 1]$ denotes the degree of price indexation. If $\beta \in (0, 1)$ denotes the agent’s subjective discount factor and $E_t$ is the expectational operator conditional on the information set at the beginning of period $t$, the Phillips curve for sales by the

---

6The presence of distribution services combined with a very low elasticity of substitution between home-produced tradables and imports, can be used to generate high real exchange rate volatility and low-passthrough. However, Rabanal and Tuesta (2007) report that the presence of this friction reduces the empirical fit of their Euro-Area-US model considerably.
non-tradable sector is given by

$$\hat{\pi}_{t}^{NT} = \frac{\nu^{NT}}{1 + \beta^{NT}} \hat{\pi}_{t-1}^{NT} + \frac{\beta}{1 + \beta^{NT}} E_{t} \hat{\pi}_{t+1}^{NT} + \frac{(1 - \theta^{NT})(1 - \theta^{NT})}{\theta^{NT}(1 + \beta^{NT})} \left[ (1 - \alpha) \hat{w}_{t} + \alpha \hat{\pi}_{t}^{k} - \varepsilon_{t}^{NT} + \hat{P}_{t}^{CPI} - \hat{P}_{t}^{NT} \right]$$

(8)

On the other hand, $\hat{\theta}_{t}^{H} \in (0, 1)$ is the Calvo parameter for domestic sales of the tradable good while $\hat{\theta}_{t}^{T} \in [0, 1]$ denotes the degree of price indexation for domestic sales. The Phillips curve for domestic sales is given by

$$\hat{\pi}_{t}^{T} = \frac{\nu^{T}}{1 + \beta^{T}} \hat{\pi}_{t-1}^{T} + \frac{\beta}{1 + \beta^{T}} E_{t} \hat{\pi}_{t+1}^{T} + \frac{(1 - \theta^{T})(1 - \theta^{T})}{\theta^{T}(1 + \beta^{T})} \left[ (1 - \alpha) \hat{w}_{t} + \alpha \hat{\pi}_{t}^{k} - \varepsilon_{t}^{T} + \hat{P}_{t}^{CPI} - \hat{P}_{t}^{T} \right]$$

(9)

The international trade structure of the SOE is adapted from Adolfson et al. (2007). The monopolistic importer buys foreign output at the domestic currency equivalent of the aggregate foreign price level $P_{CPI}^{*}$ and sells it in the SOE in the local currency as a mark-up over the procurement price, generating a wedge between the import price facing the final good sector and the cost of imports. This wedge expressed as $\hat{P}_{t}^{CPI} + \hat{NEx} - \hat{P}_{M}$ can be interpreted, as in Lubik and Schorfheide (2005), as the law of one price gap. If $\hat{\theta}_{M} \in (0, 1)$ is the Calvo parameter for import sales and $\hat{\theta}_{M}^{T} \in [0, 1]$ denotes the degree of price indexation, the imports Phillips curve is given by

$$\hat{\pi}_{t}^{T} = \frac{\nu^{T}}{1 + \beta^{T}} \hat{\pi}_{t-1}^{T} + \frac{\beta}{1 + \beta^{T}} E_{t} \hat{\pi}_{t+1}^{T} + \frac{(1 - \theta^{T})(1 - \theta^{T})}{\theta^{T}(1 + \beta^{T})} \left[ \hat{P}_{t}^{CPI} + \hat{NEx} - \hat{P}_{M} + \varepsilon_{M}^{PM} \right]$$

(10)

The presence of price-stickiness dampens the transmission of fluctuations in the nominal exchange rate $NEx$ (a rise in which implies a depreciation of the SOE currency) into import prices and hence the aggregate price level of the SOE. $\varepsilon_{M}^{PM}$ is an AR(1) cost-push shock to import price inflation and can be motivated by time-varying demand elasticities facing the importer in the SOE. In effect, it acts the exogenous component of the law of one price gap.

Export sales of the SOE constitute only an infinitesimal proportion of total absorption in the foreign economy. $Y^{*}$ and $P_{CPI}^{*}$ indicate foreign output and consumer price levels, the demand function for exports is given by

$$\hat{Y}_{t}^{*T} = \hat{Y}_{t}^{*} - \mu_{M} \left( \hat{P}_{Ht}^{T} - \hat{P}_{t}^{CPI} \right)$$

(11)

Analagous to the importer, the representative exporter sets his price $P_{Ht}^{T}$ in the foreign currency as a mark-up over its nominal marginal cost, the price of the home-produced
tradable good. If \( \theta^T_H \in (0, 1) \) is the Calvo parameter for export sales and \( \tau^T_H \in [0, 1] \) denotes the degree of price indexation, the corresponding Phillips curve is given by

\[
\hat{\pi}^T_{Ht} = \frac{\tau^T_H}{1 + \beta \tau^T_H} \hat{\pi}^T_{Ht-1} + \beta \frac{(1 - \beta \theta^T_H)}{(1 + \beta \tau^T_H)} \left[ \hat{P}^T_{Ht} - \hat{N} \hat{E} \hat{x}_t - \hat{P}^T_{Ht} + \pi^T_{PM} \right]
\]

where \( \pi^T_{PM} \) is a cost-push shock to export price inflation and as in the importer’s case, it can be motivated by time-varying demand elasticities facing the exporter in the foreign market.

**Consumers**  Consumers have access to private risk-free nominal one-period bonds that are denominated either in domestic or foreign currency and the domestic physical capital stock to facilitate the inter-temporal transfer of wealth. Equation 13 determines the flow of consumption that is indicated by \( C \). The curvature parameter \( \sigma_C > 0 \) and the external habit coefficient \( \vartheta \in [0, 1) \) govern the inter-temporal elasticity of substitution. \( R \) is the gross interest rate on domestic bonds set by the monetary authority while \( \pi^{CPI} \) is the gross inflation in the consumer price index. \( \varepsilon^{TI} \) is a disturbance that can be interpreted as a ‘time-impatience’ shock to the subjective discount factor and evolves as AR(1) process.

\[
\hat{C}_t = \frac{1}{1 + \vartheta} \hat{E}_t \hat{C}_{t+1} + \frac{\vartheta}{1 + \vartheta} \hat{C}_{t-1} - \frac{1}{\sigma_C (1 + \vartheta)} \left( \hat{R}_t - \hat{E}_t \hat{\pi}^{CPI}_{t+1} \right) + \varepsilon^{TI}_t
\]

Equation 14 presents uncovered interest parity (UIP), the arbitrage condition for home and foreign bonds that pins down the expected depreciation of the domestic currency to the differential in nominal interest rates. Since the failure of UIP in its primitive form has been well documented, we add to this condition an AR(1) stochastic process \( \varepsilon^{UIP} \). Devereux and Engel (2002) attribute this random deviation from strict interest parity as a source of exchange rate disconnect from fundamentals and interpret it as emanating from misaligned expectations from foreign currency traders on the evolution of the currency. Farrant and Peersman (2006) present vector autoregression evidence on the importance of ‘pure exchange rate’ shocks in driving OECD exchange rates. In a DSGE environment, a pure exchange rate shock can easily be understood as a disturbance to the interest parity condition. When we estimate the model, the UIP shock captures the persistence in the nominal exchange rate data that we cannot match in its absence given that interest parity predicts that the exchange rate behaves in a purely forward-looking manner. Finally, due to the incomplete asset markets set-up, \( \kappa > 0 \) that measures the cost incurred by SOE
investors in acquiring net foreign assets \( NFA \), is used as a stationarity-inducing device.\(^7\)

\[
E_t \tilde{N}E x_{t+1} - \tilde{N}E x_t = \hat{R}_t - \left( \hat{R}_t^* - \kappa \tilde{N}F \tilde{A}_t + \varepsilon_t^{U/P} \right)
\]  

(14)

The consumer invests a quantity \( I \) of the …nal good in the aggregate capital stock \( K \) that is rented out to both the non-tradable and tradable sectors as factor inputs. Investment is subject to adjustment costs increasing in the parameter \( \psi > 0 \) that delays its response to changes in its marginal value measured by Tobin’s Q.

\[
\dot{I}_t = \frac{\beta}{1 + \beta} E_t \dot{I}_{t+1} + \frac{1}{1 + \beta} \dot{I}_{t-1} + \frac{1}{\psi (1 + \beta)} \tilde{T}/Q_t + \varepsilon_t^{I/NV}
\]  

(15)

\[
\tilde{K}_t = \delta \dot{I}_t + (1 - \delta) \dot{K}_{t-1} + \delta \psi (1 + \beta) \varepsilon_t^{I/NV}
\]  

(16)

\[
\tilde{T}/Q_t = (1 - \beta (1 - \delta)) E_t \dot{I}_{t+1} + \beta (1 - \delta) E_t \tilde{T}/Q_{t+1} - \left( \dot{R}_t - E_t \dot{\pi}_{t+1}^{CPI} \right)
\]  

(17)

\( \varepsilon^{I/NV} \) is an AR(1) investment-specific technology shifter that increases the marginal e¢ ciency of the conversion of investment into the capital stock. Equation 17 is the …rst order condition for the capital stock that decides the dynamics of Tobin’s Q.

The degree of indexation of wages to lagged CPI in‡ ation is measured by \( \eta_W \in [0, 1] \). \( \varepsilon^{W/M} \)

is a cost-push disturbance that can be interpreted as a shock to the mark-up of the real wage over the marginal rate of substitution between consumption and leisure (in square brackets) and as in Smets and Wouters (2007) follows an ARMA (1, 1) process defined as

\[
\varepsilon_t^{W/M} = \rho^{W/M} \varepsilon_{t-1}^{W/M} + \eta_t^{W/M} - \nu^{W/M} \eta_{t-1}^{W/M} \text{ such that } \nu^{W/M} \in [0, 1).
\]  

\( ^7 \)See Bergin (2006) and the references cited therein for alternative solutions to the unit-root problem in incomplete financial asset markets models.
Market Clearing  Final goods market-clearing requires that the production of the final good sector is absorbed by consumption, investment and government spending, each weighted by its respective steady-state share in output.

\[ \dot{Y}_t = \Xi_C \dot{C}_t + \Xi_I \dot{I}_t + \Xi_G \dot{G}_t \]  

(19)

The unmodelled fiscal sector is financed by lumpsum taxes and consumes a fixed proportion of output.

The intermediate tradable goods are sold both at home and exported.

\[ \dot{y}_t^T = (1 - \xi_M) \dot{Y}_H^T + \xi_M \dot{Y}_M^T \]  

(20)

The factor markets clear when the supply of labor and capital by the household is absorbed by demand from both the non-tradable and tradable sectors. \( \kappa_N \) and \( \kappa_K \) are the shares of labor and capital demand by the non-tradable sector in the aggregate demand for the respective factor of production.

\[ \dot{N}_t = \kappa_N \dot{N}_t^{NT} + (1 - \kappa_N) \dot{N}_t^T \]  

(21)

\[ \dot{K}_t = \kappa_K \dot{K}_t^{NT} + (1 - \kappa_K) \dot{K}_t^T \]  

(22)

The inter-temporal flow of net foreign assets as a proportion of tradable output is given by

\[ \frac{\Delta NFA_t}{\Delta Y_T} = \xi_M \left( \dot{N} \dot{E}_{t} + \dot{P}_{Ht}^{T} + \dot{Y}_{Ht}^{T} \right) - \xi_M \left( \dot{P}_{Mt}^{T} + \dot{Y}_{Mt}^{T} \right) \]  

(23)

Monetary Authority  The monetary authority in the SOE follows a simple empirical Taylor-type rule to set the nominal interest rate, targeting CPI inflation and the level as well as changes in output.

\[ \hat{R}_t = \rho_{MON} \hat{R}_{t-1} + (1 - \rho_{MON}) \left( \phi_{\pi} \hat{\pi}_{t}^{CPI} + \phi_{\Delta} \hat{\Delta}_{t} \right) + \phi_{\pi} \left( \hat{Y}_t - \hat{Y}_{t-1} \right) + \eta_{t}^{MON} \]  

(24)

Foreign Economy  The model is closed by postulating that the foreign economy follows a simple closed-economy rational expectations model. Output, CPI inflation and the nominal interest rate are given by an Euler equation, Phillips curve and empirical
monetary policy rule in the following sequence.\(^8\)

\[
\dot{Y}_t^* = \frac{1}{1 + \vartheta^*} \hat{E}_t \dot{Y}_{t+1}^* + \frac{\vartheta^*}{1 + \vartheta^*} \dot{Y}_{t-1}^* - \frac{1}{\sigma_C^*} \frac{(1 - \theta^*)}{(1 + \vartheta^*)} \left( \dot{R}_t^* - \hat{E}_t \dot{\pi}_{CPI}^* \right) + \varepsilon_t^* \quad (25)
\]

\[
\dot{\pi}_{CPI}^* = \frac{\vartheta^*}{1 + \vartheta^*} - \frac{\beta}{1 + \vartheta^*} \hat{E}_t \dot{\pi}_{CPI}^* + \frac{(1 - \beta \theta^*)}{(1 + \vartheta^*)} \left( \dot{Y}_t^* + \sigma_C^* \frac{\dot{\pi}_{CPI}^* - \vartheta Y_{t-1}^*}{1 - \vartheta^*} \right) + \varepsilon_{CPI}^* \quad (26)
\]

\[
\hat{R}_t^* = \rho_{MON} \hat{R}_{t-1}^* + (1 - \rho_{MON}^*) \left( \phi_{s}^* \dot{\pi}_{CPI}^* + \phi_{g}^* \dot{Y}_t^* + \phi_{g, \Delta} \dot{Y}_t^* + \dot{Y}_{t-1}^* \right) + \eta_{MON}^* \quad (27)
\]

\(\sigma_C^*\) and \(\vartheta^*\) are the foreign utility curvature and external habit coefficients while \(\theta^*\) and \(\varepsilon^*\) are the Calvo parameter and indexation in price-setting respectively. Monetary policy is conducted in a way similar to that of the SOE. \(\varepsilon_{Y}^*\) and \(\varepsilon_{CPI}^*\) are foreign AR(1) output and CPI disturbances while \(\eta_{MON}^*\) is an innovation to monetary policy.

### 3 The Composition of the Real Exchange Rate

The model-implied CPI-based real exchange rate is now written as the sum of its constituent relative prices.\(^9\) The first ingredient we define is \(rer^T\), the international relative price of tradables, that includes the nominal exchange rate. The second component, \(rer^M\) denotes the influence of the relative price of imports in terms of the domestic tradable good, i.e. the terms of trade, weighted by the share of tradables in total absorption as well as the share of imports in the tradable aggregate. Finally, \(rer^NT\) is the internal relative price of the non-tradable good in terms of the home-produced tradable good, weighted by the share of non-tradables in aggregate absorption.

\[
\overline{RE}_{x_t}^{\text{CPI}} = \left( \overline{NEX}_{x_t} + \hat{P}_{t}^{CPI} - \hat{P}_{ht} \right)_{rer^T} - (1 - \xi_{NT}) \xi_M \left( \hat{P}_{M_t}^{T} - \hat{P}_{Ht} \right)_{rer^M} - \xi_{NT} \left( \hat{P}_{nt}^{NT} - \hat{P}_{Ht} \right)_{rer^NT}
\]

\(^8\)We abstract from investment and fiscal policy in the foreign economy. In the foreign utility function, we assume a unitary Frisch elasticity of the labor supply while the production function is linear in hours. Justiniano and Preston (2006, 2010) use a similar New Keynesian model to model the US, and unlike in our case, they estimate the Frisch elasticity while also using wage rigidities and data. Alternatively, the foreign economy can be modelled as a vector autoregression as in Adolfson et al. (2007).

\(^9\)This can easily be done by using the definition of the SOE aggregate price levels given in Equation 1 and Equation 2 in the primitive definition of the CPI-based real exchange rate, \(\overline{RE}_{x_t}^{\text{CPI}} = \overline{NEX}_{x_t} + \hat{P}_{t}^{CPI} - \hat{P}_{Ht}^{CPI} \).
Importantly, since exports of the SOE only account for a negligible share of the Foreign economy, the export price has only an indirect effect on the real exchange rate through the export demand function given in Equation 11. Note that the above equation can also be written in terms of the inverse of the mark-up of the price-setting importer, i.e., the law of one price gap $\text{NEx} + \hat{P}^{CP1*} - \hat{P}_M^T$, if one subtracts and adds the import price to \( rer^T \).\(^{10}\)

The above decomposition clarifies that a fall in the price of the home-produced tradable affects the real exchange rate through all three relative prices, the first leading to a real depreciation and the latter two triggering an appreciation. In the aggregate, the direction of the real exchange rate response depends on which relative price effect dominates. However, the impact of a fall in the relative price of non-tradables, originating from a fall in the absolute price of non-tradables, is ceteris paribus a real depreciation. Even though a rise in the relative price of non-tradables appreciates the currency in real terms, the mechanism is dissimilar to that used in the Balassa-Samuelson framework due to Balassa (1964) and Samuelson (1964). In a nutshell, the Balassa-Samuelson thesis focuses on a productivity increase in the tradable sector that leads to a decrease in prices and a concurrent rise in labor demand and the real wage. Since labor is perfectly mobile across the two sectors, costs and prices increase in the non-tradable sector, so that the relative price of non-tradables increases, leading to an overall appreciation of the real exchange rate. However, while the original analyses were set in a static frictionless environment, our model hinges on a CES hierarchy of prices and quantities exhibiting differing and, as we shall see in Section 4, sometimes extreme degrees of inertia. For example, prices in the non-tradable sector may even fall in response to a tradable sector-specific technology shock, in our set-up as the nominal marginal cost that is common to both sectors experiences a decline, generating a real depreciation of the currency.

\(^{10}\)This alternative decomposition of the real exchange rate is given as

$$\text{REx}_{t}^{CP1} = \left( \text{NE}_{x_{t}} + \hat{P}^{CP1*} - \hat{P}^{T}_{M_{t}} \right) + \left[ 1 - (1 - \xi_{NT}) \xi_{M} \right] \left( \hat{P}^{T}_{M_{t}} - \hat{P}^{T}_{H_{t}} \right) - \xi_{NT} \left( \hat{P}^{NT}_{t} - \hat{P}^{T}_{H_{t}} \right)$$
4 Estimation

4.1 Data

The Canada-US case provides the ideal environment to take our SOE model to the data. Canada is a small and very open economy that conducts most of its international trade transactions with only one partner, the United States. Over the period 2003-2008, the US accounted for nearly 80 percent of Canada’s exports and about 67 percent of its imports (Statistics Canada 2009). Naturally, and importantly for the purpose of this paper, the IMF’s trade-weighted nominal effective exchange rate for the Canadian dollar is almost identical to the Canada-US exchange rate (see Figure 1).

We follow Dotsey and Duarte (2008) and Cristadaro et al. (2008) in mapping the production of domestic tradables in the theoretical model to goods and that of non-tradables to services. Accordingly, we use the goods and services components of the CPI to measure the price variables for the tradable and non-tradable sectors respectively. The influence of the deviations from the law of one price is captured through the use of the bilateral export and import price series between Canada and the US. In short, for Canada, we use real consumption, real investment, nominal wage inflation, CPI Goods inflation, CPI Services inflation and the nominal interest rate. For the US, we use real GDP, CPI inflation and the nominal interest rate. Bilateral series include export price inflation, import price inflation and the nominal Canada-US exchange rate. The data spans 1986 Q.1 - 2009 Q.2. The series for interest rates, price inflations and wage inflation are demeaned. All other series enter the estimation in demeaned first-differences of their natural logarithms. These twelve time series are used to identify the twelve structural innovations in the theoretical model - $\eta^{TI}$, $\eta^{INV}$, $\eta^{MON}$, $\eta^{T}$, $\eta^{NT}$, $\eta^{WM}$, $\eta^{PM}$, $\eta^{PM}$, $\eta^{Y}$, $\eta^{CPI}$, $\eta^{MON}$ and $\eta^{UIP}$.

Table 1 relates the model analog to the observed data series we employ and also provides the unconditional moments of the data. Other particulars are detailed in the Appendix.

4.2 Methodology

We follow the Bayesian estimation methodology of Smets and Wouters (2007) and we refer the reader to the original paper for a detailed description. In a nutshell, the Bayesian paradigm facilitates the combination of prior knowledge about structural parameters with information in the data as embodied by the likelihood function. The blend of the prior
and the likelihood function yields the posterior distribution for the structural parameters which is then used for inference. The appendix provides technical details on the estimation methodology.

### 4.3 Priors

An overview of our priors is presented in Table 2. The prior distributions given to the estimated structural parameters are quite diffuse and comparable to those used in other studies. The parameters that are not estimated are given dogmatic priors at calibrated values. The great ratios for investment and consumption are fixed, using the sample averages, at 0.176 and 0.577. Of direct consequence to the composition of the real exchange rate in Equation 28, are the values we assign to two parameters governing the absorption of non-tradables and imports. The share of non-tradables in aggregate absorption $\xi_{NT}$ is fixed at 0.68, the sample mean of the share of services in aggregate GDP. We obtain the share of imports in total absorption from Dib (2003) who uses a value of 0.28, the mean import-to-GDP ratio during the period 1981–2002. Using these two ratios, the steady-state share of imports in the tradable aggregate $\xi_M$ is computed as 0.875. All other calibrated values are standard. These priors remain unaltered through all our estimations.

### 4.4 Results from Baseline Specification

#### 4.4.1 Posterior Distribution

The medians and standard deviations of the posterior distributions are also reported in Table 2. The sector-specific technology shock processes exhibit low autocorrelation about 0.3, possibly due to the fact that we do not use sector-specific output in our estimation. Almost all the Phillips curves require Calvo parameter values in the neighbourhood of 0.90 to fit the persistent inflation series. The only exception is the import price inflation series, the Phillips curve of which requires a lower Calvo parameter of 0.30. However, the corresponding cost-push shock is more persistent than shocks to other Phillips curves with an AR(1) coefficient of 0.97. In contrast, for all other inflation series, the shock AR(1) coefficients are quite low at slightly below 0.60 as in the case of wages and around the 0.30 mark for the remaining cases. Similarly, while the consumption habit coefficient is very high at about 0.93, the autocorrelation of the time impatience shock is quite low at about 0.30. The estimate of the elasticity of substitution between non-tradable and tradable
goods, at about 1.14, is higher than those found for the US by Rabanal and Tuesta (2007) and Cristadoro et al. (2008). The former find an extremely low value of 0.13 while the latter find higher values ranging between 0.50 and 0.80. The trade elasticity is about 1.5 which is higher than the value of 0.80 obtained by Dib (2003) and lower than the mean of 1.80 obtained by Justiniano and Preston (2006) in similar exercises using Canadian data. We comment on the sizes of selected shock innovations in the following sub-sections. Other parameters are in the ballpark of those estimated for the US and the Euro-Area by Smets and Wouters (2003, 2007).

4.4.2 The Dynamics of the Real Exchange Rate

In Figure 2, we present the responses of the three components of the real exchange rate, the impacts of (a) the international relative price of tradables (b) the relative price of imports in terms of home-produced tradables and (c) the internal relative price of non-tradables in terms of home-produced tradables, to various structural shocks. To prevent confusion, note that our definition of the influences from the relative prices, which are exhibited in Figure 2, subsumes both the weights and the signs so that the sum of the responses of the three components add up to the aggregate real exchange rate response. In Figure 3, we also present the dynamics triggered by the main shocks for a different decomposition of the real exchange rate defined in Footnote 10, viewed in terms of the law of one price gap. In our discussion, shocks are classified, admittedly imperfectly, into ‘direct’ shocks to the relative prices in Equation 28, other domestic shocks and external shocks (of US origin).

Direct Shocks to the Relative Prices: The deviation from uncovered interest parity appears as a wedge between the Canadian and the US nominal interest rates, raising the former while lowering the latter. Since this shock acts a risk-premium for Canadian borrowers, the currency depreciates very strongly in nominal terms. Imports become more expensive for the SOE, but due to nominal stickiness, the rise in import prices is less than one-to-one to the movement in the nominal exchange rate. The terms of trade deteriorates and has an appreciation effect on the real exchange rate. The rise in import prices raises CPI and since nominal marginal costs rise, it increases the price of domestic tradables and non-tradables. However, the movement in the relative price of non-tradables is a gentle fall, causing a mild though significant depreciation effect. In the aggregate, the real exchange rate deteriorates and mimics the behavior of the international relative price of
tradables, with the nominal exchange rate playing the pivotal role.

On the other hand, the immediate impact of the tradable sector-specific technological disturbance is a fall in the price of tradable goods and a slow rise in aggregate quantities. This negative effect leads to a fall in aggregate CPI, decreasing the nominal costs of the non-tradable sector inducing a mild fall in prices in that sector. Hence, the relative price of non-tradables strongly increases and has an appreciation effect on the real exchange rate. Simultaneously the relative price of imports in terms of the domestic tradable also increases reinforcing the appreciation effect. However, the international relative price of tradables rises strongly. This positive movement negates the negative influences of the two other relative prices and overall, the movement is statistically insignificant.

A technology shock in the non-tradable sector induces a fall in prices which reflects in a fall in CPI in the aggregate. This fall in aggregate CPI is stronger than in the case of the tradable sector technology shock, as non-tradables are the dominant component of the SOE GDP. The fall in nominal costs also leads to a mild decrease in the price of tradable goods, but in the net, the relative price of non-tradables in terms of tradables decreases and exerts a depreciation effect on the real exchange rate. The effect of this shock is statistically insignificant on the other relative prices. Overall, the real exchange rate follows the dynamic path of the (depreciation effect from the) relative price of non-tradables and moves in almost in the same quantum at most horizons.

The size of the innovation of the import price innovation is quite high at almost 4.5 percent, reflecting the high volatility of the data series. The shock generates a strong rise in import prices and hence acts as an exogenous deviation from the law of one price (See also Figure 3 for the persistent fall in the law of one price gap). The subsequent sharp push to CPI generates a slow and persistent rise in prices of non-tradables, tradables and exports, through the nominal cost channel. Observe that the quantitative impact on the relative price of imports is stronger than that of the response of the relative price of non-tradables to the non-tradable sector-specific shock. The response of the international relative price of tradables is insignificant while the relative price of non-tradables falls gently. The appreciation effect from the relative price of imports swamps the much weaker depreciation effect from the relative price of non-tradables and the currency strongly appreciates and replicates the effect emanating from the relative price of imports.

In contrast, despite the high magnitude of the export price innovation, at about 2.5 percent, the exchange rate response is mild as the shock only has an indirect impact.
through the foreign export demand function. The rise in prices lowers foreign demand for the SOE exports. The SOE experiences a fall in consumption, investment and production and the lack of demand causes prices in both the tradable and non-tradable sectors to fall. The relative price of non-tradables however rises gently. The monetary authority lowers the interest rate to counter the fall in economic activity and the currency experiences a nominal depreciation, though the movement is statistically significant only for a couple of quarters. Import prices rise modestly but the response becomes insignificant quite quickly and the terms of trade worsens more due to the fall in the price of domestic tradables. The overwhelming influence on the exchange rate is from the international relative price of tradables which rises. The currency depreciation is statistically insignificant after about 4 quarters.

OTHER DOMESTIC SHOCKS: The cost-push shock to the real wage raises the prices of non-tradables and tradables slowly while the relative price of non-tradables falls. The impact on import prices is insignificant, but the rise in the prices of home tradables ensures that the terms of trade improves. The international relative price of tradables falls slowly due to the nominal appreciation triggered by the rise in the interest rate in reaction to the price hike. Cumulatively, the response of the real exchange rate is insignificant.

The investment-specific technology shock increases the conversion of the final good into the capital stock and the slow fall in marginal costs reflects in the decrease in prices in both sectors. Since prices in the non-tradable sector are slightly stickier than in the tradables sector, the latter falls more causing a rise in the relative price of non-tradables and generates a very mild appreciation effect on the currency. The monetary authority reacts to the rise in output and raises the nominal interest rate, immediately appreciating the currency in nominal terms, decreasing the international relative price of tradables. The appreciated currency leads to a decline in import prices and improves the SOE terms of trade. In the aggregate, the very mild appreciation effect emanating from the relative price of non-tradables and the much stronger appreciation effect from the international relative price of tradables goods dominates the (initially) positive terms of trade effect causing a real appreciation of the currency on impact. The real exchange rate follows the international relative price of tradables closely as the sign of the response reverses after about three years.

The monetary policy shock raises the SOE nominal interest rate which induces a fall in domestic demand, decreases prices in the tradable and non-tradable sectors and
appreciates the currency in nominal terms. The appreciated currency leads to a fall in the price of imports and in combination with the (stronger) fall in the price of the home-produced tradable good, significantly improves the terms of trade. The dominant effect is exerted by the international relative price of tradables and the currency strongly appreciates in real terms, almost on a one-to-one basis.

The consumption shock is modelled as an exogenous increase in the economy’s time impatience to consume, raising prices in both intermediate sectors slowly. The predominant influence in this case is from the international relative price of tradables that appreciates very strongly due to the currency’s nominal appreciation that follows the hike in the interest rate and the aggregate real exchange rate responds almost identically in both direction and quantum.

FOREIGN ECONOMY SHOCKS: The foreign demand shock affects the foreign Euler equation and raises aggregate demand, and importantly for the SOE, the demand for exports rises which stimulates production in the SOE. Nominal interest rates rise in both economies, in the SOE in a lesser quantum than in the bigger economy and the SOE currency depreciates in nominal terms. Foreign CPI also rises due to the demand shock and adds to the cost of procurement of the foreign good for the SOE importer. This raises import prices and deteriorates the SOE terms of trade. Prices fall persistently in both intermediate sectors as domestic resources are spent to feed the foreign output boom. The relative price of non-tradables falls gently but significantly for about four years, depreciating the currency. This is complemented by the much stronger dynamics of the international relative price of tradables, as the currency experiences a strong real depreciation.

On the other hand, the shock to the foreign Phillips curve raises the procurement price of foreign tradables, deteriorating the SOE terms of trade. The impact on the relative price of non-tradables is insignificant. The real exchange rate inherits the dynamic behavior of the international relative price of tradables over the forecast horizon. The foreign interest rate shock evokes responses that are qualitatively symmetric to those generated by the SOE interest shock and the SOE currency depreciates. The bottomline is that in response to all the US shocks, the real exchange rate follows the time path of the international relative price of tradables.
4.4.3 Variance Decomposition

We now dissect the variance of the forecast errors of the real exchange rate and its component prices to evaluate the relative contributions of the twelve shocks embedded in the model, in the first four columns of Table 3. Additionally, in the last column, we also report the decomposition for the deviation from the law of one price which is simply the difference between the international relative price of tradables and the relative price of imports in terms of the home-produced tradable.

The random deviation from interest parity is the main driver of the Canada-US real exchange rate, accounting for above 60 percent on impact, declining to about 40 percent over the horizon of 10 years. Justiniano and Preston (2006) obtain comparable results for Canada while Cristadoro et al. (2008) and Rabanal and Tuesta (2010) report the dominance of this shock in the decomposition of the Euro-Dollar exchange rate. The combined influence of sector-specific technology shocks pales in comparison to that of the UIP shock, at less than 5 percent at any horizon. Between the two technology shocks, the non-tradable sector disturbance, through its strong depreciation effect on the currency, is relatively more potent. As we noted in the impulse response analysis, the tradable sector shock generates opposing effects from the constituent relative prices and the overall movement observed in the real exchange rate is statistically insignificant. The cost-push shock to import prices is much more important than the internal sector-specific shocks, with its influence increasing over the horizon from about 7 percent on impact to about 18 percent at a 10 year horizon. In contrast, the export price shock despite being of high volatility, is less important contributing less than 5 per cent at any horizon. This result is an artifact of our SOE assumption that allows for only an indirect impact of export prices on the exchange rate through the export demand function and the relevant dynamics in foreign absorption.\footnote{It may be a reasonable conjecture that the export price shock would matter more in a two-country set-up when the export price and corresponding data series enter the definition of the real exchange rate directly.}

The Canadian nominal interest rate innovation is important, contributing about 15 percent on impact, with its influence mildly decreasing over time. Shocks to the real wage as well as the components of aggregate demand - investment and consumption - have very little influence, together accounting for less than 10 percent at all forecast-horizons. Similar to Justiniano and Preston (2006, 2010), we also find that shocks of US origin
contribute negligibly to the forecast volatility.

What shocks drive the component relative prices? Not surprisingly, the variance decomposition of the international relative price of tradables, the predominant player in the impulse responses, is very similar to that of the real exchange rate, except for the milder impact of the import price mark-up shock. The UIP shock exerts a very potent influence on the international relative price of tradables, almost replicating the pattern observed for the real exchange rate over time. The UIP shock is less important for the relative price of imports, accounting for below 40 percent on impact and 20 percent in the long run, due to the strong influence of the import price mark-up shock whose influence increases over time from under 40 percent to about 55 percent at the 10 year mark. Interestingly, the relative price of non-tradables, is dominated by tradable sector technology shocks rather than those in the non-tradable sector. While nominal stickiness, shock size and persistence are only slightly different between the two sectors, since tradables constitute a smaller proportion of GDP, the tradable sector shock has a milder negative effect on the aggregate price level and hence the nominal marginal costs common to both sectors, thereby generating only a slight decline in the absolute price of non-tradables. Consequently, the relative price moves strongly. On the other hand, the non-tradable sector shock induces a persistent decline in nominal marginal costs and hence also in the price of tradables. Thus the variability generated in the relative price of non-tradables is more gentle than in the former case. Finally, the law of one price gap (not explicitly defined in the disaggregation given in Equation 28), which is essentially the difference between the first two relative prices that we examined, is almost exclusively driven by two shocks: the import price mark-up shock and the UIP shock. However, the impact of the UIP shock is short-lived and in the long run, the import mark-up shock drives the deviation from the law of one price.

A highlight of the variance decomposition is the modest influence of tradable or non-tradable sector-specific disturbances in determining real exchange rate dynamics. Dotsey and Duarte (2008) and Corsetti, Dedola and Leduc (2008) have demonstrated that theoretical DSGE models using non-tradables in combination with other frictions such as nominal stickiness can replicate the real exchange rate persistence and volatility observed in the data, conditional on specific structural shocks and parametric configurations. While our methodology relies considerably on the exogenous shocks to match the data, the impulse responses presented in Subsection 4.4.2 indicate that an impetus from a disturbance
specific to the non-tradable sector can indeed help the relative price of non-tradables guide
the behavior of the exchange rate, quite in the spirit of Dotsey and Duarte (2008). However,
in a broader context, when we allow the exchange rate to be driven by a wider array
of stochastic disturbances, the tradable component, \textit{i.e.} the international relative price of
tradables and the relative price of imports and associated shocks generate even stronger
real exchange rate dynamics. Naturally, the influence of the non-tradable sector shock
diminishes to negligible proportions in the variance decomposition. In fact, import price
shocks appear to be more potent in driving the exchange rate, even though the relative
price of imports is assigned a much lower weight in the composition of the real exchange
rate.\footnote{Given our calibration, the weights assigned to the relative prices of imports and non-tradables in the
composition of the exchange rate are \((1 - \xi_{NT})\xi_M = 0.28\) and \(\xi_{NT} = 0.68\) respectively.}

5 Alternative Specifications

We now assess how the contributions of the relative prices and associated disturbances
change when we subject the baseline model to perturbations, adding or removing elements
one at a time. The estimation results are reported in Table 3 together with those obtained
in the baseline case. The impulse response functions of the relative prices of non-tradables
and imports and the real exchange rate and the variance decompositions of the real ex-
change rate at a 1 year horizon are presented in Table 4 and Table 5 respectively. In each
estimation, we maintain equality between the number of shocks and observables that we
use.

\textbf{The Real Exchange Rate as Observable} Instead of using nominal exchange rate
depreciation as the observable series in the estimation, we use the demeaned level of the
CPI-based real exchange rate computed from the data, as in Rabanal and Tuesta (2007)
and Cristadoro \textit{et al.} (2008). Most parameter estimates barely differ. However, the size of
the import price innovation decreases considerably from 4.34 in the baseline case to about
3.50 while the UIP innovation increases from 0.28 to 0.40.\footnote{Demeaning a depreciation rate, \textit{i.e.} a growth rate, is equivalent to assuming a linear trend in the level
of the nominal exchange rate. The detrended exchange rate is less volatile than the demeaned level of the
real exchange rate, explaining the rise in the innovation size.} The new parameter estimates
hardly matter for the qualitative contributions of the relative prices in the aggregate
real exchange response. As can be seen in Table 4, the direction of the real exchange rate response is predominantly determined by the relative price of non-tradables only in the case of the non-tradable sector technology shock. But due to the increased size of the UIP innovation, it makes a higher contribution of about 65 percent in the variance decomposition.

**Fixing Nominal Stickiness** Since our estimates of price and wage stickiness are at the higher end of the range reported in the literature, we check if fixing these parameters at more reasonable values will impact our main results. Somewhat arbitrarily, we set all Calvo parameters for the price and wage Phillips curves at 0.75 implying a price change every 4 quarters while fixing all indexation parameters at 0.25. Notably, the persistence coefficients of all shocks affecting the Phillips curves are now higher than in the baseline case. However, the flavor of the main results does not change as the international relative price of tradables dominates the dynamics of the exchange rate in most impulse responses. The UIP shock still contributes about 45 percent of the forecast variance.

**PPI** We now experiment with an alternative measure of home-produced tradable good prices. Instead of using CPI Goods as in Cristadoro *et al.* (2008), we follow Rabanal and Tuesta (2007) in employing the producer price index, as it may be relatively less contaminated by non-tradable elements as the prices of distribution services. The persistence parameter of the tradable sector technology shock increases noticeably from 0.21 in the baseline case to 0.35, while other parameter values remain similar. This however has little impact on the variance decomposition as the UIP shock continues to dominate.

**Producer Currency Pricing** The procurement cost of the tradable good from the foreign or home producer is transmitted immediately to import and export prices facing the aggregation sector. In other words, the law of one price gap induced by the price-setting importer in the baseline model disappears. Consequently, we remove the import and export price series and the corresponding cost-push shocks from the estimation. As in previous specifications, the relative price of non-tradables matters for the aggregate movement in the real exchange rate only in the case of the non-tradable sector-specific shock. The variance decomposition is still favor of the UIP shock.
No UIP Shock and Nominal Exchange Rate Data  As an extreme experiment, we now impose pure uncovered interest parity and simultaneously remove the nominal exchange rate series from the estimation. The most noticeable change is in the estimate of the Calvo parameter in the import Phillips curve which increases dramatically from the 0.30 to about 0.80. At the same time, the persistence of the corresponding shock decreases from 0.97 to about 0.30. The innovation of the import price shock also shows a substantive decline in size from about 4.30 percent in the baseline case to about 1.80 percent, indicating that the presence of the volatile nominal exchange rate series in the marginal costs of the importing firm, adds considerably to the innovation size. Qualitatively, the real exchange rate follows the relative price of non-tradables in response to both sector-specific shocks, although the dynamic induced by the tradable sector shock is quantitatively much weaker. Note however, that domestic sector-specific disturbances still exert a negligible influence, in unison accounting for less than 5 percent. Despite the lower estimated volatility of the import price shock, it contributes about 14 percent of the variance and the export price shock’s contribution rises to 13 percent. Importantly, quite distinct to the baseline case, the US demand shocks via SOE export sales exert a considerable influence on the exchange rate. It contributes about 23 percent as does the Canadian monetary policy innovation.

Other Checks  The main results favoring the importance of the purely tradable component of the real exchange rate hold when (a) we remove the sector-specific technology shocks and instead use price-mark up shocks in each intermediate sector (b) $\mu_{NT}$ the elasticity of substitution between non-tradables and tradables is set to 0.001 implying near Leontief complementarity between the two and (c) physical capital accumulation is removed from the model.

\footnote{This experiment is necessary because the extremely potent influence of the UIP shock may mask the importance of other shocks in the model. Observe that a variance decomposition is a ‘relative’ exercise. Even if a shock generates a strong impulse response, its contribution to aggregate volatility will be dominated by other shocks that generate even stronger impulses. Since the nominal exchange rate is now withdrawn from the empirical exercise, our focus is on the relative price of imports and the relative price of non-tradables. The percentage contributions of shocks have to be interpreted in a model-specific context.}

\footnote{These results are not exhibited and are available on request.}
6 Conclusion

In the light of inconclusive evidence offered by the reduced-form literature on the importance of the relative price of non-tradable goods compared to that of internationally traded goods on the real exchange rate, this paper provided a alternative, structural treatment of the same issue. In particular, we aimed to understand which prices, and conditional on which structural shocks, matter the most for real exchange rate dynamics. To this end, we estimated a small open economy DSGE model on Canada-US macroeconomic time series over 1986-2009.

Consistent with the theoretical literature, e.g. Dotsey and Duarte (2008), the results indicate that a strong impetus from a disturbance specific to the non-tradable sector can indeed help the relative price of non-tradables in terms of home-produced tradables guide the behavior of the exchange rate. However, our subsequent findings somewhat challenge the importance of the relative price of non-tradables in a broader context: the purely tradable component, i.e. the international relative price of tradables as well as the relative price of imports, clearly generates even stronger aggregate real exchange rate dynamics for all other shocks irrespective of the structural origin of the disturbance. The two prime players in the forecast variance decomposition of the real exchange rate are the UIP shock and the import price mark-up shock, both of which generate deviations from the law of one price. The former exerts its influence mostly via the international relative price of tradables while the latter generates changes predominantly in the relative price of imports. The influence of internal sector-specific disturbances on real exchange rate variability pales in comparison. Our findings complement the statistical results favoring the importance of its purely tradable component for the real exchange rate reported by Engel (1999), Chari, Kehoe and McGrattan (2002) and Wolden Bache et al. (2009).

This study may be extended in many directions. A first step would be to examine the behavior of other bilateral exchange rates in the OECD within the theoretical framework we constructed. However, as mentioned earlier in the text, there is no unique way of positioning non-tradables in a DSGE model and results may be sensitive to the set-up. Bems (2008) documents that investment also has a substantial non-traded component, a feature we cannot control for given our simple aggregation choice. Hence, differentiating between consumption and investment deflator-based real exchange rates may be another useful avenue to explore in future research.
A Appendix

A.1 Data series

For Canada, we use the Statistics Canada database for GDP at market prices, personal consumption expenditures, business gross fixed capital formation, overnight call money financing rate, CPI, CPI Goods, CPI Services and the bilateral export and import prices as well as the nominal exchange rate with the US. The Canada-US import-export prices are Paasche current-weighted indices broadly based on prices of commodities that include agricultural products and livestock, crude materials as oil along with finished products as machinery and automobiles. The import-export prices reported in CanSim Tables 228.0020 (1986Q1-1997Q4 Discontinued), 228.0039 (1997Q1-2007Q4 Discontinued) and 228.0051 (2002Q1-till date) are concatenated using the conversion factors for dates that overlap between these series. This limits our sample period to 1986Q1-2009Q2. The series on the producer price index and nominal wages are gleaned from the International Financial Statistics database of the International Monetary Fund. We obtain nominal GDP, CPI and the federal funds rate for the US from the FRED II database. All raw series, except the interest rates, are seasonally adjusted by the Census X12 method. The demeaned nominal interest rates are divided by 4 to translate them into quarterly terms. We express all other series as indices based on 2002Q2 and then multiply their natural logarithms by 100. These series are fed into the model in demeaned first differences while the nominal interest rates enter the estimation in levels. For the first variant of the model, the real exchange rate is computed from the nominal exchange rate and the aggregate CPIs from the two countries and then logged and demeaned. This variable enters the estimation in levels.

A.2 Estimation

We use 525000 iterations of the Random Walk Metropolis Hastings algorithm to simulate the posterior distributions and achieve acceptance rates of about 40 percent in all our specifications. We monitor the convergence of the marginal posterior distributions using CUMSUM statistics as defined by Bauwens et al. (1999). We discard the initial 25000 draws to compute the posterior moments in each case. The distributions of impulse response functions and variance decompositions that we present are computed from 150
random draws from the posterior. This strategy ensures that our results are not contingent on a particular vector of parameter values such as the posterior median or the mode.
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Figure 1: The Canada-US Nominal Exchange Rate (1986-2009)


**Figure 2: The Dynamic Responses of the Components of the Canada-U.S. CPI-based Real Exchange Rate to a one SD Shock**

Notes: The median IRF (thick black line) and the 5th and 95th percentiles (shaded area) are based on 150 random draws from the posterior distribution. The components of the real exchange rate are multiplied by the sign and the weights in the definition given in the main text, so that the IRFs of the three components sum up to the total response presented in the last column.
Note: The median IRF (thick black line) and the 5th and 95th percentiles (shaded area) are based on 150 random draws from the posterior distribution. The components of the real exchange rate are multiplied by the sign and the weights in the definition given in the main text, so that the IRFs of the three components sum up to the total response presented in the last column.
Figure 3: The Dynamic Responses of the Law of One Price Gap and other components of the Real Exchange Rate to a one SD Shock

Note: The relative price of imports is weighted differently in this decomposition of the exchange rate (see Footnote 10 in the main text). The components of the exchange rate are multiplied by the sign and the weights in the definition given in the main text, so that the IRF of the three components sum to the total response presented in the last column.
**Table 1: Unconditional Moments of the Data**

<table>
<thead>
<tr>
<th>Series</th>
<th>Canada</th>
<th></th>
<th>US</th>
<th></th>
<th>Model Canada Variable</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean</td>
<td>SD</td>
<td></td>
<td>Mean</td>
<td>(Filtered Data)</td>
</tr>
<tr>
<td>Real Consumption Growth</td>
<td>0.36</td>
<td>0.73</td>
<td></td>
<td>-</td>
<td>( \Delta \hat{C}_t )</td>
</tr>
<tr>
<td>Real Investment Growth</td>
<td>0.32</td>
<td>2.55</td>
<td></td>
<td>-</td>
<td>( \Delta \hat{I}_t )</td>
</tr>
<tr>
<td>Nominal Interest Rate</td>
<td>1.40</td>
<td>0.77</td>
<td>1.17</td>
<td>0.56</td>
<td>( \hat{R}_t )</td>
</tr>
<tr>
<td>CPI Inflation</td>
<td>-</td>
<td>-</td>
<td>0.72</td>
<td>0.51</td>
<td>( \hat{\pi}^{CPI}_t )</td>
</tr>
<tr>
<td>CPI Goods Inflation (T)</td>
<td>0.47</td>
<td>0.79</td>
<td></td>
<td>-</td>
<td>( \hat{\pi}^{T}_{Ht} )</td>
</tr>
<tr>
<td>CPI Services Inflation (NT)</td>
<td>0.75</td>
<td>0.43</td>
<td></td>
<td>-</td>
<td>( \hat{\pi}^{NT}_t )</td>
</tr>
<tr>
<td>Import Price Inflation</td>
<td>-0.42</td>
<td>2.57</td>
<td></td>
<td>-</td>
<td>( \hat{\pi}^{T}_{Mt} )</td>
</tr>
<tr>
<td>Export Price Inflation</td>
<td>0.12</td>
<td>3.21</td>
<td></td>
<td>-</td>
<td>( \hat{\pi}^{T}_{Ht} )</td>
</tr>
<tr>
<td>Nominal Wage Inflation</td>
<td>0.61</td>
<td>0.97</td>
<td></td>
<td>-</td>
<td>( \Delta \hat{\pi}_t + \hat{\pi}^{CPI}_t )</td>
</tr>
<tr>
<td>Depreciation of Can Dol/USD.</td>
<td>-0.20</td>
<td>2.97</td>
<td></td>
<td>-</td>
<td>( \Delta \hat{Nex}_t )</td>
</tr>
<tr>
<td>Demeaned Real Can Dol/USD</td>
<td>-</td>
<td>12.47</td>
<td></td>
<td>-</td>
<td>( \Delta \hat{Rex}^{CPI}_t )</td>
</tr>
</tbody>
</table>

**Note:** The natural logarithms of all time series except the nominal interest rate are multiplied by 100 and hence all the numbers exhibited above can be interpreted as percentages. The T and NT in parentheses indicate ‘tradables’ and ‘non-tradables’ respectively.
Baseline indicates the baseline SOE model. RExLevel indicates the check in which we use the real exchange rate as observable instead of the nominal currency depreciation. FixCalvo calibrates the price and wage stickiness parameters at lower values. PPI uses the producer price index to measure tradable goods prices. PCP imposes the law of one price and does not use import-export price data and shocks. No UIP-NEx does not use nominal exchange rate and the UIP shock. G= Gamma, B= Beta, N= Normal distributions. P1= Mean and P2= Standard Deviation. Posterior moments are computed using 500,000 draws from the distribution simulated by the Random Walk Metropolis algorithm.

<table>
<thead>
<tr>
<th>Table 2: Priors and Posterior Moments of Structural Parameters in Model Variants</th>
<th>PRIOR POSTERIOR DISTRIBUTION (Median; SD)</th>
<th>CALIBRATED PARAMETERS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Description</td>
<td>Value</td>
</tr>
<tr>
<td>µ</td>
<td>Trade Elasticity G (1.00, 0.75)</td>
<td>1.46; 0.52</td>
</tr>
<tr>
<td></td>
<td>Discount Factor</td>
<td>0.99</td>
</tr>
<tr>
<td>µ</td>
<td>NT Price Elasticity of NT G (1.00, 0.75)</td>
<td>1.14; 0.51</td>
</tr>
<tr>
<td></td>
<td>Share of Capital in Production</td>
<td>1/3</td>
</tr>
<tr>
<td>σ</td>
<td>Utility Curvature G (2.00, 0.50)</td>
<td>2.31; 0.53</td>
</tr>
<tr>
<td></td>
<td>Quarterly Rate of Capital Depreciation</td>
<td>0.025</td>
</tr>
<tr>
<td>σ</td>
<td>US Utility Curvature G (2.00, 0.50)</td>
<td>1.59; 0.36</td>
</tr>
<tr>
<td>ϑ</td>
<td>Sub. Elasticity of Goods Varieties</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>External Habit B (0.50, 0.15)</td>
<td>0.93; 0.04</td>
</tr>
<tr>
<td></td>
<td>Sub. Elasticity of Labor Varieties</td>
<td>10</td>
</tr>
<tr>
<td></td>
<td>External Habit B (0.50, 0.15)</td>
<td>0.50; 0.09</td>
</tr>
<tr>
<td>ψ</td>
<td>Investment Adj. Cost N (4.00, 1.00)</td>
<td>6.10; 0.82</td>
</tr>
<tr>
<td>θ</td>
<td>Cost of adjusting foreign assets</td>
<td>0.001</td>
</tr>
<tr>
<td>ξ</td>
<td>St-state share of investment in GDP</td>
<td>0.1760</td>
</tr>
<tr>
<td>η</td>
<td>St-state share of consumption in GDP</td>
<td>0.5770</td>
</tr>
<tr>
<td>θ</td>
<td>NT Calvo B (0.80, 0.10)</td>
<td>0.96; 0.01</td>
</tr>
<tr>
<td></td>
<td>Share of NT in GDP</td>
<td>0.68</td>
</tr>
<tr>
<td>ι</td>
<td>NT Indexation B (0.50, 0.15)</td>
<td>0.28; 0.13</td>
</tr>
<tr>
<td>ξ</td>
<td>Implied Import-share in T Aggregate</td>
<td>0.8750</td>
</tr>
<tr>
<td>θ</td>
<td>Export Calvo B (0.80, 0.10)</td>
<td>0.87; 0.03</td>
</tr>
<tr>
<td></td>
<td>Implied Share of NT Demand for Lab.</td>
<td>0.5419</td>
</tr>
<tr>
<td>ι</td>
<td>Export Indexation B (0.50, 0.15)</td>
<td>0.22; 0.08</td>
</tr>
<tr>
<td>θ</td>
<td>Import Calvo B (0.80, 0.10)</td>
<td>0.27; 0.05</td>
</tr>
<tr>
<td></td>
<td>Implied Share of NT Demand for Cap.</td>
<td>0.8255</td>
</tr>
<tr>
<td>ι</td>
<td>Import Indexation B (0.50, 0.15)</td>
<td>0.27; 0.12</td>
</tr>
<tr>
<td>φ</td>
<td>Mon. Pol. Inflation G (0.50, 0.25)</td>
<td>2.43; 0.52</td>
</tr>
<tr>
<td></td>
<td>Mon. Pol. GDP G (0.50, 0.25)</td>
<td>0.08; 0.04</td>
</tr>
<tr>
<td>φ</td>
<td>Mon. Pol. GDP change G (0.50, 0.25)</td>
<td>0.11; 0.02</td>
</tr>
</tbody>
</table>
The technology shocks and import-export price shocks are appropriately rescaled so that they enter the estimation with a unit coefficient, in the same way as the other shocks (which are already presented in rescaled form in the main text). "Baseline" indicates the baseline SOE model. "RExLevel" indicates the check in which we use the real exchange rate as observable instead of the nominal currency depreciation. "FixCalvo" calibrates the price and wage stickiness parameters at lower values. "PPI" uses the producer price index to measure tradable goods prices. "PCP" imposes the law of one price and does not use import-export price data and shocks. "No UIP-NEx" does not use nominal exchange rate data and the UIP shock. B= Beta, IG= Inverse Gamma. P1= Mean and P2= Standard Deviation.

### Table 2 (Contd): Priors and Posterior Moments of Shock Parameters in Model Varies

<table>
<thead>
<tr>
<th>PRIOR</th>
<th>POSTERIOR DISTRIBUTION (Median; SD)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Symbol</td>
<td>Description</td>
</tr>
<tr>
<td>US Price</td>
<td></td>
</tr>
<tr>
<td>US Demand (GDP)</td>
<td></td>
</tr>
<tr>
<td>Consumption Time Preference</td>
<td></td>
</tr>
<tr>
<td>Wage Cost Push AR</td>
<td></td>
</tr>
<tr>
<td>Exposure Price Mark-up</td>
<td></td>
</tr>
<tr>
<td>Import Price Mark-up</td>
<td></td>
</tr>
<tr>
<td>NT Sector Technology</td>
<td></td>
</tr>
<tr>
<td>T Sector Technology</td>
<td></td>
</tr>
<tr>
<td>UIP</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>INNOVATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>100 σ UIP</td>
</tr>
<tr>
<td>100 σ Ttech</td>
</tr>
<tr>
<td>100 σ NTtech</td>
</tr>
<tr>
<td>100 σ M</td>
</tr>
<tr>
<td>100 σ H</td>
</tr>
<tr>
<td>100 σ WM</td>
</tr>
<tr>
<td>100 σ IST</td>
</tr>
<tr>
<td>100 σ TI</td>
</tr>
<tr>
<td>100 σ Y*</td>
</tr>
<tr>
<td>100 σ CPI*</td>
</tr>
<tr>
<td>100 σ MON</td>
</tr>
</tbody>
</table>
The law of one price gap is essentially the wedge between the international relative price of tradables and the relative price of imports in terms of home-produced tradables. It is not part of the original disaggregation of the real exchange rate given in Equation 28 in the main text. In Table 5, we compare the variance decompositions at a 4-quarter horizon, for all the model specifications we consider. The influence of each shock at forecast horizon $k$ is measured by the variability generated by a unit standard deviation shock at time 0, cumulated over the interval $0$ to $k$. This is then divided by the aggregate variability induced by all the shocks and expressed in percentage terms. We report the mean of a distribution of variance decompositions computed from 150 random draws from the posterior distribution (Each column adds to 100). Confidence bands for the variance decompositions are available on request.

### Table 3: Forecast Error Variance Decomposition in Baseline Estimation

<table>
<thead>
<tr>
<th>VARIABLES</th>
<th>REAL EXCHANGE RATE</th>
<th>INT. REL. PRICE OF TRADABLES</th>
<th>REL. PRICE OF IMPORTS</th>
<th>REL. PRICE OF NON-TRADABLES</th>
<th>LAW OF ONE PRICE GAP</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.00 0.02 0.03 0.04</td>
<td>0.00 0.02 0.03 0.04</td>
<td>0.00 0.02 0.03 0.04</td>
<td>0.00 0.02 0.03 0.04</td>
<td>0.00 0.02 0.03 0.04</td>
</tr>
<tr>
<td>US Mon. Pol.</td>
<td>3.3 3.3 3.3 3.3</td>
<td>1.2 1.2 1.2 1.2</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>US CPI</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>US GDP</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>Can. Consume</td>
<td>1.0 1.0 1.0 1.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>Can. Mon. Pol.</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
<tr>
<td>US Shocks</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
<td>0.0 0.0 0.0 0.0</td>
</tr>
</tbody>
</table>


**Shocks to Monetary Policy and Demand:**
- Can. Consume
- US CPI
- US GDP

**Shocks to Nominal Cost:**
- Can. Consume
- US CPI

**Direct Shocks:**
- UIP
- Can. T. Tech
- Can. NT. Tech
- Can. Import Price
- Can. Export Price
- Can. Wage
- Can. Invest.
- US CPI

**Variables:**
- Exchange Rate
- Real Exchange Rate
- Non-Tradeables
- Real Price of Tradeables
- Real Price of Imports
- Real Price of Non-Tradeables
- Law of One Price Gap

**Notes:**
Recall that a positive impulse in any component implies a depreciation effect on the currency. The movements of the relative prices of non-tradables and imports (including the sign and weights in the definition of the real exchange rate) while the aggregate impulse of the real exchange rate is given by \( \text{REx} \). The contribution of the international relative price of tradables (not presented) is simply the difference between the aggregate real exchange rate IRF and the two other components. The IRFs are measured in percentage deviations from steady-state. The IRFs significant at a 10% level are marked in bold font while the insignificant IRFs are shaded in gray. 'Baseline' indicates the baseline SOE model. 'RExLevel' indicates the check in which we use the real exchange rate as observable instead of the nominal currency depreciation. 'FixCalvo' calibrates the price and wage stickiness parameters at lower values. 'PPI' uses the producer price index to measure tradable goods prices. 'PCP' imposes the law of one price and does not use import-export price data. 'No UIP-NEx' does not use nominal exchange rate data and the UIP shock.

### Table 4: Median Impulse Response Functions at a 1 Year Horizon in Model Variants

<table>
<thead>
<tr>
<th>SHOCKS</th>
<th>Baseline</th>
<th>REXLevel</th>
<th>FixCalvo</th>
<th>PPI</th>
<th>PCP</th>
<th>No UIP-NEx</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Mon. Pol.</td>
<td>0.04 0.05 0.14</td>
<td>0.04 0.05 0.14</td>
<td>0.04 0.05 0.14</td>
<td>0.04 0.05 0.14</td>
<td>0.04 0.05 0.14</td>
<td>0.04 0.05 0.14</td>
</tr>
<tr>
<td>US CPI</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
</tr>
<tr>
<td>US GDP</td>
<td>0.01 -0.14 0.37</td>
<td>0.01 -0.13 0.36</td>
<td>0.01 -0.13 0.37</td>
<td>0.01 -0.13 0.37</td>
<td>0.01 -0.13 0.37</td>
<td>0.01 -0.13 0.37</td>
</tr>
<tr>
<td>CAN. Mon. Pol.</td>
<td>-0.02 0.24 -0.64</td>
<td>-0.02 0.23 -0.60</td>
<td>-0.02 0.23 -0.60</td>
<td>-0.02 0.23 -0.60</td>
<td>-0.02 0.23 -0.60</td>
<td>-0.02 0.23 -0.60</td>
</tr>
<tr>
<td>CAN. Wages</td>
<td>0.09 0.07 -0.08</td>
<td>0.09 0.06 -0.04</td>
<td>0.09 0.06 -0.04</td>
<td>0.09 0.06 -0.04</td>
<td>0.09 0.06 -0.04</td>
<td>0.09 0.06 -0.04</td>
</tr>
<tr>
<td>CAN. Invest.</td>
<td>0.00 -0.14 -0.14</td>
<td>0.00 -0.13 -0.13</td>
<td>0.00 -0.13 -0.13</td>
<td>0.00 -0.13 -0.13</td>
<td>0.00 -0.13 -0.13</td>
<td>0.00 -0.13 -0.13</td>
</tr>
<tr>
<td>CAN. Income</td>
<td>0.02 -0.11 0.29</td>
<td>0.02 -0.12 0.32</td>
<td>0.02 -0.12 0.32</td>
<td>0.02 -0.12 0.32</td>
<td>0.02 -0.12 0.32</td>
<td>0.02 -0.12 0.32</td>
</tr>
<tr>
<td>CAN. Consumption</td>
<td>0.00 0.06 -0.14</td>
<td>0.00 0.05 -0.13</td>
<td>0.00 0.05 -0.13</td>
<td>0.00 0.05 -0.13</td>
<td>0.00 0.05 -0.13</td>
<td>0.00 0.05 -0.13</td>
</tr>
<tr>
<td>CAN. Govt.</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
<td>0.00 0.00 0.00</td>
</tr>
<tr>
<td>CAN. T. Tech</td>
<td>-0.09 0.03 -0.09</td>
<td>-0.09 0.03 -0.09</td>
<td>-0.09 0.03 -0.09</td>
<td>-0.09 0.03 -0.09</td>
<td>-0.09 0.03 -0.09</td>
<td>-0.09 0.03 -0.09</td>
</tr>
</tbody>
</table>
The influence of each shock at forecast horizon $k$ is measured by the variability generated by a unit standard deviation shock at time 0, cumulated over the interval 0 to $k$. This is then divided by the aggregate variability induced by all the shocks and expressed as percentage terms. For each specification, we report the mean of a distribution of variance decompositions computed from 150 random draws from the posterior distribution. Each column adds to 100. ‘Baseline’ indicates the baseline SOE model. ‘RExLevel’ indicates the check in which we use the real exchange rate as observable instead of the nominal currency depreciation. ‘FixCalvo’ calibrates the price and wage stickiness parameters at lower values. ‘PPI’ uses the producer price index to measure tradable goods prices. ‘PCP’ imposes the law of one price and does not use import-export price data and shocks. ‘No UIP-NEx’ does not use nominal exchange rate data and assumes the law of one price. ‘RExLevel’ indicates the check in which we use the real exchange rate as observable instead of the nominal currency depreciation. Each column adds to 100.

<table>
<thead>
<tr>
<th>SHOCKS</th>
<th>Baseline</th>
<th>No UIP-NEx</th>
<th>PPI</th>
<th>RFXCalvo</th>
<th>RExLevel</th>
<th>FixCalvo</th>
</tr>
</thead>
<tbody>
<tr>
<td>US Mon. Pol.</td>
<td>6.86</td>
<td>6.05</td>
<td>2.85</td>
<td>0.62</td>
<td>0.30</td>
<td>2.92</td>
</tr>
<tr>
<td>US CPI</td>
<td>8.55</td>
<td>0.15</td>
<td>1.21</td>
<td>0.90</td>
<td>0.31</td>
<td>0.70</td>
</tr>
<tr>
<td>US Gdp</td>
<td>23.23</td>
<td>2.55</td>
<td>0.72</td>
<td>3.36</td>
<td>0.33</td>
<td>3.33</td>
</tr>
<tr>
<td>Can. Consume</td>
<td>2.88</td>
<td>0.35</td>
<td>0.27</td>
<td>3.51</td>
<td>0.25</td>
<td>5.70</td>
</tr>
<tr>
<td>Can. Mon. Pol.</td>
<td>1.87</td>
<td>0.31</td>
<td>0.25</td>
<td>3.51</td>
<td>0.25</td>
<td>5.70</td>
</tr>
<tr>
<td>Can. Invest.</td>
<td>0.87</td>
<td>0.65</td>
<td>0.51</td>
<td>0.51</td>
<td>0.79</td>
<td>0.93</td>
</tr>
<tr>
<td>Can. Wage</td>
<td>86.36</td>
<td>1.89</td>
<td>6.06</td>
<td>3.49</td>
<td>3.49</td>
<td>3.49</td>
</tr>
<tr>
<td>Can. Expon Price</td>
<td>14.09</td>
<td>1.89</td>
<td>6.06</td>
<td>3.49</td>
<td>3.49</td>
<td>3.49</td>
</tr>
<tr>
<td>Can. Import Price</td>
<td>5.74</td>
<td>2.72</td>
<td>2.72</td>
<td>7.43</td>
<td>0.30</td>
<td>0.30</td>
</tr>
<tr>
<td>Can. NT. Tech</td>
<td>1.09</td>
<td>1.07</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
<td>0.84</td>
</tr>
<tr>
<td>Can. T. Tech</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
<td>0.97</td>
</tr>
<tr>
<td>UIP</td>
<td>6.43</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
<td>4.34</td>
</tr>
</tbody>
</table>

**Table 5:** Variance Decomposition of the Real Exchange Rate at a 1 Year Horizon in Model Variants