
 
Anupam Agrawal     Pulkit Goyal       Sapan Diwakar 

Indian Institute Of Information Technology, Allahabad 

Fast and Enhanced Algorithm for 

Exemplar Based Image Inpainting 

(Paper# 132) 



Image Inpainting 

 

 Inpainting is the art of restoring lost/selected parts of an image 

based on the background information in a visually plausible way. 

 

 Large areas with lots of information lost are harder to 

reconstruct, because information in other parts of the image is 

not enough to get an impression of what is missing. 

 

 Details that are completely hidden/occluded by the object to be 

removed cannot be recovered by any mathematical method. 

 

 Therefore the objective for image inpainting is not to recover the 

original image, but to create some image that has a close 

resemblance with the original image. 

 



Example 



Approaches 

      Image Inpainting methods can be classified broadly into :- 

 

 Texture synthesis algorithm: These algorithms sample the texture 

form the region outside the region to be inpainted. It has been 

demonstrated for textures, repeating two dimensional patterns with 

some randomness. 

 

 Structure recreation: These algorithms try to recreate the 

structures like lines and object contours. These are generally used 

when the region to be inpainted is small. This focuses on linear 

structures which can be thought as one dimensional pattern such 

as lines and object contours.  



Terms used 

Terms used in the literature: 

Image: I 

Region to be inpainted: Ω 

Source Region (I- Ω): φ 

Boundary of the target region: δΩ 

Figure 3: Terminologies used in inpainting [2] 



Exemplar Based Approach 

Exemplar based approaches work as follows: 

 

 Computing Filling Priorities, in which a predefined priority 

function is used to compute the filling order for all unfilled pixels p∈ 

δΩ in the beginning of each filling iteration. 

 

 Searching Example and Compositing, in which the most similar 

example is searched from the source region Φ to compose the 

given patch Ψ (of size N × N pixels) that centred on the given pixel 

p. 

 

 Updating Image Information, in which the boundary δΩ of the 

target region Ω and the required information for computing filling 

priorities are updated. 



Methodology 

Output: Inpainted Image 

Continue the process until no pixel is remaining in Ω 

Replace the patch with exemplar and update confidence values 

Chose the patch with maximum priority and find the best exemplar 

Calculate patch priorities 

Find boundary of target region (δΩ) 

Initialize confidence values 

Input: Marked target region (Ω) 



Confidence Value 

 

In this algorithm, each pixel maintains a confidence value that 

represents our confidence in selecting that pixel.  

 

 This confidence value does not change once the pixel has been 

filled.  

 

 We initialize the confidence value for all the pixels in the source 

region (Φ) to be 1 and the confidence values for the pixels in target 

region (Ω) to be 0.  

 



Priority 

To calculate the filling order, we assign priorities to all the patches on 

the fill front and then take the patch with maximum priority. 

𝐏 𝐩 =  𝛂 × 𝐑𝐜 𝐩 +  𝛃 × 𝐃 𝐩  

  

 where, 

                𝐶 𝑝 =  
 𝐶(𝑞)𝑞∈ψ𝑝∩ϕ

|ψ𝑝|
,  

  𝐷 𝑝 =  
|𝛻𝐼𝑝

⊥.𝑛𝑝|

𝛼′
 and  

  𝑅𝑐 𝑝 = 1 −  𝜔 × 𝐶 𝑝 +  𝜔.  

  

where |ψp| is the area of the patch, ψp and α‟ is the normalization 

factor, np is a unit vector orthogonal to the front (δΩ) at the point p and 

𝛁𝑰𝒑
⊥ represents the perpendicular isophote at point p. α, β  and 𝜔 are 

constants. 

 



Finding the best Exemplar 

 The next step is to find the patch that best matches the selected 

patch. Mean Square Error can be used to do the same. 

 Mean Square error between two patches P and Q is defined as  

 

 

 It may happen that two or more patches have the same MSE.  



Dealing with patches with same MSE 

 Variance can help in differentiating among such patches. 

 Find variance of the pixel values of the patch with respect to the 

mean of the pixels from the same patch that correspond to the 

pixels belonging to source region from the patch to be inpainted 

(i.e. pixels that correspond to  ∀ 𝑝 ∈  𝜙 ∩  Ψ ). 

 

i.e., Mean, 𝐌 = 
 𝐟𝑝∈ 𝜙∩ Ψ 

# p  𝑝∈ 𝜙∩ Ψ}
 𝐚𝐧𝐝 

Variance, 𝐕 =  
 (𝐟𝑝∈ 𝜙− Ψ−M)

2  

# p  𝑝∈ 𝜙− Ψ}
. 

 

 where „f‟ denotes the pixel value of the element, #{..} represents the 

cardinality of the set. 



Improving Efficiency 

 Earlier approaches searched the complete image to find best exemplar. 

 We search only the surrounding portions from the image to find the best     

exemplar. 

 The diameter of the surrounding region to search is calculated at run time 

by taking into account the region to be inpainted.  

 We search for the best exemplar from a rectangle defined by (StartX,   star   

startY) and (endX, endY), where,  

 

 

where, 

 m = number of rows in the patch. 

 n = number of columns in the patch. 

 cr  = maximum number of continuous green pixels in one row 

 cc = maximum number of continuous green pixels in one column 

 Dx and Dy are constants. 



Applications 

• Repairing Photographs: With age, photographs often get damaged or 
scratched. We can revert deterioration using inpainting. 
 

• Remove unwanted objects: Using inpainting, we can remove 

unwanted objects, text, etc. from the image.  

 

• Special Effects: This may be used in producing special effect. 

 

• Video inpainting: If extended to video inpainting, it would be able to 

provide a great tool to create special effects etc.  

 



Results 
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