Atomistic modeling of dopant segregation in α-alumina ceramics: Coverage dependent energy of segregation and nominal dopant solubility
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Abstract

Microstructural control is a key aspect in producing ceramics with tailored properties and is often achieved by using dopants in a rather empirical fashion. Atomic scale simulations could provide much needed insight but the long-standing challenge of linking simulation results on isolated grain boundaries to those measured in real ceramics needs to be resolved. Here a novel Monte-Carlo simulation method based on a microstructural model in combination with energies obtained from atomic scale energy minimization is presented. This approach allows, for the first time, the prediction of the nominal solubility of dopants (Y, La and Mg) in a ceramic purely from theory.

Results compare well with segregation/precipitation data as a function of grain size, found in the literature. The method can therefore be used in developing experimental guidelines for the effective use of dopants in ceramic production, thus accelerating the development of novel materials required for innovative applications.

© 2011 Elsevier Ltd. All rights reserved.
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1. Introduction

Properties of ceramic materials generally show a strong dependence on their microstructure. It is therefore desirable to engineer the microstructure so as to obtain the best possible performance for a given application. Microstructural parameters such as the grain size and shape are governed during the synthesis of a ceramic by the nature and mobility of grain boundaries present in the material. Control over these microstructural parameters in ceramics is typically achieved by a precise control over processing conditions and the use of dopant elements. It is well established that many dopant elements routinely added to ceramics (for example Y, La and Mg in alumina) have, due to their larger ionic size, a low bulk solubility1 and a marked tendency to segregate to grain boundaries.2 Once present at interfaces they can affect properties such as interface mobility and transport in the grain boundary plane. More recently it has been established that dopants also have a marked effect on the structure and thermodynamic stability of grain boundaries by forming so called grain boundary complexions.3 While it was assumed for many years that grain boundary structures control the concentration of dopants in their vicinity this represents a paradigm shift in the sense that the dopant concentration can in fact also control the structure of the grain boundary. This indicates that there is a strong interdependence between the concentration of dopants present at the interface and the interface structure.

Dopant compositions and concentrations and their effect on the final microstructure have typically been optimized by an empirical trial and error fashion, without much understanding of the doping mechanism or even its location within the microstructure. The effective use of dopants during ceramic synthesis would greatly benefit from a more fundamental understanding of how dopants affect various properties such as grain boundary structure, interfacial energies and diffusion processes. Albeit with recent advances in experimental analysis techniques
(Ref. 3 and references therein), it is still very challenging to experimentally explain and quantify the influence of dopant segregation on interfacial properties at an atomic level. This is due to the large number of parameters such as the crystallography of an interface and the concentration and arrangement of dopants (i.e. complexion3), which dictate the thermodynamic stability and mobility of the interface but are difficult to characterize simultaneously on the same interface.

Atomistic simulation methods represent an interesting alternative method to experiment as they allow the simultaneous study of structures and thermodynamics (i.e. energies) resulting from dopant segregation to surfaces and grain boundaries. One challenge to overcome in order to render these simulations more useful for comparison with experiment is that usually only isolated grain boundaries are simulated. We present here an approach aiming to bridge this gap between simulations and experiment by using results from atomistic simulations in larger scale Monte-Carlo simulations combined with a microstructural model in a bottom-up multi-scale modeling approach.

In the present work we focus on polycrystalline alumina as it is one of the most important ceramic materials with many applications, exhibiting a remarkable structural stability when used under extreme mechanical, electrical or refractory conditions.4 Structural analysis techniques, such as scanning transmission electron microscopy (STEM) and secondary ion mass spectroscopy (SIMS), have shown that upon doping with oversized elements segregation to surfaces and grain boundaries occurs. As a result the local chemical composition of the interface is modified,1,5 the extent depending on the exact nature of the boundary and dopant.3 Depending on their size, concentration and arrangement, segregated dopant ions may either slow down or accelerate grain boundary transport and mobility.3

Energy minimization techniques based on empirical interatomic potentials are used in the present work to investigate the segregation of lanthanum (La), gadolinium (Gd), ytterbium (Yb) and magnesium (Mg) dopants to nine low energy surfaces and their respective mirror twin grain boundaries of alumina. This technique has previously been used for Yttrium dopants and showed segregation to be strongly dependent on the type of surface or grain boundary. Segregation was predicted to have a significant influence on interfacial energies6 thus influencing both grain boundary structure and stability.

When a sufficiently large set of interfaces is calculated, their average segregation behavior should be representative for alumina ceramics and should therefore allow us to gain valuable insights into dopant segregation in a polycrystalline material. A Monte-Carlo scheme based on energies obtained from energy minimization is then used to assess the nominal solubility of dopants in a ceramic as a function of its grain size using a microstructural model based on regular polyhedra.7 This represents a very important development as it establishes a link between quantities available from experiments (segregation and precipitation maps as a function of grain size for Y, La and Mg doped alumina ceramics) with those resulting from atomistic calculations. Bridging this gap between the atomistic and microstructural scale opens new pathways towards understanding fundamental dopant mechanisms important in microstructural engineering.

2. Methods

The simulation approach used in the present work consists of three stages as shown in Fig. 1. Results from one stage are used as input data in the following stage. A brief overview of the three stages is given here followed by a more detailed description of each in a separate section. First the total energies of different arrangements of dopants at various concentrations in the proximity of surfaces and grain boundaries are computed based on classical interatomic potentials (Fig. 1a). This data is compiled into a lookup table for use in subsequent Monte Carlo simulations, in which the average enthalpy of segregation as a function of the interface dopant concentration is determined (Fig. 1b). This function and its derivative with respect to the interface dopant concentration are then used in the final step to determine the nominal dopant solubility within a ceramic microstructure of given grain size as described by an analytical microstructure model (Fig. 1c).

![Fig. 1. Schematic representation of the simulation approach including (a) classical interatomic potential calculation to precompute energies, (b) use of these energies in Monte Carlo simulations and (c) prediction of the nominal solubility based on the computed coverage dependent enthalpy of segregation using a microstructural model.](image)
2.1. Atomistic calculations

A detailed description of the computational method can be found elsewhere and only a brief description will be given here. All atomistic calculations are based on the Born model for solids as implemented in METADISE, which describes interatomic interactions by pair-wise sums over all atoms. In order to correctly model the highly polarizable oxygen ion, the core–shell model by Dick and Overhauser has been applied. The potential model used is the one developed by Lewis and Catlow and the initial alumina crystal structure has been taken from Liu et al. Surface and grain boundary structures were set up as 2D periodic slab models, applying a two-region model in the direction perpendicular to the interface. In this model the ions within ~9 Å of the interface are allowed to relax (interface region) and those further from the interface held fixed (bulk region). The total energy, i.e. the sum over all interactions in the system, was then minimized using the Newton–Raphson method until the energy converged to a minimum. This approach was shown to yield results which compare well to both experiment and first-principle calculations. The resulting structures were considered to represent undoped interfaces at equilibrium and the interfacial energy \( \gamma \) was calculated using Eq. (1).

\[
\gamma = \frac{H_{\text{interf}} - n H_{\text{bulk}}}{A}
\]

(1)

where \( H_{\text{interf}} \) is the potential energy of the interface slab, \( H_{\text{bulk}} \) the potential energy of a bulk unit-cell and \( n \) the number of bulk unit-cells contained in the interface slab of area \( A \). Subsequently La, Gd, Yb and Mg dopant ions were dissolved into the undoped interfaces by substituting them on Al sites. As Mg is aliovalent, for each pair of Mg ions an oxygen vacancy was created in the structure so as to preserve charge neutrality. The probability-based approach outlined in was used to restrict the otherwise vast number of possible permutations. The average enthalpy of dissolution per dopant ion for a certain dopant configuration \( c \) with respect to a stable pure dopant oxide phase has been calculated as given by Eq. (2).

\[
\Delta H_{\text{sol}}(n, c) = \frac{1}{n} \{H(n, c) + n H_{\text{AI}} - H(0) - n H_{\text{DO}}\}
\]

(2)

where \( H(n, c) \) is the potential energy of the structure containing \( n \) dopant ions in configuration \( c \) and \( H_{\text{AI}} \) and \( H_{\text{DO}} \) are the lattice energies per cation in pure alumina and the stable dopant oxide respectively. At the solubility limit \( \Delta H_{\text{sol}} \) should be approximately zero. It should be noted that by using the pure dopant oxide phase instead of a real precipitate phase containing both cations, computed dissolution enthalpies represent an upper bound as precipitate phases should generally be more stable than these dopant oxide phases. Another thermodynamic quantity of interest is the average enthalpy of segregation per dopant ion in a structure containing \( n \) dopant ions in a configuration \( c \), given by Eq. (3).

\[
\Delta H_{\text{seg}}(n, c) = \frac{1}{n} \{H(n, c) - H(0) - n \Delta H_{b}\}
\]

(3)

\( \Delta H_{b} \) being the change in enthalpy when inserting a dopant ion in the bulk material, which has been evaluated using the Mott–Littleton approach, implemented in the GULP code. A negative value for the enthalpy of segregation indicates that segregation of dopant ions towards the interface is energetically favorable.

2.2. Nominal solubility of dopants

As high resolution TEM images of doped \( \alpha \)-alumina grain boundaries are rare, one challenge in the present study was to link the obtained simulation results to experimental observations on ceramics. Moreover as TEM experiments are usually carried out on well-defined bicrystals, they can be used to validate the atomistic simulation approach but do not allow a link with sintered ceramic microstructures containing a series of different grain boundaries. Such a link could however be provided by calculating the nominal solubility of the different dopants in representative \( \alpha \)-alumina model microstructures. The dopants considered in the present study (Y, Mg, La, Gd and Yb) segregate strongly to \( \alpha \)-alumina interfaces. Their bulk solubility is low and the nominal solubility in a powder or a ceramic will depend strongly on the solubility at surfaces and grain boundaries respectively. Several methods to predict interface concentrations in equilibrium with a saturated bulk have been developed. The more sophisticated analytical method described in the latter reference takes into account different sub-lattices with different segregation energies and nearest neighbor interactions. In \( \alpha \)-alumina however nearest neighbor interactions alone seem inadequate, as previous energy minimization calculations of various dopant configurations have shown the segregation energies to be strongly affected by the underlying atomic interface structure, in agreement with the concept of grain boundary complexities.

According to Mackrodt and Tasker, knowing the mean segregation energy \( \Delta H_{\text{seg}} \) as a function of the interface cationic ratio \( x_i \) of dopant to Al ions, the interface dopant ion concentration in equilibrium with a certain bulk cationic ratio \( x_b \) (e.g. bulk saturation) is given by Eq. (4) (see Supporting Information section S6 for more information).

\[
x_i = x_b \cdot \exp \left[-\frac{1}{kT} \left(\Delta H_{\text{seg}} + x_i(x_i + 1) \frac{\partial \Delta H_{\text{seg}}}{\partial x_i}\right)\right]
\]

(4)

where \( k \) is the Boltzmann constant and \( T \) is the absolute temperature. To obtain the mean segregation energy \( \Delta H_{\text{seg}} \) as well as its derivative with respect to \( x_i \) a Monte Carlo method was employed to simulate the dopant distribution at the interface.

2.2.1. Monte Carlo method

To calculate the mean segregation energy \( \Delta H_{\text{seg}} \), the interface was divided into cells with the same in-plane dimensions as the simulation cell used during the energy minimization calculations. These cells were considered to have the same interaction as in the periodic energy minimization calculations, which would correspond to the case of a homogeneous interface concentration. While neglecting the effect of an inhomogeneous dopant...
distribution on the energy is an approximation in the description of the variation of $\Delta H_{\text{seg}}$ with $x_i$, it should in most cases be valid as most cells are in the same low energy configuration. In the small number of cases where two configurations with different concentrations are highly populated, the error due to this approximation is likely to be more marked.

In this setup, each cell is represented by two parameters: one specifies the number of dopants in the cell and the other indicates the arrangement of these dopants (Fig. 1(b)). The energy corresponding to a specific combination of these two parameters is obtained via an energy table pre-computed by energy minimization. Energies of configurations not taken into account by the probabilistic approach used in the energy minimization calculations are approximated by the highest calculated energy. As these high-energy states are essentially unoccupied their exact energy is unimportant.

Two different Monte Carlo moves have been considered. The first one changes the configuration of the dopants within a cell while the second extracts a dopant from one cell and introduces it into a different cell (Fig. 1(b)). Both steps do not influence the total concentration of dopants in the interface. Each move was accepted or rejected according to the acceptance probability calculated with Eq. (5).

$$\text{acc} = \min \left( 1; \exp \left( -\frac{\Delta H}{kT} \right) \right)$$

where $\Delta H$ is the change in energy associated with the move. The temperature $T$ was considered to be 1600 °C for all Monte-Carlo calculations. The random number for acceptance was drawn using the GNU Scientific Library (GSL) ranlxd2 random number generator, the validity of which for Monte Carlo calculations has been reported by different authors. To enhance convergence, states have been divided into classes of similar energies. Sampling of possible moves was restricted to neighboring classes, which permits a faster convergence without introducing a bias as long as classes have the same size. For each interface after an equilibration period of 50,000 steps the mean energy was calculated over the next 25,000 steps. The dopant concentration was then increased by 100 dopants per 1000 cells and after 25,000 steps of equilibration the mean energy was again calculated over the next 25,000 steps. Since Eq. (4) is very sensitive to the derivative of $\Delta H_{\text{seg}}$ with respect to $x_i$, a linear interpolation of the Monte Carlo data would be insufficient to get a smooth $x_i = f(x_b)$ curve. Therefore for low concentrations the resulting points of the $\Delta H_{\text{seg}}(x_i)$ curves have been interpolated by a local polynomial nonparametric regression estimator. For high concentrations $\Delta H_{\text{seg}}(x_i)$ closely follows the relation reported by Mackrodt and Tasker as given by Eq. (6).

$$\Delta H_{\text{seg}}(x_i) = H_0 - \lambda \left( 1 + \frac{1}{x_i} \right)$$

where $H_0$ and $\lambda$ are constants fitted by least squares to the calculated $\Delta H_{\text{seg}}(x_i)$ using least squares. Subsequently the $x_i = f(x_b)$ curve was calculated with Eq. (4) and the interface saturation concentration $x_{i,sat}$ in equilibrium with the bulk saturation concentration $x_{b,sat}$ determined by linear interpolation between calculated points.

### 2.2.2. Microstructural model

Once $x_{i,sat}$ is known for all interfaces, the nominal solubility of a dopant in a powder or ceramic can be calculated. For this purpose the grains in both powder and ceramic were approximated by truncated octahedrons, the specific interface area of which is given by Eq. (7).

$$\frac{A}{V} = \frac{\sqrt{3}(3 + 6\sqrt{3})}{4d_g}$$

where $d_g$ is the particle/grain size i.e. twice the circums radius of the truncated octahedrons. The nominal solubility $x_n$ was finally approximated as the ratio of the total number of dopant ions in the bulk ($N_{D,bulk}$) and grain boundaries ($N_{D,GB}$) to the total number of Al ions ($N_{Al,bulk} + N_{Al,GB}$) as given by Eq. (8).

$$x_n = \frac{N_{D,bulk} + N_{D,GB}}{N_{Al,bulk} + N_{Al,GB}} \approx \frac{\rho_{Al} \cdot c_b + 0.5 \cdot \langle \Gamma_{sat} \rangle (A/V)}{\rho_{Al} \cdot (1 - c_b) - 0.5 \cdot \langle \Gamma_{sat} \rangle (A/V)}$$

where $\rho_{Al}$ is the Al site density (sites/volume) in α-alumina, $c_b$ is the bulk solubility and $\langle \Gamma_{sat} \rangle$ is the mean interface dopant concentration (i.e. dopants per interface area) at saturation and the factor 0.5 is required as the concentration in only one half-crystal is being considered.

### 3. Results and discussion

The results will be divided into five sections. First the calculated pristine surface and grain boundary structures will be shown. Then lanthanum (La) doping is treated in detail, gadolinium (Gd) and ytterbium (Yb) are discussed briefly due to their similarity with La. Results for the magnesium (Mg) dopant are shown next before looking at the nominal solubility of yttrium (Y), La and Mg dopants.

#### 3.1. Surface and grain boundary structures

Interfacial energies and structures of nine low index surfaces in α-Al$_2$O$_3$ and their respective mirror twin grain boundaries have been calculated. For the very small (00 · 1) surface a $2 \times 2$ supercell has been used in order to have access to sufficiently low interfacial dopant ion concentrations. Table 1 gives the results obtained in the present study compared to density functional theory (DFT) results as well as experimental results on samples of sapphire.
Table 1
Calculated surface and grain boundary energies \( \gamma \) and relative energies \( \gamma_{rel} = \gamma_{hk \cdot m}/\gamma_{00 \cdot 1} \) for undoped alumina compared to density functional theory (DFT) results\(^{27} \) and experimental data.\(^{28,29} \) Grain boundaries are further characterized by their \( \Sigma \) value.

<table>
<thead>
<tr>
<th>(h k m)</th>
<th>Surfaces</th>
<th>Grain boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Simulation</td>
<td>Experiment</td>
</tr>
<tr>
<td></td>
<td>( \gamma ) (Jm(^{-2}))</td>
<td>( \gamma_{rel} )</td>
</tr>
<tr>
<td></td>
<td>This study</td>
<td>DFT(^{27} )</td>
</tr>
<tr>
<td>(0 0 1)</td>
<td>2.987</td>
<td>1.000</td>
</tr>
<tr>
<td>(0 1 2)</td>
<td>2.615</td>
<td>0.875</td>
</tr>
<tr>
<td>(1 0 0)</td>
<td>2.885</td>
<td>0.966</td>
</tr>
<tr>
<td>(1 0 1)</td>
<td>3.674</td>
<td>1.230</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>3.023</td>
<td>1.012</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>3.480</td>
<td>1.165</td>
</tr>
<tr>
<td>(1 1 2)</td>
<td>3.437</td>
<td>1.151</td>
</tr>
<tr>
<td>(1 1 3)</td>
<td>3.204</td>
<td>1.073</td>
</tr>
<tr>
<td>(2 2 3)</td>
<td>3.178</td>
<td>1.064</td>
</tr>
</tbody>
</table>

The calculated equilibrium morphology shown in Fig. 2 is dominated by (0 1 2), (1 0 0) and (0 0 1) facets. In the equilibrium morphology reported by Kitayama and Glaeser\(^{28} \) (0 1 2) and (0 0 1) facets are dominant as well, the (1 0 0) surface on the other hand is not observed and is replaced by (1 0 1) facets. It should be noted however these morphologies were obtained in the presence of non-negligible amounts of impurity elements (Si\(^{4+} \sim 15 \) ppm, Na\(^{+} \sim 7 \) ppm, Mg\(^{2+} \sim 6 \) ppm),\(^{28} \) which even at these concentrations are likely to alter the equilibrium morphology as shown previously for 10 ppm Y doping.\(^{6} \)

Some of the predicted atomic surface structures are shown in Fig. 3a) (see Supporting Information Fig. S1 for all structures). All surfaces except (0 0 1) and (1 1 3) are terminated by a layer of oxygen atoms, which is in agreement with available previous simulation\(^{27} \) and experimental\(^{30,31} \) studies. It is interesting to note that while low index surfaces exhibit a highly regular structure, higher index surfaces show a tendency to become facetted.

Interfacial energies for undoped mirror twin boundaries are also given in Table 1. It should be noted that the (1 1 0) plane is a mirror plane in the \( \alpha \)-alumina structure, its mirror twin boundary thus being equivalent to the bulk, which is why it is not being considered. The computed grain boundary energies are of the same order as previously calculated values for different (0 0 1) twist boundaries (2.8–3.2 Jm\(^{-2}\)).\(^{32} \) These grain boundary energies may be slightly overestimated because only perfect half-crystals are considered, whereas in reality point defects or dislocations may decrease the interfacial energy.\(^{33} \) The predicted atomic structures of grain boundaries (some shown in Fig. 3b; see also

![Fig. 2. Calculated equilibrium morphology of undoped \( \alpha \)-Al\(_2\)O\(_3\).](image-url)
This is confirmed by the present calculations, for the lowest energy configurations depicting the three typical behaviors for La doped grain boundaries: (1 0 · 1) decrease with multiple minima, (1 1 · 0) increase without minima, (1 1 · 2) increase with minimum.

Supporting Information Fig. S2 for all structures) agree well with available experimental high resolution electron microscope (HRTEM) images recorded for undoped alumina bicrystals as shown in Ref. 6. It can be seen that for low Σ boundaries the boundary plane is usually not very marked since the deviation from the perfect crystal structure is small. For higher Σ boundaries the boundary plane has a tendency to appear curved and contain voids, which is expected to favor segregation by more efficient accommodation of misfit stress induced by oversized dopant ions. Deviations from the bulk structure (grain boundary width) also extend much further from the grain boundary plane for these interfaces.

3.2. Lanthanum segregation

Lanthanum is the biggest dopant considered in this study (ionic radius in a six-fold coordinated environment: 1.03 Å, Ref. 34). The stress field around substitutional La dopant ions in the bulk is likely to be high and the bulk solubility consequently very low (ionic radius of Al in six-fold coordination: 0.54 Å, Ref. 34). Indeed the bulk solubility is below the resolution limit of most experimental methods, the exact value being unknown although it has been reported to be lower than 80 ppm.1 Due to their size, La dopant ions are expected to segregate stronger to interfaces than Y ions (ionic radius for six-fold coordination: 0.90 Å, Ref. 34). This is confirmed by the present calculations, which give surface ΔHseg between −10 and −2 eV (Y: −6 to −2 eV, Ref. 6) and grain boundary ΔHseg in the range −8 to −1 eV (Y: −5.5 to −0.5 eV, Ref. 6). The results also qualitatively agree with DFT calculations, where ΔHseg of −1.56 eV for 3.3 La/nm² were reported for the Σ3 (1 0 0 · 1) GB,35 which compares well with −1.89 eV for 3.4 La/nm² calculated here. Another study reported ΔHseg of −2.63 eV for 4.2 La/nm² at the Σ7 (1 0 −1) GB,36 which again compares reasonably well with −2.34 eV for 4.3 La/nm² found in the present study. Contrary to Y, most ΔHseg(xi) curves for La do not show a minimum but increase with increasing dopant content for both surfaces and high energy grain boundaries (indicated with dashes in Table 2, see also (1 1 · 0) and (1 1 · 2) curves in Fig. 4). Also the formation of regular columns and patterns as reported for Y6,21 seems to be absent for La.

A very interesting behavior is however exhibited by low energy grain boundaries (Σ3 (0 0 · 1), Σ7 (0 1 · 2), Σ3 (1 0 · 0), Σ11 (1 0 · 1)). Although in general a minimum cannot be clearly observed, the segregation energy decreases with increasing dopant concentration until about 8–10 La/nm² (see for example the (1 0 · 1) curve in Fig. 4). For higher concentrations the segregation enthalpy stays more or less constant. This change in behavior seems to coincide with the complete substitution of Al by La in a layer at the grain boundary. For the Σ7 (0 1 · 2) grain boundary this behavior is most marked, with a minimum at 8.55 La/nm², which corresponds to such a La layer (Fig. 5).

To check if these La layers have structural similarities with possible precipitates, coordination numbers and nearest neighbor distances in the selected surfaces and grain boundaries were compared to those in La2O3, LaAlO3 and LaAl11O18 crystals (see Supporting Information Table S1). No clear trend could be detected, the La chemical environment being intermediate to these three phases.

The question whether or not a second phase layer forms at the interface was for instance put forward by Bruley et al.37 The present results seem to indicate that layer formation is not dictated by a close match with a precipitate crystal phase but is rather controlled by the underlying grain boundary structure (low energy grain boundaries). This finding supports the fact that, depending on the ease of dopant accommodation, certain grain boundaries are more prone to complexion than others and that – given sufficient time for the complexion transformations
to occur – dopant ions will control the atomic structure in the grain boundary region.\(^3\)

In order to characterize the contribution of the various grain boundaries to the total amount of dopant ions dissolved at grain boundaries, the grain boundary solubility limit for each interface was defined as the concentration at which \(\Delta H_{\text{sol}}\) calculated according to Eq. (2) is equal to zero. As can be seen from the values reported in Table 2, the average solubility limit for surfaces and grain boundaries is 7.63 La/nm\(^2\) and 2.20 La/nm\(^2\) respectively. This sample contains however a significant proportion of highly special low \(\Sigma\) boundaries, which in real \(\alpha\)-alumina microstructures constitute only a very small fraction of the grain boundary population.\(^{38-41}\) An average taken only over high-\(\Sigma\), high-energy boundaries, which should have more general character, is therefore likely to result in a better description of experiment. The average value of 5.29 La/nm\(^2\) over the \(\Sigma93\) (1 1 0), \(\Sigma13\) (1 1 3) and \(\Sigma43\) (2 2 3) boundaries shows that indeed these more general boundaries can accommodate a higher dopant content, as suggested by their more open structure (see Supporting Information Table S2 for coordinative environment). Surprisingly these solubility limits are higher than the predicted average solubility for Y (3.29 Y/nm\(^2\) for surfaces and 2.09 Y/nm\(^2\) for all and 3.15 Y/nm\(^2\) for high energy GBs\(^a\)) despite the less favorable ionic size. Experimental energy-dispersive X-ray measurements\(^{37}\) indicate 4.5 ± 0.9 La/nm\(^2\) in a La saturated \(\alpha\)-alumina and 4.4 ± 1.5 Y/nm\(^2\) in a Y saturated \(\alpha\)-alumina. A notable difference between experiments and calculations is that solubility limits for La and Y are very similar in experiments, whereas calculations predict a much higher La solubility. This may be due to the limited number of grain boundaries investigated in our simulations as well as the effect of impurities in the experimental data. Despite these discrepancies, the agreement between experimental and calculated solubilities is quite good, the calculated values being within the experimental spread.

Based on these results it is possible to explain experimental observations for the effect of Y and La dopants. Both dopants are known to decrease grain growth during sintering\(^{42,43}\) and increase the high-temperature creep resistance\(^{44-49}\) of \(\alpha\)-alumina. Grain boundary segregation rather than second phase precipitation is the cause of these effects, as they occur below the solubility limit.\(^{43,46,47,50}\) Initial suggestions that La dopants promote the formation of low-energy, low-\(\Sigma\) boundaries could not be substantiated\(^{38}\) and the prevalent opinion in recent literature is that both dopants reduce grain boundary diffusion\(^{31,38,47,48}\) and grain boundary dislocation climb/slide\(^{39,49}\) due to site blocking. Due to the higher segregation energy calculated here and elsewhere\(^{35,36}\) the interface concentration of La at the same overall dopant concentration and grain size is expected to be higher than for Y. Also the larger La ion should intuitively be more effective at blocking diffusion paths and dislocation motion. Experimental studies however indicate that below the solubility limit and at the same dopant concentration and sintering conditions, La and Y doped samples have approximately the same grain size.\(^{33,46,47}\) The effect on creep resistance is also reported to be either very similar\(^{45,46}\) or even less for La than for Y.\(^{47}\) From the present results two possible indications as to why La is not more effective than Y can be gained. Firstly the tendency of La to form a continuous layer at low energy grain boundaries rather than to disrupt regular low energy columns and patterns as reported for Y\(^{6,21}\) might make La dopants less effective in reducing grain boundary diffusion. Secondly the lower La–O coordination number (\(\leq 6\)) (see Supplementary Information, Table S1) compared to the one for Y–O of about \(7\)\(^{6,21}\) is likely to increase the mobility of La dopants in all grain boundaries thus decreasing their efficiency in reducing grain boundary diffusion and dislocation mobility.

### Table 2

<table>
<thead>
<tr>
<th>((h \ k \ -m))</th>
<th>Surfaces</th>
<th>Grain boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\Gamma_{\text{Emis}}) [nm(^{-2})]</td>
<td>(\Gamma_{\text{eq}}) [nm(^{-2})]</td>
<td>(\Sigma)</td>
</tr>
<tr>
<td>(0 0 -1)</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>(0 1 -2)</td>
<td>2.85</td>
<td>4.08</td>
</tr>
<tr>
<td>(1 1 -2)</td>
<td>–</td>
<td>9.30</td>
</tr>
<tr>
<td>(1 1 -3)</td>
<td>3.42</td>
<td>12.17</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>2.95</td>
<td>5.70</td>
</tr>
<tr>
<td>(1 0 -0)</td>
<td>–</td>
<td>9.26</td>
</tr>
<tr>
<td>(1 0 -1)</td>
<td>–</td>
<td>8.80</td>
</tr>
<tr>
<td>(2 2 -3)</td>
<td>–</td>
<td>8.33</td>
</tr>
<tr>
<td>(1 1 -0)</td>
<td>–</td>
<td>11.02</td>
</tr>
<tr>
<td>Avg</td>
<td>–</td>
<td>7.63</td>
</tr>
</tbody>
</table>

\(\Sigma\) boundaries shows a clear dependence on the ionic radius. While both dopants have a lower tendency for grain boundary segregation shows a clear dependence on the ionic radius. Both have smaller ionic radii than Lanthanum (Gd = 0.94 Å, Ref. 34), Yb being even smaller than Y. The expected segregation and bulk solubility for Gd is thus intermediate to La and Y, while Yb should be the most soluble. Predicted surface \(\Delta H_{\text{seg}}\) are for Gd (? ? 2 eV) and Yb (? ? 6 to ? 1 eV) while grain boundary \(\Delta H_{\text{seg}}\) varied between ? 6 and ? 1 eV for both dopants. Comparing these results to the larger La ion, surfaces segregation shows a clear dependence on the ionic radius. While both dopants have a lower tendency for grain boundary...
segregation than La, there is no clear size effect between Gd and Yb.

The predicted average solubility (Table 3) for surfaces is 4.54 Gd/nm$^2$ and 4.86 Yb/nm$^2$. The solubility limit was not reached with the maximum number of Yb dopants for the (2 2 3) surface, therefore only a lower bound can be given. The predicted average solubility over all grain boundaries is 2.15 Gd/nm$^2$ and 2.54 Yb/nm$^2$ or 4.96 Gd/nm$^2$ and 5.30 Yb/nm$^2$ if only the subset of high-$\Sigma$, high-energy boundaries ((1 1 0), (1 1 3) and (2 2 3)) is considered. As expected, the smaller Yb has a higher solubility than Gd. The dopant/Al ratio in a 1 nm thick segregation layer was determined experimentally to be $0.11 \pm 0.02$ for both dopants.$^5$

This would correspond to a solubility of 2.75 nm$^{-2}$ for a GB with segregation layers in each half-crystal, which compares reasonably well with the solubilities predicted in the present study.

It is interesting to note that minimum energy interfacial coverages $\Gamma_{\text{Emis}}$ (Table 3) are not observed for the same surfaces for both dopants ((1 1 2) and (1 0 1) respectively). This indicates surface segregation to be governed not only by dopants ionic size but also the interaction of the dopants with their environment, i.e., complexation. For Yb dopants an additional GB shows a $\Gamma_{\text{Emis}}$ compared to Gd, indicating that the smaller dopant is more easily accommodated. The formation of patterns seems to be absent for Gd and Yb as it was for La. However for both dopants the same minimum energy configuration at 8.55 cat/nm$^2$ on the $(\Sigma 0 1 2)$ GB, corresponding to a dopant layer formation as shown for La in Fig. 5 is observed. Despite this similarity, La is much more soluble in surfaces than both Gd and Yb, whereas for grain boundaries Gd is the least soluble dopant followed by La and Yb. Again the ionic size does not seem to be the only parameter controlling solubility, the stability of the stable dopant oxide phase is likely to be playing an important role as well.

Gd is predicted to have a lower GB concentration than La and being smaller is expected to be less efficient at blocking diffusion sites and dislocation motion in the boundary. Yb on the other hand has a higher concentration than La but is significantly smaller. Concentration and site blocking effects will therefore counterbalance each other, making it difficult to conclude on the expected efficiency of Yb compared to La.

### 3.4. Magnesium segregation

Magnesium is the only aliovalent dopant ($\text{Mg}^{2+}$ vs. $\text{Al}^{3+}$) considered in this study. The net charge is kept neutral by creating a charge compensating oxygen vacancy for every two Mg ions substituted for Al. The size of $\text{Mg}^{2+}$ in six fold coordination (0.72 Å, Ref. 34) albeit smaller than lanthanides is still larger than the aluminum ion. Grain boundary$^{51-53}$ and surface$^{54-57}$ segregation of Mg still occurs, the extent being less pronounced than for the larger elements considered above. Experimental values for the Mg bulk solubility in $\alpha$-alumina vary substantially; the most recent value found in the literature (132 ± 11 ppm at 1600 °C) was measured using a wavelength dispersive spectroscopy,$^{51}$ whereas Roy and Coble$^{58}$ reported a solubility limit of 300 ppm at 1630 °C based on spectrochemical analysis.

The calculated $\Delta H_{\text{seg}}$ for magnesium lie between $-5.5 \text{ eV}$ and $-2.0 \text{ eV}$ for surfaces and between $-4.0 \text{ eV}$ and $-1.5 \text{ eV}$ for grain boundaries. These energies are of a lesser magnitude than those of lanthanide dopants, indicating indeed less pronounced segregation.

Energies for configurations with the same dopant concentration have a much more continuous spectrum than for the lanthanide elements. This is due to a rather weak binding between the vacancies and dopants, allowing for many possible arrangements within the segregation layer. As a result no particular dopant/vacancy configuration with a much lower energy exists and diffusive interchange between different vacancy and Mg sites should be rapid. Mg doping will therefore result in a high concentration of mobile ions in the segregation layer of about $\approx 5 \text{ Å}$ around the interface. This is consistent with the fact that Mg was shown to increases both grain growth and densification rate during the early stages of sintering.$^{59}$ The former is likely due to increased surface diffusion,$^{59,60}$ whereas the latter is attributed to an increase in grain boundary diffusion,$^{59}$ which would also explain the increase in creep rate at high temperatures.$^{48,61}$

Most $\Delta H_{\text{seg}}(x_i)$ curves continually become more positive with increasing dopant concentration (dashes in Table 4), with the exception of the $\Sigma 3$ (1 0 0) and the $\Sigma 11$ (1 0 1) grain boundaries (Table 4). The coordination of the Mg ions of these two minima was compared to possible MgO and MgAl$_2$O$_4$ precipitates (see Supporting Information Table S3). Just as for La the minimum energy structures, (complexions) do not seem to closely resemble any of the possible precipitates, the Mg–O environment being quite close to MgO, while the Mg–Mg environment is closer to MgAl$_2$O$_4$. It is however interesting to note that the calculated Mg–O coordination number is lower than the one for La–O, which will further contribute to a higher mobility compared to La dopants and thus to higher diffusion rates.$^{21}$

The average predicted equilibrium solubility given in Table 4 is 4.32 Mg/nm$^2$ for surfaces and 2.18 Mg/nm$^2$ for grain boundaries (2.61 Mg/nm$^2$ for high-energy, high-$\Sigma$ grain boundaries – see Supporting Information Table S4 for coordinative environment). This is considerably lower than the values calculated for La but is close to the predicted solubility for Y.$^5$ There is agreement with the fact that high energy boundaries more easily accommodate dopants in various complexions, whereas low energy boundaries are more prone to second phase precipitation.$^3$ Solubilities found in the literature are similar with 2–3 Mg/nm$^2$ at 1600 °C.$^{51}$ Mg enrichment ($x_i/x_o$) was reported to be 400 within a grain boundary region of 1 nm in Mg saturated $\alpha$-alumina.$^{53}$ Depending on whether a bulk saturation concentration of 132 ppm$^{51}$ or 300 ppm$^{58}$ is considered, this would correspond to a grain boundary concentration of 2.5 Mg/nm$^2$ or 5.7 Mg/nm$^2$ respectively. The agreement between predicted and measured grain boundary solubilities is therefore reasonably good when considering again the more general subset of high-energy, high-$\Sigma$ boundaries and the lower bulk solubility. Below the solubility limit these high-energy boundaries thus
As discussed above, highly special low $\Sigma$, low energy grain boundaries represent only a small percentage of the total GB population in real microstructures. Therefore for the calculation of nominal solubilities representative of real microstructures, only the three high-energy, high-$\Sigma$ grain boundaries $\Sigma 93$ (11 0 1), $\Sigma 13$ (11 1 3) and $\Sigma 43$ (2 2 3) were considered. To limit the number of possible dopant configurations per unit cell, segregation was assumed to be limited to the 12 lowest energy sites for Y and Mg, and the 18 lowest energy sites for oxygen vacancies. As $\Gamma_{\text{sat}}$ is higher for La, the 30 lowest energy sites were considered. The temperature was considered to be 1600°C for all calculations.

### 3.5. Nominal solubility of dopants in a ceramic microstructure

As can be seen from the results for Y segregation at the $\Sigma 93$ (11 1 0) grain boundary shown in Fig. 6a, the Monte Carlo results closely follow the minimum of the energy minimization results at all relevant concentrations. The plateau at the very left is due to the lower limit of achievable concentrations as represented by a single dopant per simulation cell. The resulting curve (Fig. 6b) of the grain boundary cationic ratio as a function of the bulk cationic ratio shows that at low bulk concentrations, the grain boundary concentration changes only very little, whereas at high dopant concentration, which are most relevant in experiments, a rapid increase in interfacial dopant concentrations is observed.

3.5.1. Yttrium

As can be seen from the results for Y segregation at the $\Sigma 93$ (11 1 0) grain boundary shown in Fig. 6a, the Monte Carlo results closely follow the minimum of the energy minimization results at all relevant concentrations. The plateau at the very left is due to the lower limit of achievable concentrations as represented by a single dopant per simulation cell. The resulting curve (Fig. 6b) of the grain boundary cationic ratio as a function of the bulk cationic ratio shows that at low bulk concentrations, the grain boundary concentration changes only very little, whereas at high dopant concentration, which are most relevant in experiments, a rapid increase in interfacial dopant concentrations is observed.

### Table 3

Minimum energy interface concentration ($\Gamma_{\text{Emin}}$) and equilibrium interface concentration ($\Gamma_{\text{eq}}$) for Gd and Yb dopants at alumina surfaces and grain boundaries. For interfaces with a dash, a continuous increase in energy is observed, for those marked with a * the curve decreased and flattened out but no clear minimum in energy was discernable.

<table>
<thead>
<tr>
<th>(h k m)</th>
<th>Surfaces</th>
<th>Grain boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Gamma_{\text{Emin}}$ [nm$^{-2}$]</td>
<td>$\Gamma_{\text{eq}}$ [nm$^{-2}$]</td>
</tr>
<tr>
<td>(0 0 1)</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>(0 1 2)</td>
<td>2.85</td>
<td>0.00</td>
</tr>
<tr>
<td>(1 1 2)</td>
<td>–</td>
<td>5.72</td>
</tr>
<tr>
<td>(1 1 3)</td>
<td>2.57</td>
<td>3.45</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>2.95</td>
<td>4.74</td>
</tr>
<tr>
<td>(1 0 0)</td>
<td>–</td>
<td>9.65</td>
</tr>
<tr>
<td>(1 0 1)</td>
<td>3.24</td>
<td>6.23</td>
</tr>
<tr>
<td>(2 2 3)</td>
<td>–</td>
<td>4.67</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>–</td>
<td>6.43</td>
</tr>
<tr>
<td>Avg</td>
<td>4.54</td>
<td>&gt;4.86</td>
</tr>
</tbody>
</table>

$\gamma_{\text{doped}} \approx \gamma + \Gamma \Delta H_{\text{seg}}$

This elimination of high energy boundaries by Mg doping was also observed in experiment and may be one of the reasons for the suppression of abnormal grain growth, which is the main effect of Mg on the microstructure. Another reason for abnormal grain growth suppression by Mg is solute drag due to the segregated dopants/vacancies and above the solubility limit also grain boundary pinning by precipitates. In addition pore attachment to grain boundaries is enhanced by increased interface diffusion rates, further inhibiting abnormal grain growth.

### Table 4

Minimum energy dopant ion concentration ($\Gamma_{\text{Emin}}$) and estimated solubility ($\Gamma_{\text{eq}}$) for different Mg doped α-alumina surfaces and mirror twin grain boundaries. For interfaces with a dash, a continuous increase in energy is observed, for those marked with a * the curve decreased and flattened out but no clear minimum in energy was discernable.

<table>
<thead>
<tr>
<th>(h k m)</th>
<th>Surfaces</th>
<th>Grain boundaries</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Gamma_{\text{Emin}}$ [nm$^{-2}$]</td>
<td>$\Gamma_{\text{eq}}$ [nm$^{-2}$]</td>
</tr>
<tr>
<td>(0 0 1)</td>
<td>*</td>
<td>–</td>
</tr>
<tr>
<td>(0 1 2)</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>(1 1 3)</td>
<td>–</td>
<td>4.78</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>–</td>
<td>5.80</td>
</tr>
<tr>
<td>(1 0 0)</td>
<td>–</td>
<td>0.00</td>
</tr>
<tr>
<td>(1 0 1)</td>
<td>–</td>
<td>11.11</td>
</tr>
<tr>
<td>(2 2 3)</td>
<td>–</td>
<td>3.66</td>
</tr>
<tr>
<td>(1 1 0)</td>
<td>–</td>
<td>9.21</td>
</tr>
<tr>
<td>Avg</td>
<td>4.32</td>
<td>–</td>
</tr>
</tbody>
</table>
first observation is that the calculated nominal solubility (solid black curve) is slightly lower than the experimentally observed values. Besides errors on the calculated segregation energies, a possible source for this deviation could be the grain shape in real microstructures, which will neither be truncated octahedrons nor mono-disperse, leading to slight differences in specific grain boundary area. Furthermore sintering temperatures, cooling rates and impurities influence the solubility limit and may result in differences. The restriction of segregation to the 12 lowest energy sites could be another reason for the low solubility. In order to test this hypothesis all sites within 3 Å of the grain boundary (grain boundary width of 6 Å) were considered as possible segregation sites. While still only the 12 lowest are significant for the calculation of the mean segregation energy (much higher occupation due to their lower energy) the resulting solubility limit is now above the experimentally observed values (solid grey curve in Fig. 7). This illustrates the importance of these higher energy sites and the problem of overestimating configurational entropy by segregation theories based on sites of equal energy such as the Mackrodt and Tasker theory (see also Supporting Information S6). Theories based on simple dopant–dopant interactions are also likely to be inadequate for alumina grain boundaries.

Another interesting observation is that while the present truncated octahedron model predicts an inversely linear dependence of the nominal solubility on the grain size, the experimental observations seem to follow a curve which depends on the grain size to the power of $-0.76$. The inverse linearity of the model is due to the dependence of the specific grain boundary area on the grain size. It has to be noted that any other possible grain shape model (i.e. sphere, ellipsoid, or cube) would lead to the same inverse linear dependence. It is possible however that the grain shape and size distribution changes as a function of grain size, leading to a different specific grain boundary area. As experimental data points were collected from several different sources, it is also possible that experimental parameters such as impurity level, porosity, sintering temperatures or cooling rates lead to slight variations in solubility.

3.5.2. Magnesium

As mentioned above, for Mg different bulk solubilities were reported. Fig. 8 therefore contains a solubility curve calculated with the lower solubility (132 ppm) reported by Miller et al. (dashed grey line), as well as one computed using the higher (300 ppm) bulk solubility by Roy and Coble (solid black line). Also shown are experimental observations of conditions under which precipitation was or was not observed. The calculated solubility using this value is slightly higher than experimental observations. Apart from possible differences between calculation and experiment already covered in the discussion of the Y results and the uncertainty on the Mg bulk solubility there is a further explanation for the predicted high solubility: Eq. (4), which was used for...
Table 5
Grain boundary concentration, enthalpy of segregation and grain boundary energy for the calculated grain boundary solubility limit for Y, La and Mg dopants in the three more general high-energy, high Σ boundaries.

<table>
<thead>
<tr>
<th>Interface</th>
<th>Pure</th>
<th>Y</th>
<th>La</th>
<th>Mg</th>
</tr>
</thead>
<tbody>
<tr>
<td>Σ13 (1 1 3)</td>
<td>2.42</td>
<td>1.93</td>
<td>-2.67</td>
<td>1.60</td>
</tr>
<tr>
<td>Σ93 (1 1 0)</td>
<td>2.87</td>
<td>1.29</td>
<td>-3.07</td>
<td>2.24</td>
</tr>
<tr>
<td>Σ43 (2 2 3)</td>
<td>2.95</td>
<td>4.12</td>
<td>-2.18</td>
<td>1.51</td>
</tr>
</tbody>
</table>

Fig. 8. Calculated nominal Mg solubility limit for different grain sizes along with experimental values taken from Ref. 53,60,69–74. The black continuous curve was calculated considering the Mg–Ovac–Mg cluster to segregate as one entity. The grey curves were calculated for a completely dissociated Mg–O vac–Mg cluster. Continuous curves were calculated for a bulk solubility of 300 ppm, the dashed line with a bulk solubility of 132 ppm.

In Fig. 8 results for dissociated defect clusters obtained with Eq. (10) for bulk solubilities of both 300 ppm (solid grey curve) and 132 ppm (dashed black curve) are shown. While this inclusion of configurational entropy for the oxygen vacancies results in slightly lower solubilities, the effect is small and cannot fully account for the difference between simulation and experiment.

3.5.4. Consequences for microstructure development

Table 5 summarizes grain boundary concentrations, enthalpies of segregation and grain boundary energies calculated using Eq. (9) for the three more general high-energy boundaries. It is very interesting to note that for some of the Mg and La doped grain boundaries the grain boundary energy turns negative. Although Eq. (9) is only approximate and according to Fig. 8 the Mg grain boundary concentration is likely to be overestimated, the magnitude of these changes as shown in Fig. 9. Comparison of the calculated curves with experimental precipitation/no precipitation data points indicates a bulk solubility of La between $10^{-6}$ and $10^{-7}$ ppm, which essentially means that La is not soluble in perfect bulk α-Al₂O₃. In real crystals La solubility is likely to be higher due to the presence of impurities and intrinsic crystalline defects, such as vacancies and dislocations. Given the size of La (1.03 Å), which is nearly double that of Al (0.54 Å), the limited solubility in perfect α-Al₂O₃ single crystals seems reasonable. However more experimental data would be necessary to assess the accuracy of the predicted La bulk solubility.

3.5.3. Lanthanum

As already mentioned, for La the bulk solubility is not known and available experimental data is scarce. Therefore the nominal solubility has been calculated for a range of bulk solubilities from $10^{-6}$ to $10^{-7}$ ppm (see Supplementary Information section S6).
indicates that these particular grain boundary structures or complexions are highly favorable and that their proportion in the microstructure should increase. A maximization of grain boundary area will occur by adoption of a finer microstructure, thus maximizing the specific grain boundary area. Below the solubility limit, this effect will complement the well-known solute drag effect in reducing (and possibly even inverting) grain growth. The increase in grain boundary energy anisotropy however is also likely to result in the growth of anisotropic grains.

4. Conclusions

In the first part of this work segregation of some of the industrially most relevant dopants towards surfaces and grain boundaries in alumina was investigated by means of energy minimization calculations. Where available the results are in good agreement with experimental findings. The investigated lanthanide elements (La, Gd, Yb) show a strong tendency for segregation and their mechanism on microstructure development in alumina may be understood in terms of blocking of diffusion sites as well as dislocation motion in the grain boundary region. La, Gd and Yb show a tendency for formation of complete layers at low-energy, low Σ grain boundaries, as opposed to previously reported patterns for the slightly smaller Y.6,21 For more general grain boundaries these high concentrations are not observed although local minima may exist.

Magnesium being much smaller shows a lower tendency for segregation and charge compensating oxygen vacancies are only loosely bound to Mg ions. This explains the experimentally observed role of Mg to enhance diffusion, as dopant segregation will result in a high concentration of mobile diffusion vehicles in the grain boundary region. The suppression of abnormal grain growth due to Mg segregation can be rationalized by the stronger tendency for segregation to high-energy grain boundaries, thus lowering their grain boundary energy and leading consequently to less anisotropic interfacial energies and more equiaxed grains.

None of the segregated dopants adopt structures matching any of the possible precipitate phases. This indicates that segregation layers will not directly act as nucleation sites for second phase precipitates but are rather the thermodynamically stable structure (complexion) for the respective type of grain boundary and dopant concentration.

Based on the energy minimization results a Monte-Carlo based approach has been developed to assess the nominal solubility of Y, La and Mg dopants as a function of the grain size and bulk concentration. When considering only high-Σ boundaries, which should be more representative for general grain boundaries in an alumina microstructure, a reasonable agreement with experiment is obtained for Y, La and Mg. The model hence allows a prediction of nominal solubilities for doped ceramics and will be useful in optimizing dopant concentrations. The Monte-Carlo model also represents an important step in linking atomistic simulation results on isolated grain boundaries to experimental results obtained for real microstructures.
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