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Abstract
Electrical contactors are relays for interputing high currents (up to 2000 A). They consist of three
main distinct parts: the low voltage circuit, the high voltage circuit and the linear actuator that
moves the contact. The purpose of this thesis is to design, optimize and control the moving part
of a linear actuator without external sensor.

Indeed, it is very important to control the closing speed of the actuator in order to minimize the
contacts wear. The speed should not be too fast so as not to damage the silver contacts at the
impact and not too slow to avoid multiple arcs, which erode the contacts.

The thesis is divided into different themes: the sensorless position detection, the optimization of
the actuator, the signal processing of the position and the speed by adapting the Kalman filter,
and finally the sensorless speed control of the actuator’s moving part.

Industrial constraints impose, for reasons of cost, a position detection without sensor. To do this,
a high frequency signal (1250 Hz), named scan current, is superimposed to the one that drives
the actuator’s moving part. Then, the total current is filtered to obtain only the scan current. Its
amplitude depends on the position because the inductance of the actuator windind varies greatly
with the value of the airgap. It is therefore possible to detect the position using only the provided
low voltage circuit.

The optimization of the actuator is made by combining genetic algorithms and finite element
modeling (FEM). The first objective to be achieved by the optimizer is to minimize the material
cost of the actuator. Then, knowing the minimum price of the actuator, the cost becomes a
constraint when optimizing for the best position detection. The optimal configuration presented
in the thesis promotes the variation of inductance versus the position and thus allows the best
position detection following the constraints defined by the specifications.

The speed of the moving part is the derivative of the position but as this signal is noisy, the
resulting speed is not exploitable as it is. Because the memory of the microcontroller is limited,
an adapted Kalman filter method, simple and appropriate, is developed to allow filtering of the
position and speed.

Finally, the study of the speed control is first simulated using Matlab-Simulink in order to test
different control strategies in both open and closed loops. They are then verified on the test bench
with the industrial contactor and the optimized one.

The results allow the validation of the different levels of the method of design, optimization and
sensorless control of a linear actuator.
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Résumé
Les contacteurs électriques sont des relais permettant d’interrompre de forts courants (jusqu’à
2000 A). Ils sont constitués de trois parties principales distinctes : le circuit basse tension, le
circuit haute tension et l’actionneur linéaire qui permet de déplacer les contacts. L’objet de cette
thèse est de concevoir, d’optimiser et de contrôler sans capteur externe la partie mobile d’un
actionneur linéaire.

En effet, il est très important de contrôler la vitesse de fermeture de l’actionneur pour pouvoir
minimiser l’usure des contacts. La vitesse ne doit pas être trop rapide afin de ne pas détériorer les
contacts en argent à l’impact, ni trop lente pour éviter de multiples arcs électriques qui éroderaient
les contacts.

La thèse est divisée en différents thèmes : la détection de position sans capteur, l’optimisation de
l’actionneur, le traitement des signaux de position et de vitesse par une adaptation du filtre de
Kalman et, finalement, le contrôle sans capteur de la vitesse de la partie mobile de l’actionneur.

Les contraintes industrielles imposent, pour des raisons de coût, une détection de position sans
capteur. Pour ce faire, un courant haute fréquence (1250 Hz), dit de mesure, est superposé au
courant permettant la conduite de la partie mobile de l’actionneur. Ensuite, le courant total est
filtré pour n’obtenir que le courant de mesure. L’amplitude de celui-ci est dépendante de la
position car l’inductance de la bobine de l’actionneur varie fortement avec l’entrefer. Il est dès
lors possible de détecter la position en utilisant uniquement le circuit basse tension à disposition.

L’optimisation de l’actionneur est faite en combinant les algorithmes génétiques à la modélisation
par éléments finis (FEM). Le premier objectif que doit atteindre l’optimiseur est de minimiser le
coût matière de l’actionneur. Ensuite, connaissant le prix minimal de l’actionneur, le coût devient
une contrainte lors de l’optimisation pour une meilleure détection de la position. La configuration
optimale présentée dans la thèse favorise la variation de l’inductance en fonction de la position
et permet donc la meilleure détection de position selon les contraintes définies par le cahier des
charges.

La vitesse de la partie mobile est la dérivée de la position, mais ce signal étant bruité, la vitesse
résultante n’est pas du tout exploitable telle quelle. La mémoire du microcontrôleur étant limitée,
une méthode adaptée du filtre de Kalman a été développée pour permettre le filtrage de la position
et de la vitesse de manière simple et adéquate.

Pour finir, l’étude du contrôle de la vitesse a tout d’abord été simulée à l’aide de Matlab-Simulink
afin de pouvoir tester différentes stratégies de contrôle tant en boucle ouverte qu’en boucle fermée.
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Elles ont ensuite pu être vérifiées sur le banc de mesure avec le contacteur industriel, puis le
contacteur optimisé.

Les résultats permettent de valider les différents paliers de la méthode de conception, d’optimisa-
tion et de contrôle sans capteur d’un actionneur linéaire.

Keywords : Actionneur linéaire, conception pour l’auto-détection, algorithmes génétiques, opti-
misation, détection de position sans capteur, filtre de Kalman, contrôle de la vitesse.

x



Contents
Remerciements v

Abstract (English/Français) vii

List of figures xiii

List of tables xviii

1 Introduction 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Contactor and linear actuator . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.3 Sensorless versus self-sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.4 Thesis structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4.1 Design of the electromechanical actuator for its sensorless speed control
(Chapter 2) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.4.2 Sensorless position estimation for the electromechanical actuator (Chap-
ter 3) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.3 Adapted Kalman filter for filtering noisy position and speed signals
(Chapter 4) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4.4 Sensorless speed control of the electromechanical actuator (Chapter 5) . 5

2 Design of the electromechanical actuator for its sensorless speed control 7
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.3 Introduction to optimization for dynamical transient . . . . . . . . . . . . . . . . . 9

2.3.1 Problem definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.3.2 Optimization problem: definition . . . . . . . . . . . . . . . . . . . . . . . 11
2.3.3 Simultaneous optimization for different values of air gap . . . . . . . . . 13
2.3.4 Optimization methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.3.5 Gradient-based method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
2.3.6 Stochastic method . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3.7 Material cost optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2.4 Design for self-sensing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.4.1 Introduction to the method . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

xi



Contents

2.4.2 Industrial actuator specifications . . . . . . . . . . . . . . . . . . . . . . . . 24
2.4.3 Finite element methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.4.4 Design optimization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4.5 Prototyping and inductance measurement . . . . . . . . . . . . . . . . . . 33

2.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

3 Sensorless position estimation for the electromechanical actuator 37
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 37
3.3 Phenomena relevant to position detection . . . . . . . . . . . . . . . . . . . . . . . 41

3.3.1 Saturation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3.3.2 Eddy currents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
3.3.3 PWM and inductive sensor . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.3.4 Injection of a scan signal in the winding . . . . . . . . . . . . . . . . . . . 49

3.4 Determination of the scan voltage frequency . . . . . . . . . . . . . . . . . . . . . 50
3.4.1 Determination of the scan voltage frequency with the hold-in winding . . 50
3.4.2 Determination of the scan voltage frequency without the hold-in winding 53

3.5 Injection of the scan signal only . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.5.1 Power source and power electronic circuit . . . . . . . . . . . . . . . . . . 54
3.5.2 DSP switching logic . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.5.3 Amplitude and offset adjustment circuit . . . . . . . . . . . . . . . . . . . 57
3.5.4 DSP acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
3.5.5 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.6 Injection of the main current with the scan current . . . . . . . . . . . . . . . . . . 61
3.6.1 Pass-band filtering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
3.6.2 Amplitude and offset adjustment circuit . . . . . . . . . . . . . . . . . . . 64
3.6.3 DSP acquisition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.6.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

4 Adapted Kalman filter for filtering noisy position and speed signals 67
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
4.3 Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69

4.3.1 Problem definition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
4.3.2 Discrete Kalman filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
4.3.3 Adapted Kalman filter applied to a random constant . . . . . . . . . . . . 72
4.3.4 Adapted Kalman filter applied to actuator signals . . . . . . . . . . . . . . 73
4.3.5 Kalman filter with a constant K . . . . . . . . . . . . . . . . . . . . . . . . 75
4.3.6 Practical explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.3.7 Interpretation of factor K . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78
4.3.8 Comparison with sampling filter . . . . . . . . . . . . . . . . . . . . . . . . 78

4.4 Application of the filter to the prototype . . . . . . . . . . . . . . . . . . . . . . . . 78
4.4.1 Determination of the Kalman filter factors Kx and Kv . . . . . . . . . . . . 78

xii



Contents

4.4.2 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

5 Sensorless speed control of the electromechanical actuator 85
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.2 State of the art . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.3 Control strategies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

5.3.1 Open loop control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
5.3.2 Closed loop control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3.3 PI control of an a priori reference . . . . . . . . . . . . . . . . . . . . . . . 88

5.4 Simulink models of the industrial contactor . . . . . . . . . . . . . . . . . . . . . . 88
5.4.1 Simulink overall model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.4.2 The physical model of the linear actuator . . . . . . . . . . . . . . . . . . . 89
5.4.3 The dynamic equation of motion . . . . . . . . . . . . . . . . . . . . . . . 91
5.4.4 Regulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.5 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.5.1 Simulation results - Open loop control . . . . . . . . . . . . . . . . . . . . 97
5.5.2 Simulation results - Closed loop control . . . . . . . . . . . . . . . . . . . 101
5.5.3 Simulation results - PI control of an a priori voltage reference . . . . . . . 103

5.6 Experimental measurement on the industrial contactor . . . . . . . . . . . . . . . . 103
5.6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.6.2 Experimental results - Open loop control . . . . . . . . . . . . . . . . . . . 106
5.6.3 Experimental results - Closed loop control . . . . . . . . . . . . . . . . . . 107
5.6.4 Experimental results - PI control of an a priori voltage reference . . . . . 110
5.6.5 Sensorless results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.7 Experimental measurement on the prototype . . . . . . . . . . . . . . . . . . . . . 112

6 Conclusion 115
6.1 Main results and innovative contributions . . . . . . . . . . . . . . . . . . . . . . . 115
6.2 Future developments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
6.3 Perspectives . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

A Appendix 119
A.1 Reluctant and Hybrid prototypes . . . . . . . . . . . . . . . . . . . . . . . . . . . . 119
A.2 Results and comparison . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

B Appendix 125
B.1 Test bench . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.2 PCB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

Bibliography 133

Curriculum Vitae 135

xiii





List of Figures
1.1 Industrial contactor - Telemecanique LC1D150 . . . . . . . . . . . . . . . . . . . . 2
1.2 Contactor - view of the power contacts . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Linear actuator inside the contactor LC1D150 . . . . . . . . . . . . . . . . . . . . 2

2.1 Linear actuator - face view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.2 Linear actuator - side view . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
2.3 Airgap value versus time . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2.4 Mechanical load versus airgap value . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5 A function f of two variables with its global maximum (GM) and local maximum

(LM) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.6 Genetic algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
2.7 Evolution of the parameters during 3 different optimizations . . . . . . . . . . . . 20
2.8 Evolution of the configuration during the optimization 2 . . . . . . . . . . . . . . 21
2.9 Comparison between ∆L for different optimizations . . . . . . . . . . . . . . . . . 23
2.10 Mechanical scheme of the actuator . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.11 Springs resistance force versus the air gap . . . . . . . . . . . . . . . . . . . . . . . 26
2.12 Speed reference versus the air gap . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.13 Acceleration reference versus the air gap . . . . . . . . . . . . . . . . . . . . . . . 28
2.14 New configuration to optimize. The axial depth is L . . . . . . . . . . . . . . . . . 28
2.15 H-B curve of Fe-Si . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.16 Evolution of the configuration during the optimization . . . . . . . . . . . . . . . . 31
2.17 Winding inductance for four actuators . . . . . . . . . . . . . . . . . . . . . . . . . 32
2.18 Solidwork model of the prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
2.19 The different optimization on the paretto curve . . . . . . . . . . . . . . . . . . . . 34
2.20 Optimal actuator prototype . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
2.21 Comparison of impedance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
2.22 Comparison of inductance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

3.1 Industrial contactor - Telemecanique LC1D150 . . . . . . . . . . . . . . . . . . . . 38
3.2 Linear actuator inside the contactor LC1D150 . . . . . . . . . . . . . . . . . . . . 38
3.3 Fe-Si saturation curve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
3.4 Justification of the negligible impact of Rv . . . . . . . . . . . . . . . . . . . . . . 43
3.5 BH curve and saturation consequences . . . . . . . . . . . . . . . . . . . . . . . . . 44

xv



List of Figures

3.6 Inductance versus airgap value and saturation consequences . . . . . . . . . . . . 45
3.7 Eddy current influence on the inductance . . . . . . . . . . . . . . . . . . . . . . . 46
3.8 R i and L · di

d t versus position . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.9 Influence of inductance on the current rise and fall in a PWM . . . . . . . . . . . 47
3.10 Electronic noise in the current at the actuator’s input . . . . . . . . . . . . . . . . . 48
3.11 superimposition of main and scan signals . . . . . . . . . . . . . . . . . . . . . . . 49
3.12 Mechanical diagram of the actuator . . . . . . . . . . . . . . . . . . . . . . . . . . 50
3.13 Winding impedance Z versus the frequency f . . . . . . . . . . . . . . . . . . . . 51
3.14 Relative difference of current versus the frequency for two extreme positions . . 52
3.15 Current at extreme positions versus the frequency . . . . . . . . . . . . . . . . . . 52
3.16 Winding impedance Z versus the frequency f . . . . . . . . . . . . . . . . . . . . 53
3.17 Winding current i versus the frequency f . . . . . . . . . . . . . . . . . . . . . . . 54
3.18 Position detection electronic circuit (for scan current only) . . . . . . . . . . . . . 55
3.19 Scan current for two extreme positions . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.20 Principle of PWM generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
3.21 Two inversed sinusoidal PWM with a band-gap . . . . . . . . . . . . . . . . . . . . 56
3.22 Scan current measured with the DSP (4096 = 3.3 V) . . . . . . . . . . . . . . . . . 58
3.23 Sliding window and S calculation (δ = 10 mm) . . . . . . . . . . . . . . . . . . . . 59
3.24 Sum of square difference to the average . . . . . . . . . . . . . . . . . . . . . . . . 60
3.25 Comparison with an external sensor . . . . . . . . . . . . . . . . . . . . . . . . . . 60
3.26 50 Hz sinus approximation of the main current . . . . . . . . . . . . . . . . . . . . 61
3.27 Current in the contactor with main signal . . . . . . . . . . . . . . . . . . . . . . . 62
3.28 Filter with amplitude and offset adjustment circuit . . . . . . . . . . . . . . . . . . 62
3.29 Sallen-Key band-pass filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.30 Transfer function of the filter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.31 Visualization of amplitude and offset adjustment . . . . . . . . . . . . . . . . . . . 64
3.32 Sum of square difference to the average . . . . . . . . . . . . . . . . . . . . . . . . 65
3.33 Comparison with an external sensor . . . . . . . . . . . . . . . . . . . . . . . . . . 66

4.1 Comparison between the speed reference and the real speed . . . . . . . . . . . . 70
4.2 Noisy position of the mover versus time . . . . . . . . . . . . . . . . . . . . . . . . 70
4.3 Speed after deriving the signal from Fig. 4.2 . . . . . . . . . . . . . . . . . . . . . 71
4.4 Filtering of a random constant using the adapted Kalman filter (x = 10.5 mm) . . 73
4.5 Filtering of a non-constant signal using the adapted Kalman filter . . . . . . . . . 74
4.6 Filter with slope correction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.7 Kalman filter factor K versus time . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
4.8 Adapted Kalman filter with constant K . . . . . . . . . . . . . . . . . . . . . . . . 76
4.9 Determination of K with the least square method . . . . . . . . . . . . . . . . . . . 76
4.10 Kalman filtering explanation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
4.11 Filtered position on 32 points . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
4.12 Speed comparison between Kalman and sampling filter on the position . . . . . . 79
4.13 Speed comparison between Kalman and sampling filter on the speed . . . . . . . 80

xvi



List of Figures

4.14 10% speed offset around the reference . . . . . . . . . . . . . . . . . . . . . . . . . 81
4.15 Least square method for determination of Kx and Kv . . . . . . . . . . . . . . . . . 82
4.16 Kalman filter of position and speed with a 10% offset around the reference . . . . 82
4.17 Sampling filter of position and speed with a 10% offset around the reference . . . 83
4.18 Test bench measurement without filter . . . . . . . . . . . . . . . . . . . . . . . . . 83
4.19 Test bench measurement with Kalman filter . . . . . . . . . . . . . . . . . . . . . . 84

5.1 Block diagram of open-loop control . . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.2 Block diagram of closed-loop control . . . . . . . . . . . . . . . . . . . . . . . . . 87
5.3 Block diagram of closed-loop control (CL) of an a priori reference . . . . . . . . 88
5.4 Simulink model of the actuator and its speed control . . . . . . . . . . . . . . . . . 89
5.5 Physical model of the linear actuator . . . . . . . . . . . . . . . . . . . . . . . . . . 90
5.6 "lookup table" of forces simulated with Flux 2D . . . . . . . . . . . . . . . . . . . 90
5.7 I = f (U , x) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5.8 "lookup table" of the flux simulated with Flux 2D . . . . . . . . . . . . . . . . . . 91
5.9 The dynamic equation of motion

∫ tx
0

∫ tx
0 w d t 2 . . . . . . . . . . . . . . . . . . . . 92

5.10 A priori voltage reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.11 Closed-loop control . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.12 Closed-loop control (position derivation) . . . . . . . . . . . . . . . . . . . . . . . 94
5.13 Limits of the drive voltage . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.14 PI control and a priori voltage reference . . . . . . . . . . . . . . . . . . . . . . . . 96
5.15 PI delta . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
5.16 Forces versus air-gap values and current (2D) . . . . . . . . . . . . . . . . . . . . . 98
5.17 Current density reference Jr e f . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99
5.18 Industrial contactor - Speed after dynamical simulation . . . . . . . . . . . . . . . 99
5.19 Speed versus the position for both references . . . . . . . . . . . . . . . . . . . . . 100
5.20 Voltage versus the position for both references . . . . . . . . . . . . . . . . . . . . 101
5.21 Current versus the position for both references . . . . . . . . . . . . . . . . . . . . 101
5.22 Speed versus the time for both references . . . . . . . . . . . . . . . . . . . . . . . 102
5.23 Speed versus the position - CL control . . . . . . . . . . . . . . . . . . . . . . . . . 102
5.24 Voltage versus time - CL control . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.25 Voltage reference . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.26 Speed versus the position - Open-loop . . . . . . . . . . . . . . . . . . . . . . . . . 104
5.27 Speed versus the position - PI control . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.28 Voltage versus position during PI control . . . . . . . . . . . . . . . . . . . . . . . 105
5.29 Duty cycle limits of the drive voltage . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.30 Speed versus the position during closing - reference 1 . . . . . . . . . . . . . . . . 107
5.31 Speed versus the time - reference 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.32 Speed versus the position during closing - reference 2 . . . . . . . . . . . . . . . . 108
5.33 PWM’s duty cycle referencekpwm,r e f . . . . . . . . . . . . . . . . . . . . . . . . . 109
5.34 Speed versus the position during closing - PI control . . . . . . . . . . . . . . . . . 110
5.35 Speed versus the position - PI control of an a priori voltage reference . . . . . . . 111

xvii



List of Figures

5.36 Measurement of the controlled position . . . . . . . . . . . . . . . . . . . . . . . . 111
5.37 Measurement of the controlled speed . . . . . . . . . . . . . . . . . . . . . . . . . 112
5.38 Comparison between the scan signals of both prototype end industrial contactor . 113
5.39 Speed versus the position for the prototype . . . . . . . . . . . . . . . . . . . . . . 113

A.1 1st Configuration to optimize. The axial depth is e . . . . . . . . . . . . . . . . . . 120
A.2 2nd Configuration - The axial depth is e (1,4: iron, 2: copper, 3: plastic, 5: magnet)121
A.3 1st Configuration - The 20 best results . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.4 2nd Configuration - The 10 best results . . . . . . . . . . . . . . . . . . . . . . . . 123

B.1 Test bench . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125
B.2 PCB . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 126

xviii



List of Tables
2.1 Sampled position, acceleration and mechanical load . . . . . . . . . . . . . . . . . 13
2.2 Optimal actuator configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
2.3 Random 1st generation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.4 Evaluation and classification of the individuals . . . . . . . . . . . . . . . . . . . . 17
2.5 Best parents and children after crossover . . . . . . . . . . . . . . . . . . . . . . . 18
2.6 New generation after mutation and crossover . . . . . . . . . . . . . . . . . . . . . 18
2.7 Optimal configuration of the actuator for 3 optimizations . . . . . . . . . . . . . . 20
2.8 Optimal actuator configuration for material cost optimization . . . . . . . . . . . . 22
2.9 Optimal configuration of the actuator . . . . . . . . . . . . . . . . . . . . . . . . . 24
2.10 Load force due to the springs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.11 The optimal configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

A.1 The optimal 1st configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122
A.2 The optimal 2nd configuration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123

xix





1 Introduction

1.1 Introduction

The electrical contactors have existed since the early 20th century. Their duty was, as now, to
interrupt and establish current in an electrical circuit.

The power grid becoming denser and the industrial production accelerating, the electrical con-
tactor was increasingly important to the economy of industrialized countries. Gradually, the
contactors evolved from manual to automatic and then became increasingly more compact and
efficient. Until today, the electrical contactors operate in “all or nothing”, which means they are
open when not powered and closed when supplied. This power supply is constant and there is no
control over the speed of the moving part of the linear actuator, the mover, which is the motor of
the contactor, and over the impact when both parts, fixed and mobile, come into contact.

Schneider Electric has contacted the LAI at the end of the year 2007 with the objective to develop
a new generation of contactors with a sensorless speed control of the mover.

The overall goal is to have an actuator which is controllable in speed and position along the length
of the stoke between two extreme positions (open and contact closed). The objective is to control
the actuator speed profile and to get an optimal speed during closing. The impact between the
contacts has to be done with a speed sufficiently small to avoid rebounds, and large enough not to
generate unnecessary arcs. As it appeared not as crucial as for the closing, the opening is not
studied in this thesis. Finally, the actuator speed must be controlled without any position sensors.

1.2 Contactor and linear actuator

In this thesis, we will speak about contactor and linear actuator.

A contactor (Figs. 1.1 and 1.2) is an electrically controlled relay used for switching a power
circuit. A contactor is controlled by a circuit which has a much lower power level than the
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switched circuit. In the case of the contactor that we study in this thesis, the range of current that
the contactor has to switch can reach 2 kA and the circuit that drives the switch operates at a
voltage between 24 and 220 V for a current under 5 A.

Figure 1.1: Industrial contactor - Teleme-
canique LC1D150

Figure 1.2: Contactor - view of the power
contacts

The linear actuator (Fig. 1.1) is the “motor” of the contactor that drives the mover to pass from
the open position to the closed one and vice versa. It is the low power part of the contactor and is
the one that is studied in the thesis since it is the part that drives the speed of the mover.

Figure 1.3: Linear actuator inside the contactor LC1D150

2
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1.3 Sensorless versus self-sensing

As the specifications (which will be given in section 2.4.2) require a speed control without any
sensor, it is natural to speak about sensorless control. But, as the control is done with the only
information given by current and voltage in the winding, the winding itself can be regarded as an
internal sensor, we also can speak about self-sensing. In the thesis, even if the term “self-sensing”
is sometimes used for the optimization as it is known in literature as “design for self-sensing”,
the term “sensorless” is preferred and more often used.

1.4 Thesis structure

The thesis shows a complete method to design, optimize and control a linear actuator without any
external sensor and it is divided in 4 main chapters:

• Design of the electromechanical actuator for its sensorless speed control.

• Sensorless position estimation for the electromechanical actuator.

• Adapted Kalman filter for filtering noisy position and speed signals.

• Sensorless speed control of the electromechanical actuator.

1.4.1 Design of the electromechanical actuator for its sensorless speed control
(Chapter 2)

In this chapter, the main contribution is the static optimization for dynamical transients with
the objective to reduce the optimization calculation time. The idea is to take into account the
displacement by adding the force due to the acceleration Fma = mmob w to the load FL and
consequently to perform only static optimizations that resolve the following equation at different
chosen values of airgap:

Fem,x = mmob wx −FLx (1.1)

Where Fem is the electromechanical force, mmob the mass of the mover and w its acceleration.
The indication x corresponds to the values of airgap.

The final objective is to design a new configuration of actuator, the cheapest possible and designed
for self-sensing. In the first part of the chapter 2, in order to explain how to perform optimization
for dynamical transient, the mass is minimized and the optimization is performed at different
values of airgap. The system has to respect different constraints like speed reference, force,
dimension or current density.

Although the method is described using mass optimization, the chapter will end with design

3
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for self-sensing which is the second main contribution and uses inductance as a parameter for
the optimization. Design for self-sensing is performed in order not to minimize mass or cost
but to optimize position detection by maximizing the difference of inductance for two extreme
positions of the mover. We will see in chapter 3 that we use a secondary signal, named scan signal,
superimposed to the one that drives the mover in order to detect the position. The amplitude
difference of the scan signal is maximized, and consequently, the moverposition is better detected.
The basic configuration of the linear actuator is improved and the mass and the cost are not
objectives but constraints.

1.4.2 Sensorless position estimation for the electromechanical actuator (Chapter
3)

The first part of this chapter is a state-of-the-art of the different possibilities for sensorless position
detection. The chosen method is to superimpose to the main signal a scan signal which gives the
position information when filtered.

The demonstration is done on an industrial contactor (Schneider Electric - Telemecanique
LC1D150) and position detection is shown by moving manually the mover and comparing it with
the position measured with an external sensor.

This chapter describes how to practically perform the position detection using electronic filters
and a DSP that calculates the position of the actuator in the real time.

We will end the chapter by validating the method on the prototype designed and described in
chapter 2.

1.4.3 Adapted Kalman filter for filtering noisy position and speed signals (Chap-
ter 4)

When the position is detected, the goal is not reached yet. Actually, the measured position is
noisy and the resulting speed obtained when the measured position is derived, is unusable. This
chapter presents an adaptation of the Kalman filter that allows to filter a signal in real time by
comparing it to its reference without needing much memory and computing time.

The adaptation of the Kalman filter is applied to the position and the speed of the prototype’s
mover in order to have the best filtered signal. The filtered position is derived to obtain the speed
which is also filtered using the same method. The filter parameters are determined through Matlab
simulations by minimizing the difference between the real speed and the measured one.

4
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1.4.4 Sensorless speed control of the electromechanical actuator (Chapter 5)

In order to study the speed control, a Simulink model of a simple actuator is described. This
model allows testing of different control strategies in closed and open loops. The methods of
control are skimmed through and allow analyzing the different strategies and choosing the best
one for this application.

It is also shown that closed loop control during the closing is difficult to implement because the
control perturbs the scan signal. But a really efficient open loop control will be demonstrated
with the possibility to adapt the voltage reference to ensure, during the life time of the device, a
speed corresponding to the reference.

5





2 Design of the electromechanical actua-
tor for its sensorless speed control

2.1 Introduction

The scope of this chapter is to propose a method that enables the optimization of a linear
electromechanical actuator that takes into account constraints and dynamical transients. The
optimization is needed to design an actuator that allows the best sensorless position detection.
The method consists in sampling the dynamical transient profile in several different points in
which the Newton equation mw = ΣF is respected. It means that it is possible to transform a
dynamic problem in several static ones with the advantage to reduce significantly the optimization
time consumption. The first part of the chapter deals with the algorithms of the optimization and
is based on a theoretical actuator where the only objective is to minimize the mass. It allows
to introduce concepts like gradient-based and stochastic optimization, genetic algorithm and
sampling of transient profile in order to perform only static optimizations.

In the second part of the chapter we will present the position detection optimization. As we will
see in chapter 3, the difference of inductance between two positions of interest during the closing
of the actuator is the parameter to optimize. We will see how to choose the basic configuration and
how to optimize its parameters, which leads to a prototype. The measurements on the prototype
that verify if it fulfills the objectives will be done at the end of the thesis, in the chapter 5.

2.2 State of the art

The dynamic of linear actuators has been studied in the literature and it is a challenging problem.
Various authors present their solutions using analytical model of actuators.

[19] by doing several assumptions developed a mathematical model of a high-speed solenoid
valve that allows fast switching time. The objective is to develop a method for fast switching by
examining the parameters such as the dimensions of the actuator and winding or the number of
winding turns and their effects on the dynamic of the mover. By doing this, the author conclude
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with different statements on the applied voltage, the magnetic materials, the magnetic path length.
The method does not result in an optimized solution but gives indications how to improve the
existing system.

[4] studies the dynamic of linear actuators and handles the motion of the mover by using FEM
and by combining it with boundary element methods. The method is based on an analytical
model in which the author couples the electromagnetic, the external circuit and the mechanical
models. This advanced model is applied to different electromechanical devices and allows the
study of the influence of electrical, magnetic and mechanical parameters. [49] has developed a
dynamic simulator which allows the analysis of various dynamic transients of electromagnetic
actuators. It replaces the finite element method simulations by a fast calculation model where
the electromagnetic circuit and the mechanical system are described by differential equations.
These equations are solved by the Runge-Kutta method. In both articles, the configuration is
relatively simple and the model is complicated. There is no evidence by optimizing and thus
changing the configuration that the models are accurate enough to ensure the dynamic required
by the specifications of the present thesis.

[16] combines genetic algorithm with finite element method for the cost minimization of a
transformer. First, a novel external elitism strategy of the genetic algorithm associated with
variable crossover and mutation rates is introduced in order to improve the algorithm. Then, two
different models of transformers are described to finally obtain a global GA-FEM model that
finds the global optimum. The author has applied his method on various transformer designs and
has compared the results with those of deterministic optimizations. The conclusion is that the
GA-FEM converges to global optimum while the deterministic ones tend to get stuck in local
optima.

[8] uses deterministic methods with static and dynamic finite element simulations to optimize
the torque of a switched reluctance motor. The shape of the motor is firstly experimentally
designed. Then, deterministic methods are applied to obtain the optimal solution. The motor is
characterized by 2 parameters that are the rotor and stator pole arcs. First, the saturation is not
taken into account as the material is considered linear and the lateral flux leakages are neglected
in order to obtain the experimental design. Then, saturation and lateral flux leakages are taken
into account in the finite element simulations that compute the objective function. The method
is adapted to improve an already good configuration that is characterized by a small number of
parameters. The final configuration to optimize in our case is characterized by 9 parameters and
during the thesis we have worked with configurations characterized by more than 30 parameters.
Consequently the method is not applicable in our case.

[17] presented in 2010 the coupling of finite element method (FEM) with the Genetic Algorithm
in order to maximize the torque on an angular range from 0◦ to 100◦ of a limited-motion actuator
dedicated to the air flow regulation of an internal combustion engine. As in a similar paper
presented at IEMDC 2009 [30], the author uses Matlab and the free software FEMM to optimize
the motor. The method is different than ours because the GA is applied to an analytical model

8
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and after a first optimization a FEMM model is created and used in an optimization based on a
gradient-based algorithm in order to find a better solution. It is not very clear why the second
optimization with FEMM is necessary, apart from validating the analytical optimization especially
since the author speaks about global optimum after the GA optimization. The optimization is
completely static; the influence of the dynamic simulations to the design is considered in the
conclusion.

We tried to develop an analytical model in order to perform a gradient-based optimization. Indeed
the combination gradient-based optimization with FEM is difficult to perform because in order
to perform the derivation, simulations have to be done after slightly varying each parameters
and this induces numerical noise. [8] could manage the derivation on two parameters but, in
our case, because of the high number of parameters, between 9 and 31, it is absolutely not
possible, therefore the combination of deterministic optimization and finite element method is
not conceivable. As the analytical model was not possible to generate, we decided to combine
finite element method with a stochastic algorithm. Genetic algorithm has been well studied in the
laboratory during the past years, as it is described in the second part of the section 2.3.6, and we
naturally decided to use this algorithm to optimize the linear actuator.

The first scientific contribution that is presented in this chapter is the use of multiple static
simulations at chosen values of airgap that allows the optimization taking into account the required
dynamic transient. Indeed, the use of 5 static simulations instead of 1 dynamic simulation saves a
lot of calculation time.

The second contribution is the addition of penalties on the objective that allows taking into account
out-constraints simulations and thus allows better convergence to the optimal configuration. The
last contribution is the use of the optimization method to perform “Design for selfsensing”.
Indeed, as the objective of the thesis is to describe a method for design, optimization and
sensorless control of a linear actuator, the optimization has to improve the position detection of
the actuator. The mass and then the material cost that are the main objectives at the beginning of
the chapter, become constraints for the final optimization. Experimental results on the prototype
of the optimal configuration show that the position is better detected with the new configuration
than with the industrial one.

2.3 Introduction to optimization for dynamical transient

2.3.1 Problem definition

The theoretical electromechanical linear actuator that will be studied in the first part of this
chapter consists of a copper winding and two ferromagnetic parts. The winding and the U-shaped
ferromagnetic part form the stator (fixed part) and the other ferromagnetic part is the mover (Figs.
2.1 and 2.2). The current in the winding generates a flux in the iron which creates a force Fem

that tends to bring closer the stator and the mover (and to close the actuator). A mechanical load

9
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FL (which is created by a spring) counters Fem and tends to open the actuator. The airgap value x

varies between 1 mm (position closed) and 11 mm (position open). J is the current density in the
winding.

Figure 2.1: Linear actuator - face view
 

copper 

Figure 2.2: Linear actuator - side view

a, d , J and L are the free parameters. The densities of copper and iron are respectively 7700
kg/m3 and 8900 kg/m3. The iron is ideal. In order not to saturate the magnetic circuit, the flux
density B is limited to 1 T. For modeling and construction reasons, minimal value of parameters
a, d and L is 5 mm. For thermal reasons, the maximal current density Jmax is 15 A/mm2.

The objective is to minimize the actuator mass. The position profile (x(t ) in m) desired during
the closing of the actuator (Fig. 2.3) is given by:

x = 0.006+0.005cos
π

T
t (2.1)

with T = 10 ms. The mechanical load FL in N in function of x (Fig. 2.4) is given by:

FL = 12 ·107x3 −2 ·106x2 +2 ·103x +80 (2.2)

Those functions are arbitrarily defined; the goal is just to present the concept.

The mover speed v is given by:

v =−d x

d t
= 0.005π

T
cos

π

T
t (2.3)
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Figure 2.3: Airgap value versus time

and its acceleration w is:

w = d v

d t
= 0.005π2

T 2 sin
π

T
t (2.4)

2.3.2 Optimization problem: definition

The optimization problem is mathematically defined as follows. The global optimum of the
objective function f (x1, x2, . . . , xm) is to be determined, respecting:

• The free parameters limits (LU): x1L ≤ x1 ≤ x1U . . . xmL ≤ xm ≤ xmU

• The equality constraints (CE): hk (x1, x2, . . . , xm) = 0 with k = 1,2, . . . ,n

• The inequality constraints (CN): gl (x1, x2, . . . , xm) = 0 with l = 1,2, . . . ,o

The limits LU and constraints CE and CN define a domain D in the space (x1, . . . , xm). The
objective is to determine the global optimum of the function f on the domain D. In the case of
two variables, the LU define a rectangle, the CE define a line and the CN define a half-plane
bounded by a line.

11
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Figure 2.4: Mechanical load versus airgap value

Laboratoire d’Actionneurs Intégrés (LAI) EPF-Lausanne

Modélisation dynamique

Exercice 4: Optimisation
Partie A: Introduction théorique

L’optimisation sera présentée pour une fonction de deux variables ƒ = ƒ (1, 2) (Fig.
1). Pour plus que deux variables, les mêmes principes sont applicables. Les maxi-
mums seront cherchés, et les mêmes principes sont applicables pour chercher les
minimums.

1. La definition du problème

Le problème d’optimisation est mathématiquement défini comme suit.

Déterminer le maximum global de la fonction objective ƒ (1, 2) en respectant :
? les limites pour les variables (LU) : 1L ≤ 1 ≤ 1U et 2L ≤ 2 ≤ 2U
? les contraintes de type égalité (CE) : hk(1, 2) = 0 avec k = 1,2, ...,m
? les contraintes de type inégalité (CN) : g(1, 2) ≤ 0 avec  = 1,2, ..., n

(1)
Les limites LU et contraintes CE et CN définissent un domaine D dans le plan
(1, 2): les LU définissent un rectangle; les CE définissent une ligne; les CN définis-
sent un ’demi-plan’ délimité par une ligne.

Figure 1: Une fonction ƒ avec son maximum global (GM) et un maximum local (LM).

Le but est de déterminer le maximum global (la valeur maximale absolue) de la
fonction ƒ sur le domaine D. Les maximums locaux n’ont pas d’importance. On dit
qu’un point (′, y′) est un maximum local s’il existe un voisinage de ce point, qui se
trouve dans le domaine D, dans lequel ƒ (′, y′) > ƒ (, y) pour tous les points (, y).

1

Figure 2.5: A function f of two variables with its global maximum (GM) and local maximum
(LM)

The goal is to determine the global maximum GM (the maximal absolute value) of function f

on the domain D. Local maxima LM are not important. We can say that a point (x ′
1, . . . , x ′

m) is a
local maximum if there exists a neighbourhood of this point, which is located in the domain D, in
which f (x ′

1, . . . , x ′
m) > f (x1, . . . , xm) for all points (x1, . . . , xm).
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2.3. Introduction to optimization for dynamical transient

2.3.3 Simultaneous optimization for different values of air gap

As the optimizer has to take into account the dynamic transient during closing and not only at
one unique point, simultaneous optimization has to be done on several sampling points. In this
example, the mover trajectory is sampled between 0 and 10 ms with steps of 2 ms. It means
that there are 6 different values of airgap for which the actuator has to be optimized: sampled
accelerations w1 to w6 and the mechanical loads FL1 to FL6 are presented in Table 2.1.

Table 2.1: Sampled position, acceleration and mechanical load

t[s] 0 0.002 0.004 0.006 0.008 0.010
e[mm] 11 10.05 7.55 4.45 1.95 1

w[m/s2] 493.5 399.2 152.5 -152.5 -399.2 -493.5
FL[N] 19.72 19.91 32.78 59.83 77.16 80.12

2.3.4 Optimization methods

There are 2 kinds of optimization algorithms to optimize the actuator, the deterministic and
the stochastic optimization. Among the deterministic optimizations, there is the gradient-based
method, which is generally the most efficient method because the partial derivations of the
function f to optimize are analytically determined and the local maximum where 5 f = 0 is
directly found. Other deterministic optimizations such as the simplex method have not been
analyzed.

There are two main problems with the gradient-based optimization. First, the determined
maximum is local and not global, and the user will have to vary the initial conditions in order to
try to find the global optimum. Second, if the analytical model cannot be generated, the method is
difficult to use because all the parameters have to be derived numerically with FEM simulations.
These derivations introduce noise and it becomes almost impossible to avoid this noise when
dealinqg with a lot of parmeters which is our case (9 free parameters).

The other method is the stochastic one. There exist many stochastic optimization methods but
in this thesis the only one that is studied and used is the genetic algorithm (GA) because it is
the most convenient and intuitive. The genetic algorithm imitates the natural evolution: from a
randomly generated population of individuals, it creates successive generations by cross-overing
and mutating the chosen group of the best individuals. The basic GA is changed and improved,
as it will be explained in section 2.3.6.

With stochastic optimization, the problem of local versus global optimum does not exist anymore,
but the global one may or may not be reached. There are different termination conditions that
stop the optimization process. In our case, it stops when a fixed number of generations is reached.
This termination condition has the advantage to control the computation time, but generates a

13



Chapter 2. Design of the electromechanical actuator for its sensorless speed control

risk that the global optimum is not found. The advantage with GA and stochastic algorithms in
general is that it is possible to avoid analytical model by using finite element methods model.

2.3.5 Gradient-based method

Analytical model and constraints

One of the best gradient-based optimization software is ProDesign [10], which performs opti-
mization based on analytical model by automatic and symbolic treatment. The user provides
as inputs: the analytical model, the limits LU and constraints CE and CN, and also defines the
objective function. To begin the process of optimization, ProDesign also requires the initial
values of the free parameters.

The actuator analytical model, with the hypothesis described in section 2.3.1, is defined by the
following equations at the 6 different values of airgap (x = 1,2, . . . ,6):

Bx = µ0 Jx a2

2 ex
(2.5)

Fem,x = B 2
x

µ0
d L (2.6)

mi r = 4 di r L d (a +d) (2.7)

mco = dco a2 (2 L+2 d +a π) (2.8)

mmob = di r L d (a +2 d) (2.9)

where:

• B : the magnetic flux density [T]

• Fem : the electromechanical force [N]

• J : the current density [A/m2]

• mi r , mco: the mass of iron, copper parts [kg]

• di r , dco: the density of iron, copper [kg/m3]

14



2.3. Introduction to optimization for dynamical transient

The parameter limits (LU) are:

5 ·103 < a < 30 ·103 (2.10)

5 ·103 < d < 30 ·103 (2.11)

1 ·106 < J < 15 ·106 (2.12)

5 ·103 < L < 30 ·103 (2.13)

The inequality constraint (CN) is:

Bx < 1 T (2.14)

and the equality constraint (CE) is:

Femx = mmob wx +FLx (2.15)

The initial values for the input parameters are arbitrarily chosen as:

a = 25 ·10−3 m (2.16)

d = 20 ·10−3 m (2.17)

L = 20 ·10−3 m (2.18)

Jx = Jmax = 15 ·106 A/m2 (2.19)

The objective function is the actuator mass m which has to be minimized:

m = mi r +mco (2.20)

Results

Table 2.2 shows the parameters of the optimal actuator configuration. It is possible to see that
the first value of airgap (x = 11 mm) is the critical one because it is the one where the maximal
density constrain Jmax is reached. The minimal mass is 1.01 kg.
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Table 2.2: Optimal actuator configuration

a [mm] d [mm] L [mm] J1 [A/mm2] J2 J3 J4 J5 J6 m [kg]
27.33 6.91 16.82 15 13.1 10.36 7.26 3.42 1.74 1.01

2.3.6 Stochastic method

Introduction to genetic algorithm

Among many stochastic optimization methods, it is the optimization with genetic algorithm (GA)
which is the most convenient and intuitive. Optimization with GA is based on the principles of
natural selection (biological evolution from one generation to another according to certain rules
inspired by natural evolution).

Genetic algorithms (GA) start with a randomly created generation of individuals and evaluates
the fitness of each of them. After various tests, we have decided to work with 10 different
individuals per generation and this allowed us to converge quickly to the optimal solution. In our
case an individual is defined by the evolutionary parameters of the actuator (a, d , L and J) and
corresponds to an actuator design. The fitness is the objective function, in this case the actuator
mass, weighted with penalties due to the constraints. ProDesign knows how to automatically
treat the constraints. In the case of GA, we should treat them in an artificial way, by penalizing
the configurations that does not fit the specifications in term of forces or flux densities.

The GA generates children by using crossover and mutation on a group of the best individuals.
These children, accompanied by the best parents, form the next generation. Over successive
generations, the population converges to an optimal solution. There are two major problems:
premature convergence, when the algorithm converges quickly to a local optimum without
sweeping the entire domain, and the slow convergence when the algorithm needs too many
generations to find the global optimum.

In order to illustrate GA, we take the same example but we only focus on one value of airgap
x = 6 mm. Consequently, the only objective is to minimize mass of the actuator and the optimal
actuator must have enough force Fem to counter an external load of FL = 40 N at the value of
airgap of x = 6 mm. In this small example, the flux density is set to its limit and consequently
J = Jmax . Finally, we will work with only 4 individuals per generation.

First, 4 individuals are randomly generated and Table 2.3 shows them:

Their force at x = 6 mm is calculated using the analytical model and they are penalized if the
force Fem is inferior to FL = 40 N. We will see exactly how to calculate these penalties in
the optimization procedure section. The fitness, that is the mass, is also evaluated and finally
the objective function O is the product of the fitness and the penalties. Then, we classify the
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Table 2.3: Random 1st generation

a [mm] d [mm] L [mm]
individual 1 10.00 15.00 20.00
individual 2 15.00 25.00 30.00
individual 3 25.00 35.00 10.00
individual 4 30.00 10.00 15.00

individuals in function of O. Table 2.4 shows the individuals evaluated and classified.

Table 2.4: Evaluation and classification of the individuals

a [mm] d [mm] L [mm] m [kg] Fem [N] PF [-] O [-]
individual 2 15.00 25.00 30.00 1.24 74.55 1 1.24
individual 4 30.00 10.00 15.00 1.34 238.56 1 1.34
individual 3 25.00 35.00 10.00 1.58 268.44 1 1.58
individual 1 10.00 15.00 20.00 0.32 5.89 728.17 233.96

Each individual has a probability relative to its fitness to become parents of the next generation.
In this example, we keep the two best (2 and 4). It is time for crossover and mutation operation
for the creation of the next generation.

The first child will take 75% of individual 2 (because it is the best one) and 25% of individual 4.
Each parameter that constitutes the individual is called “gene". For example, the gene a of child
1 is:

ach1 = 0.75 · ai nd2 +0.25 · ai nd4 = 0.75 ·15+0.25 ·30 (2.21)

= 11.25+7.5 = 18.75 (2.22)

The second child will take 50% of each individual. Table 2.5 shows the population after the
crossover. We keep the parents in the population.

Then, we choose a probability of mutation of each gene of each individual, with the exception of
the best one from the last generation (individual 2). This probability has to be relatively low and
if it occurs, mutation must have high probability to be very small. As an example, a relatively
small mutation occurs on the gene “L” of child 1 (26 becomes 25.5) and a quite big mutation on
gene “a” of individual 4 (30 becomes 18). Table 2.6 shows the new generation which will be
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Table 2.5: Best parents and children after crossover

a [mm] d [mm] L [mm]
individual 2 15.00 25.00 30.00
individual 4 30.00 10.00 15.00

child 1 18.75 21.25 26.00
child 2 22.50 17.50 22.50

evaluated again and will pass through the same process (Fig. 2.6, in red the mutations):

Table 2.6: New generation after mutation and crossover

a [mm] d [mm] L [mm] m [kg] Fem [N] PF [-] O [-]
individual 2 15.00 25.00 30.00 1.24 74.55 1 1.24
individual 4’ 18.00 10.00 15.00 0.44 30.92 52.56 22.96

child 1’ 18.75 21.25 25.50 1.14 131.50 1 1.14
child 2 22.5 17.50 22.50 1.16 198.14 1 1.16

Genetic Algorithm

Maridor (EPF Lausanne) IEMDC 2009, Miami, USA 13 / 26

Objective evaluation

Mutation

Crossover

Selection

Initial population

Figure 2.6: Genetic algorithm

Modification of the genetic algorithm

First, the Matlab function “ga.m” [54] was used, but the probabilities of mutation and crossover
were difficult to choose and convergence was not acceptable. [40] and [6] have studied different
methods to improve this algorithm and proposed two of them.

18



2.3. Introduction to optimization for dynamical transient

The first method uses “conditional genetic operators” [51], and avoids probabilistic parameters
for operators of mutation and crossover. This method uses, instead of the operators conditioned
by an objective, measurement of the population diversity.

The second method is based on [18] and [1], and concerns the crossover operator. It does not
use two parents to produce a child but three. According to [18], this improvement allows a faster
convergence without premature convergence problems. This method also relies on [34] and [47].

The combination of both methods, which is made in [40] and [6], allows good convergence
without problems in determining the probabilities of mutation and crossover.

Optimization procedure

During the optimization, free parameters are limited by LUs. The constraints are taken into
account as penalties of the fitness function f . In order to facilitate the optimization, the Newton
equation mmob wx = Fem,x −FLx is replaced by the inequality constraint Fem,x > mmob wx +FLx .
Consequently, the penalties are set as:

PF =
{

(1+|Fem−FL
Fem

|)2, if Fem < FL

1, if Fem > FL
(2.23)

PB =
{

(1+|B−1
B |)2, if B > 1

1, if B < 1
(2.24)

where PF and PB are penalties due to force and flux constraints, Fem and B are force and flux
density calculated, in this case, with the analytical model. If it is not available, it is possible to
use finite element methods to calculate the forces and the flux as it will be shown in section 2.4.3.

For each value of airgap, there exists one force penalty PF and one flux penalty PB . As the
objective function O is the fitness value f weighted by the constraint penalties, the fitness value
f which is the mass m is multiplied by 12 penalties (PF 1 to PF 6 and PB1 to PB6):

O = m
6∏

m=1
PF m

6∏
n=1

PBn (2.25)

Results

The GA was started 3 times and Table 2.7 shows the results for these 3 different optimizations.
Fig. 2.7 shows the evolution of parameters a, d and L during the optimization. These table and
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figure show that the global optimum is not reached because none of the optimizations reaches the
same point but rather a “zone” (red circle in Fig. 2.7) where the optimum parameters may be
quite different (L = 12.04 in opt. 1 versus L = 18.99 in opt. 2), but the objectives (mass) are very
close (∼ 1 kg).

Table 2.7: Optimal configuration of the actuator for 3 optimizations

a [mm] d [mm] L [mm] m [kg]
opt. 1 28.11 8.12 12.04 1.01
opt. 2 26.66 7.09 18.99 1.00
opt. 3 27.29 6.89 16.50 1.00

Fig. 2.8 shows more schematically how the parameters a and d evolve during opt. 2. The red
configuration is the optimal one for this optimization.
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Figure 2.7: Evolution of the parameters during 3 different optimizations

2.3.7 Material cost optimization

In the precedent sections, in order to illustrate the optimization methods, the objective was to
minimize the mass. But, actually, the mass is not an issue for our industrial partner but the cost of
the actuator is far more interesting. As the fabrications cost are difficult to set, the study is only
done on the cost of the material.

20



2.3. Introduction to optimization for dynamical transient

−50 −40 −30 −20 −10 0 10 20 30 40 50
−40

−20

0

20

40

60

80

100

Figure 2.8: Evolution of the configuration during the optimization 2

Material cost optimization is exactly done as the mass optimization but the masses are multiplied
by 1.43 e/kg for the iron and 5 e/kg for the copper (These amounts were given by our industrial
partner in 2008).

ci r = 1.43 ·mi r (2.26)

cco = 5 ·mco (2.27)

ctot = ci r + cco (2.28)

And the objective function is now:

O = ctot

6∏
m=1

PF m

6∏
n=1

PBn (2.29)

Table 2.8 shows the parameters of the optimal actuator configuration. The minimal cost is 4.47 e.

For comparison, the material cost of the optimized actuator presented in Table 2.2 and the optim.
1 of Table 2.7 were respectively 4.61 and 4.68 e. This optimized actuator is 14 and 19 cents
cheaper with a mass that is not significantly different (1.02 kg instead of 1.01 kg).
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Table 2.8: Optimal actuator configuration for material cost optimization

a d L J1 J2 J3 J4 J5 J6 m ctot

[mm] [mm] [mm] [A/mm2] “ “ “ “ “ [kg] [e]
26.30 8.61 18.61 15.00 14.71 14.97 8.73 3.48 1.64 1.02 4.47

In cases of mass optimization or material cost optimization, we do not take into account the
position detection. In the next section, we will present the method of position detection based on
the measurement of the amplitude of a scan signal.

2.4 Design for self-sensing

2.4.1 Introduction to the method

The final objective of the thesis is to perform sensorless speed control. Consequently, the actuator
has to be designed in order to allow the best position detection.

In this section we continue the analysis with the example introduced in 2.3.1 and the industrial
specifications will be described in subsection (2.4.2).

We will see in chapter 3 that the chosen method for position detection is based on the measurement
of the amplitude of a scan signal that is superimposed to the main one. The amplitude of this
signal is directly related to the inductance of the winding. If the inductance is more different
from one position to another, then the position is easier to detect.

It means that the optimization has to be performed in order to maximize ∆L between 2 extreme
values of the airgap. We will see later that the part of the trajectory where the speed has to be
controlled is between the open position (xr e f 1 = 11 mm in our case) and the contact, which
corresponds, in our example, to the fourth gap value (xr e f 4 = 4.45 mm).

The winding wire has a diameter arbitrarily set to dw = 0.45 mm and the filling factor k f is 60%.
It means that the number of turns N is:

N = r ound(k f
a2

π(dw /2)2 ) (2.30)

and the inductance at the position x is:

Lx = N 2µ0
2dL

xr e f x
(2.31)
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The difference of inductance ∆L to maximize is:

∆L = L4 −L1 (2.32)

The mass and the material cost are no more objective functions. The material cost is taken into
account as a constraint. Section 2.3.7 shows that the minimal cost cmi n of the required actuator
is 4.47 e. The material cost ctot is constrained according to:

ctot < 1.1 ·cmi n = 4.92 e (2.33)

The idea is to keep the material cost no more than 10% higher than the minimal one (obtained as
the result of material cost minimization) and to allow the optimizer to find a new configuration
that maximizes ∆L. Fig. 2.9 shows the comparison between ∆L for material cost optimization
and for ∆L optimization. The differences of inductance between the position open (xr e f 1 = 11
mm) and the contact (xr e f 4 = 4.45 mm) is ∆L = 302 mH when the mass is minimized, ∆L = 367

mH when the material cost is minimized and ∆L = 549 mH when ∆L is maximized and cost
constrained.
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Figure 2.9: Comparison between ∆L for different optimizations
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Table 2.9 shows the results for ∆L optimization and its comparison with the third configuration
of mass minimization and the one when the material cost is minimized.

Table 2.9: Optimal configuration of the actuator

a [mm] d [mm] L [mm] m [kg] ctot [e] ∆L [mH]
mass optim. 3 27.29 6.89 16.50 1.00 4.57 302

mat. cost 26.30 8.61 18.61 1.02 4.47 367
∆L optim. 26.13 11.22 21.94 1.19 4.92 549

Table 2.9 shows that, by minimizing the cost, the actuator is 0.1 echeaper than the one where
the mass was minimized without increasing significantly the mass (1.02 kg instead of 1 kg). As
it is also illustrated in Fig. 2.9, ∆L is 50 % and 80 % higher, when it is maximized, than for
respectively the cost optimized and the mass minimized actuators, with a cost that is higher but
within the constraint (10 %) and a mass 20 % heavier.

The example described in section 2.3.1 allowed us to study the different optimization in order to
finally design the actuator with the best position detection. It is now time to apply the method to
the real specifications given by our industrial partner.

2.4.2 Industrial actuator specifications

In the previous sections, we have presented a method to optimize an actuator configuration by
taking into account its dynamical behavior during closing. It described a stochastic method of
optimization (genetic algorithm), which is suitable when the analytical model is difficult to obtain
(as for the configuration that we will present in this section). The optimized configuration was
intended to allow position detection in order to perform the speed control.

The theoretical actuator was used only to show the concepts. At this stage, we show the
configuration and specifications of the actuator to optimize, obtained from the industrial partner.

Fig. 2.10 shows the actuator with its stator and mover, and two springs. They have different force
constants (K1 and K2). The contactor is open at the value of airgap x=10.5 mm and closed at
x = 0.2 mm. At x = 4.9 mm, it is the intermediate position where the moving part touches the
electrical contacts (Fig. 2.11).

The spring K1 is much stronger than the spring K2 and has two main purposes. First it absorbs the
shock at the impact between the contacts at the closing and pushes the mover at the opening. The
second spring serves to maintain the actuator open. It has to be weaker than the available force
at the highest value of airgap to allow the closing. Consequently the mover, from the position
“open” to the position “contact”, only pushes the spring K2. Then the contact is operated and the
mover pushes the both springs
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Figure 2.10: Mechanical scheme of the actuator

Table 2.10 shows the value of the force FL due to the the springs.

Table 2.10: Load force due to the springs

x [mm] 0.0 0.2 4.9 5.0 10.5
FL [N] 91.33 90.36 67.56 14.64 13.54

Our experience shows that at opening, the speed of the moving part is not an issue because
the springs are strong enough to cause sufficient takeoff speed and thus to avoid unnecessary
electrical arcs.

At closing, the speed is much more important because it is necessary to have the impact (position
where the contacts touch each other) with an optimal speed of 0.4 m/s, fast enough to avoid
unnecessary electrical arcs but not too fast in order to preserve the contacts at the impact and to
avoid the rebounds. After impact, the speed is not an issue anymore. It means that we are mainly
interested in the values of airgap between the open position and the contact one (4.9 < x < 10.5,
Fig. 3.12).

Figs. 2.12 and 2.13 present the speed vr e f and acceleration wr e f references during the closing in
function of the air gap x imposed by the industrial partner (zone of interest in grey).

In order to choose the configuration to optimize, we have studied different structures and two of
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Figure 2.11: Springs resistance force versus the air gap

them were interesting while minimizing the material cost. Two prototypes have been built [30]
and are presented in the appendix A. But, as the cost is not the real objective of the optimization,
it is now decided to change the structure in order to have the best position detection and thus the
maximum ∆L between positions x = 10.5 mm and x = 4.9 mm.

With a normal E-shaped reluctant configuration, the inductance has significant variations only
for small values of the air gap, which is not interesting in our case. Consequently, to allow the
optimizer to find the configuration which has important ∆L for higher values of air gap, we have
modified the basic reluctant configuration in order to give the possibility to the mover to “enter”
in the stator (Fig. 2.14). In addition, by introducing non-right angles, the idea is to allow the
optimizer to have more degrees of freedom (more free parameters).

Geometry

The actuator has to be in a volume with the following maximal values:

• Maximum length, l emax = 64.2 mm

• Maximum width, wimax = 45 mm
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Figure 2.12: Speed reference versus the air gap

• Maximum height (actuator closed), hemax = 50.2 mm

These values have been given by the industrial partner and correspond to an existing contactor.

The free parameters limits (LU) are chosen as:

5 mm < a < 30 mm
5 mm < b < 30 mm
5 mm < c < 40 mm
7 mm < d < 30 mm
0 mm < hb < 20 mm
5 mm < L < 40 mm
0.5 mm < d s < 4 mm
0 mm < dd a < 10 mm
0 mm < ddb < 10 mm

k and l s are not free and are respectively set to 5 and 0.2 mm.
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Figure 2.14: New configuration to optimize. The axial depth is L

Density of current and saturation

Experience shows that we can inject maximal current density constraint of Jmax = 40 A/mm2

(instead of Jmax = 30 A/mm2 in [27]).
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We do not constrain the flux density Bmax to 1 T anymore, but we use the real H-B curve of the
Fe-Si given by our industrial partner (Fig. 2.15).
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Figure 2.15: H-B curve of Fe-Si

It means that there does not exist any penalty on the flux density PB and now the objective value
is calculated as:

O = ∆L
5∏

m=1
PF m (2.34)

Consequently, the current densities Jx which were free parameters that have the objective to limit
the saturation are now set to Jmax = 40 A/mm2. The idea is that if the actuator is able to close
with this current, the user will be able to reduce it in order to perform the desired dynamics while
respecting the specifications.

2.4.3 Finite element methods

In this case, the analytical model of the specified configuration is not easily feasible. Consequently,
we have to use Finite Element Methods (FEM) in order to calculate forces and flux densities of
the different configurations during the optimizations.
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It is possible to combine a FEM model and a genetic algorithm (GA) in order to perform actuator
optimization. We use the software FEMM [32] as it is very fast and communicates well with
Matlab, where the GA is implemented. The code to build FEMM simulation is directly written in
Matlab and with a Pentium 4 and a RAM memory of 3.4 GHz and 2 Go, a simulation for one
value of the airgap lasts for 2.5 second in average.

In terms of simulations, we have 10 individuals that we simulate at 5 values of airgap of interest,
that are:

• x = 0.2 mm (to be sure that the actuator closes properly)

• x = 4.9 and 5 mm (the two values of airgap that are important for the transition of springs,
Fig. 2.11)

• x = 7.5 mm (to ensure the acceleration of the mover, Fig. 2.13)

• x = 10.5 mm (which is the open position)

It means that for each individual, the system performs 5 simulations and consequently there
are 50 simulations for the first randomly built generation. Then, the algorithm only changes 2
individuals per generation (8 are kept unchanged for the next generation) and it converges usually
after 2500 generations. So the algorithm performs:

5(10+2 ·2499) = 25040 simulations (2.35)

It means that a complete optimization lasts for about 18 hours.

We understand now why it is important to work with static simulations which are faster to
simulate than dynamical ones. First, it is not possible to use FEMM for dynamical simulations
and we would have to use Flux, Ansys or other FEM software that are heavier and communicate
less effectively with Matlab. For example, a static simulation on Flux does not take 2.5 seconds
but around 10. And if we wanted to use dynamical ones, it is evident that we would not make 5
simulations per individual but one simulation would last for more than 1 hour. It means that we
would multiply by more than 130 times the simulation time.

2.4.4 Design optimization

We first optimize the cost of the configuration and obtain a minimal material cost of Cmi n = 0.65
e. Then, during the optimization process of maximizing ∆L, the cost C is constrained according
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to:

C < 1.1 ·Cmi n = 0.72 e (2.36)

Fig. 2.16 shows the evolution of the configuration during the optimization. The optimal solution
uses the all the available space. The majority of the solutions are penalized either because of the
dimensions, either because of the insufficient electromagnetic force.
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Figure 2.16: Evolution of the configuration during the optimization

After optimization, Table 2.11 shows the optimal configuration.

Fig. 2.17 shows the comparison between the winding inductance, simulated with the FEM
software Flux 2D, for 4 different cases:

1. Industrial contactor (Telemecanique LC1D150).

2. Optimized configuration when the cost C is minimized without taking ∆L into account.

3. Optimized configuration when ∆L is maximized without taking the cost into account.

4. Optimized configuration when ∆L is maximized and the cost constraint is 1.1 ·Cmi n (Fig.
2.18).
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Table 2.11: The optimal configuration

a 8.40 mm b 14.90 mm
c 17.70 mm d 9.50 mm
hb 9.50 mm L 22.00 mm
d s 0.50 mm dd a 6.30 mm
ddb 0.30 mm k 5.00 mm
l s 2.00 mm e = a +2 ·d s 9.40 mm
f = b +2 ·d s 15.90 mm g = e −dd a 3.10 mm
h = f −ddb 15.60 mm i = g −2 ·d s 2.10 mm
j = h −2 ·d s 14.60 mm hh = hb 9.50 mm
Vi r on 45.38 cm3 Vcopper 4.84 cm3

Mi r on 354.0 g Mcopper 43.1 g
Mtot 527.1 g

Ci r on 0.50 e Ccopper 0.22 e
C 0.72 e
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Figure 2.17: Winding inductance for four actuators

When ∆L is not taken into account, it remains relatively small: ∆L = 530 µH for 1) and 700 µH
for 2). Respectively, on the other side, configurations with ∆L optimization allow values of 1670
µH for 3) and 1570 µH for 4).
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Figure 2.18: Solidwork model of the prototype

As expected, by optimizing ∆L, it is 2 to 3 times higher than for the industrial contactor or the
cost optimized configuration. And, by constraining the cost to 10% higher than the one of the
configuration with minimal cost, we only reduce ∆L of 1670−1570

1670 = 6% in comparison with the
configuration with the best ∆L and the price is 10% higher than the cheapest actuator.

Fig. 2.19 shows the different optimizations (minimal cost, maximal ∆L and maximal ∆L with
cost constraint). By optimizing the actuator with different constraints of cost (+ 2 %, + 4 %, + 6
%, . . . ) we could build the pareto curve but we already see that the 3 performed optimization are
part of this curve.

2.4.5 Prototyping and inductance measurement

The configuration presented in the above section is built in EPFL’s workshops and is shown in
Fig. 2.20. The winding impedance versus the frequency is measured with the impedance analyzer
Agilent and a comparison between the industrial contactor and this new prototype is presented in
Fig. 2.21.

The scan signal, which will be used for the position detection, has a frequency range around 1 to
2 kHz and we can see in Fig. 2.22 that the inductance is more differentiable for the two positions
of interest with the new prototype than with the industrial contactor.

In order to have comparable results, the measurements are made with the same winding (same
wire and same number of turns) on both configurations.
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Figure 2.19: The different optimization on the paretto curve

Figure 2.20: Optimal actuator prototype

2.5 Conclusion

The originality of this part of the thesis is to present a global way to optimize a contactor in order
to perform its sensorless position and speed control (design for self-sensing).
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Gradient-based and stochastic optimizations are based on multiple static optimization for different
values of airgap and allow dynamical constraints. The gradient-based optimization requires an
analytical model but is very quick and efficient if it is well defined.

The stochastic method is longer but allows to approach the global optimum and it can be applied
to very complex actuator configurations and gives very good results.

At the end of the chapter, the actuator is designed in order to maximize the inductance difference
∆L for two extreme values of airgap that are relatively high (x > 4.9 mm) and allow the best
position detection as it is shown in the next chapters.
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3 Sensorless position estimation for the
electromechanical actuator

3.1 Introduction

The objective of this chapter is to demonstrate a method to make sensorless position detection
of a linear actuator’s mover. The validation of the method is done on an industrial contactor
(Schneider Electric - Telemecanique LC1D150, Fig. 3.1) and position detection is verified by
displacing manually the mover and comparing its position with the one measured with an external
sensor (Keyence laser). The method of position detection was done long before the design of the
optimal prototype that is described in chapter 2 and that is why the demonstration of position
detection is done with the industrial contactor. The method is also applied to the prototype and
the results are presented in chapter 5 where the speed of the mover is estimated directly with the
proposed method.

The actuator, that is part of the contactor, is formed with two E-shape ferromagnetic parts and a
winding (Fig. 3.2). The ferromagnetic parts are made of laminations of Fe-Si of 0.5 mm. The
BH curve of this metal is shown in Fig. 3.3.

The test bench and the electronic card are described in Appendix B.

3.2 State of the art

In the literature, concerning sensorless position estimation, the effort is mostly concentrated on
rotating motors. LAI [39] has also heavily participated in the research in this field.

It is difficult to draw a parallel between principles of sensorless position detection of on rotating
motors (first of all the BLDC ones) and that of linear actuators. The major differences are:

• The possibility to use the open motor phase as a sensor. The linear actuator is single-phase
and consequently the same winding is used for drive and position detection.
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Figure 3.1: Industrial contactor - Telemecanique LC1D150

Figure 3.2: Linear actuator inside the contactor LC1D150

• The motor with non-salient rotor does not have a variable air gap, or at least it has not a
great influence on the inductance as for a linear actuator.

38



3.2. State of the art

0 1 2 3 4 5 6 7 8 9 10 11 12 13 14

x 10
4

0

0.25

0.5

0.75

1

1.25

1.5

1.75

2

2.25

2.5

H [A/m]

B
 [
T

]

 

 

Fe−Si

Figure 3.3: Fe-Si saturation curve

• For rotating motors in general, many articles focus on the position detection at standstill or
at very low speeds. The problems are completely different in the case of linear actuators
because the detection has to be done during a very short transient period.

The idea of sensorless position detection has been studied by various authors, most of them using
the magnetic flux as the parameter of position detection.

[50] presents an approach of position detection, which is related to motors. The rotor position of
a permanent magnet synchronous motor is directly determined by the shape of the current during
the PWM. No prior knowledge of the machine parameters is needed and only the current ripple
under conventional PWM modulation is measured to derive the back-EMF and the rotor position.

[33] uses an auxiliary winding to reconstruct the magnetic fluxes and proposes a control system
architecture of a camless engine electromechanical actuator that allows the position detection
knowing the trajectory reference. The results show limitation of the system but point the
possibility to use the change of electromagnetic flux during the trajectory to detect the position.

[43] also uses a secondary winding for camless engine electromagnetic actuators and discusses
the accuracy of position detection in relation with the system parameters tolerances. The position
detection is performed for relatively small values of airgap (between 0 and 4 mm) because the
studied application (camless engine electromagnetic valve) involves a contact between the mover
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and the stator at the zero airgap.

[14] uses a nonlinear (sliding mode) estimator in order to avoid the bounces of the mover on
the contacts by slowing the speed of the mover to 4 mm/s. The saturation in the ferromagnetic
parts is neglected and the position and speed detection uses an analytical model which has been
validated by Simulink simulations. The position is relatively well estimated and allows to control
the slow speed of the mover but there are some delays which are too important ( 10 ms) to be
usable with a mover at a speed of 400 mm/s, which is our case.

In 1996, Rahman [41] tried to eliminate the external position sensor to reach the same result.
With this intention, the position is indirectly estimated thanks to the inductance of the winding.
The value of inductance is obtained by measuring the current rise when it is modulated with
a PWM. The method is suitable for any slow-moving single-phase variable reluctance motion
device. The closing of the actuator lasts for 1 second and in our case the position detection has to
work for closing of 15 to 20 ms, therefore 50-70 times quicker.

In 2002, Pawelczak [38] improved the concept develpped by[41] for a total control of the
trajectory of the mover. The method is based on the voltage measurement on a shunt resistance
at the beginning and at the end of each impulse of the PWM. It is possible to find a correlation
between the difference in measured voltage and position.

[46] and proposes a hybrid structure which integrates a flux observer and a signal-injection
techniques for the sensorless control of a surface-mount permanent-magnet (SMPM) machine.
Although the SMPM machines have a low geometric saliency, the experimental results show a
good detection of the position and speed of the rotor.

[56] improves the technique developped by [46] and have better dynamic behavior. But even if
the authors explain that the technique is very performing for transient behavior, the change of
speed is relatively slow ( 1 s). In addition, as explained before, the problem of weak saliency
of the rotor, which is the main difficulty of the author, is not a problem in the case of a linear
actuator where the airgap value and thus the inductance changes a lot during the closing.

[42] performs sensorless position detection of the mover of a switching solenoid by studying
the steady state positions of the plunger. Experimental results highlight the relation between
the current slope, the filtered input current and the mover position. The method is limited to
the cases, in which the response speed is not the critical performance. Indeed, the experimental
results show a closing of 3 mm in about 100 ms which is very slow.

[25] describes a method in which the inductance is directly calculated from the differentiation of
sampled values of current. As the inductance is inversely proportional to the derivative of current,
if ∆I is very small, the inductance becomes very large. Therefore, the author introduces a system
of threshold, inside of which small values of ∆I do not generate new values of inductance. But
even for a closing of the actuator that takes 100 ms, the position is not accurate enough to allow
speed estimation.
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Espinosa [13] improved the control of the actuator from [41] by applying fuzzy logic. It is not
clear how he manages to detect the position without sensors but he uses it to control the speed at
the closing of a contactor in order to minimize the wear of the contacts.

[12] describes an algorithm for closed-loop sensorless control of linear electromagnetic devices.
The objective is achieved by applying fuzzy logic that takes care of the position and speed of
the mover. The position detection is difficult to understand, it is based on the calculation of the
inductance from the current and voltage in the winding but without explaining how these signals
are measured. It may be based on the same technique as in [25]. The analytical model of the
actuator is corrected by a constant factor to introduce the fringing flux in the calculation. Our
experience shows that this strategy may be possible for small values of airgap but it is difficult to
understand that the calculation is still accurate for high values of airgap. In addition the author
shows a figure at the beginning where the calculated inductance does not vary significantly during
the first millimeters of the closing it is shown by our experience.

The solution that has been chosen to fulfill the objective of the thesis consists in superimposing
a scan signal on the main one and allows the position detection during the closing that lasts
between 15 and 20 ms. Indeed, the frequency of the PWM does not have any influence on the
position detection and can be high enough to have a good dynamic. The frequency of the scan
signal depends on the resonant frequency of the winding and on the calculation time of the DSP.
The presented solution is tested experimentally and is adapted to the objective of sensorless speed
control of the actuator.

The state of the art highlights several phenomena that may be useful for sensorless position
detection.

3.3 Phenomena relevant to position detection

The solution has to be sensorless, consequently the only signals available to estimate the position
are current i and voltage supply u of the actuator winding.

The general equation for the winding voltage for a linear actuator is (assuming no saturation
effect):

u = R · i + dΨ

d t
= R · i + d

d t
(L · i +Ψa) (3.1)

u = R · i +L ·
di

d t
+ i ·

dL

d t
+ dΨa

d t
= R · i +L ·

di

d t
+ i · v ·

dL

d x
+ v ·

dΨa

d x
(3.2)

The 4th term in (3.2) has been little studied in the literature because the state of the art concerns
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R : Winding resistance
L = L(x) : Winding self inductance
Ψa =Ψa(x) : Mutual flux due to magnet in the winding
Ψ : Total flux

principally actuators without magnet. This term is actually an induced voltage, also influenced by
the position x and speed v :

ev (x, v) = v ·
dΨa

d x
(3.3)

These term has been studied during the industrial collaboration because the first prototype
included magnets (Appendix A). But in the present case, as the actuator is reluctant, the equation
(3.2) is reduced to:

u = R · i +L ·
di

d t
+ i · v ·

dL

d x
(3.4)

There are hence 3 terms that influence the shape of rising and falling of the current.

Rahman [41] neglects the 3r d term without justification. This term can be interpreted as an
additional resistance Rv (x, v) multiplied by the current i :

Rv (x, v) = v ·
dL

d x
(3.5)

Fig. 3.4 shows the decomposition of the typical voltage profile for the closing of the industrial
contactor. We can see that Rv · i is negligible in comparison with R · i and L ·di /d t . This
conclusion cannot be generalized and has to be ensured with other applications.

Thus, the voltage u is reduced to:

u = R · i +L ·
di

d t
(3.6)
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Figure 3.4: Justification of the negligible impact of Rv

And consequently, for the analysis of transient dynamics for a voltage step from 0 to UDC , the
difference of current ∆i during the time ∆t is:

∆i = UDC

R
(1−e

−∆t
τel ) (3.7)

where:

τel = L

R
(3.8)

The electrical time constant is critical because the time of closing the actuator is very short.

3.3.1 Saturation

It can be shown mathematically that the winding inductance and the flux are directly influenced
by the slope of the BH curve. If the airgap value is sufficiently large, the actuator magnetic circuit
is not saturated (points 1 and 2 in Figs. 3.5 and 3.6) and the inductance is low. If the airgap
value is small, in the ideal case when the ferromagnetic material is linear (point 3), the winding
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inductance is high. However, as the ferromagnetic material is saturated, the inductance is smaller
(point 3’). The reasoning is the same for the flux, therefore saturation reduces the ∆L (∆L >∆L′

in Fig. 3.6) and ∆Ψ which have a strong influence on the ∆i , which is important for sensorless
position detection.

0 2000 4000 6000 8000 10000
0

0.5

1

1.5

2

2.5

H [A/m]

B
 [T

]

1

2

3

3'

Figure 3.5: BH curve and saturation consequences

In all cases, saturation tends to reduce the inductance and thus its influence for different values
of the air gap will be reduced. It is therefore unnecessary in our case to use the saturation as a
source of information on the position and this method is consequently abandoned: the position
will be detected the most easily if the magnetic circuit always stays linear.

3.3.2 Eddy currents

Another possibility would be to use an eddy current inductive sensor to detect the position. This
sensor is a coil that produces an oscillating magnetic field. When the mover of the actuator enters
this field, eddy currents are generated, and according to Lenz’s law, they always oppose to the
motion or change causing it. It is therefore possible to relate the coil inductance attenuation to
the position of the mover.

In our case, it is not possible to use an external sensor, as only the actuator signals (current and
voltage) should be used to detect the effects of eddy currents and consequently to detect the
position. The difficulty is that eddy currents tend to increase when the airgap value decreases,
thus to reduce the flux and, consequently, to reduce the ∆L/∆x which allows finally to detect
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Figure 3.6: Inductance versus airgap value and saturation consequences

position. Fig. 3.7 shows that the measured inductance difference with eddy currents (∆L′′) is
smaller than this difference without eddy currents (∆L).

The possibility of introducing a conductive piece on the mover has also been considered in order
to excite eddy currents with a very high frequency signal. The problem, as described above, is
that the eddy currents still tend to decrease the inductance differentiation versus the position.

The presence of eddy currents increases the measured winding resistance. This increase should
’cover’ the losses generated by the eddy currents and another possibility to use the eddy current
could be to use the resistance difference versus the value of airgap to determine the position if the
term R i of equation (3.6) was strongly dominant compared to L · di

d t . Fig. 3.8 shows that these
two terms are similar.

Finally, as the eddy currents tend to oppose themselves to flux changes, they will counter the
main current changes necessary for the actuator dynamic during speed regulation.

Consequently, eddy currents are minimized by laminating the ferromagnetic parts.

3.3.3 PWM and inductive sensor

The only way to control the voltage that drives the actuator is to use a PWM.
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Figure 3.7: Eddy current influence on the inductance

Figure 3.8: R i and L · di
d t versus position
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The inductance of the coil varies with the value of the airgap and if it is possible to measure the
inductance, it is possible to evaluate the value of the airgap and therefore to know the position of
the mover. The coil is used as a sensor.

Fig. 3.9 presents the principle of position detection. During the PWM, the circuit measures the
rise or fall of current ∆i depending on which one is longer (duty cycle of 50% is the worst case).
By combining this value with the precedent one, the system is able to evaluate the speed.

Figure 3.9: Influence of inductance on the current rise and fall in a PWM

Measurements on an existing prototype show that for actuator designed for contactors, the
electrical time constant is comparable to the time of closing the actuator, and consequently that
the dynamic is a crucial point. For example, with the winding for UDC = 110 V (LX1-D8 F7),
which has a diameter of 0.28 mm and 1079 turns, the resistance and inductance are:

• R: 30 Ω

• L ∈ [0.3,0.9] H (actuator open, closed)

τel , the electrical time constant of the system:

τel = L

R
∈ [10,30] ms (3.9)

The specifications of contactor require the closing time between 30 and 50 ms:
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τmec ∈ [30,50] ms (3.10)

At a PWM frequency of 40 kHz, that is suitable to have a good driving dynamic, considering that
the worst case is duty cycle of 50%, τel = 10 ms when the actuator is open and consequently the
equation 3.12 becomes:

∆i = 110

30
(1−e

−50%/40·103

5·10−3 ) (3.11)

∆i = 4.6 mA (3.12)

∆i is small. Fig. 3.10 shows the noise due to the electronic circuit in the current at the input of
the actuator. We can see that ∆i is comparable to the noise and consequently difficult to measure.
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Figure 3.10: Electronic noise in the current at the actuator’s input

The method of section 3.3.4 uses the same principle, but the sampling period does not affect the
results of position estimation.
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3.3.4 Injection of a scan signal in the winding

The method is based on injecting a scan sinusoidal voltage in the winding and detecting the
amplitude of the scan current that is position-dependent. The scan voltage is superimposed to the
main voltage which drives the actuator.

Fig. 3.11 shows the superimposition of the scan signal and the main signal. The total current is
the addition of the drive current (main current) and the scan current.
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Figure 3.11: superimposition of main and scan signals

The scan current is filtered and its amplitude is directly related to the position of the mover.

This method is used in patent [21] to estimate the static position of an hydraulic valve. Here, the
application is different because in this case, the detection must be done on a moving object in
order to regulate its speed.

The method is applied to the industrial contactor and presented in the following sections (3.4 -
3.6). The value of airgap δ (which is also the position the mover) is between 0.2 mm when the
contactor is closed and 10.5 mm when it is open (Fig. 3.12).

During the closing, the important part of the trajectory to control is between 10.5 mm and 4.9
mm, since for values of airgap smaller than 4.9 mm, the contacts are closed and the speed is not
critical anymore.
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Figure 3.12: Mechanical diagram of the actuator

3.4 Determination of the scan voltage frequency

When we wanted to determine the scan voltage frequency, we were working with industrial
windings that are actually composed by two separate windings. Indeed, there is a hold-in winding,
which has very thin wire and a lot of turns. It is only used to maintain closed the actuator with a
small current.

We decided to open this hold-in winding and not to take it into account. But even open, this
winding operates as a parasite capacitance and changes a lot the resonant frequency of the main
winding.

In subsection 3.4.1, we explain how the scan voltage frequency is chosen with both windings and,
in subsection 3.4.2, we show why this frequency is kept unchanged when the hold-in winding is
removed.

3.4.1 Determination of the scan voltage frequency with the hold-in winding

Fig. 3.13 shows the main winding input impedance Z in function of the frequency. By taking the
contactor LC1D150 and the winding LX1-D8 E7, which has a diameter of wire of 0.45 mm and
is predicted for a voltage of 48 V, it can be seen in Fig. 3.13 that the impedance is different for δ
= 4.9 mm and δ = 10.5 mm that are the two extreme positions of interest. The amplitude of the
scan current gives the position of the mover and Fig. 3.14 shows the relative difference of current
∆i /i versus the frequency of the scan current. ∆i /i is in percents and is calculated as following:
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∆i

I
= 100

abs(Iop − Ico)

Iop
(3.13)

where Iop and Ico are respectively the current when the actuator is open (δ = 10.5 mm) and when
the contact is made (δ = 4.9 mm).
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Figure 3.13: Winding impedance Z versus the frequency f

This form of Z ( f ) is a consequence of an important value of capacitance between the winding
conductors which causes that the winding should be regarded as a RLC circuit starting from the
low frequencies.

Theoretically, the scan frequency has to be the highest possible in order to increase the frequency
of position detection, but also a compromise should be made between the absolute value of
current I (Fig. 3.15), which has to be high enough not to be disturbed by the noise, and the
relative difference of current amplitude ∆i /i (Fig. 3.14).

The DSP works at a frequency clock of 100 MHz. A frequency of PWM of 40 kHz allows just
enough code lines to perform position detection and filter of position and speed (Chapter 4). We
decided to work with a scan signal frequency of 1250 Hz because it is equal to 40000/32 and the
division by 32 in the DSP is simple because it is a power of 2 (25 = 32). Actually, a division by a
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Figure 3.14: Relative difference of current versus the frequency for two extreme positions
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Figure 3.15: Current at extreme positions versus the frequency
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Figure 3.16: Winding impedance Z versus the frequency f

power of 2 takes only one line of code while another division may take up to 100 lines.

3.4.2 Determination of the scan voltage frequency without the hold-in winding

But, as the specifications enables only one winding, we had to find a way to do the same without
the hold-in winding. Fig. 3.16 shows the impedance of the same winding of Fig. 3.13 but without
the hold-in one. We can see that the resonant frequency is much higher than before (120 kHz
against 4240 Hz when the actuator is open). The first idea was to displace the resonant frequency
by adding RLC circuits in parallel and in series with the actuator. We optimized the values of R,
L and C in order to have the best relative difference of current amplitude ∆i /i at the frequency of
1250 Hz, but the result is that all the additional components tend to decrease ∆i /i . It means that,
finally, no additionnal circuit is implemented.

We can see in Fig. 3.17 that the current for both configurations, with and without the hold-in
winding, are not very different at the chosen frequency of 1250 Hz.

With the seocndary winding: ∆i /i = 35.6 %

Without the hold-in winding: ∆i /i = 33.9 %

Consequently the scan current frequency of 1250 Hz has been kept because it is very convenient
for the calculation and gives very accurate results. All the following measurements have been
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Figure 3.17: Winding current i versus the frequency f

done on contactors without the hold-in winding.

3.5 Injection of the scan signal only

The scan signal is generated by a DSP (TI-TMS320C2000, Piccolo) with a PWM frequency of
40 kHz and a H-bridge with power transistors A and B (Fig. 3.18).

3.5.1 Power source and power electronic circuit

We decide to use a Continuous Mode PWM, in order to have a simple switch control. For closing
the actuator contacts, a high current is needed (typically 1.5 A). This implies the high voltage and
accordingly high power value at the actuator terminals. Thus, output of the DSP needs to drive
the power amplification circuit. The use of an H-bridge is an efficient way to implement power
amplification. The main issue when using the H-bridge is that it has to be able to provide the
necessary power needed by the actuator. That means that it has to be able to supply around 1.5 A,
at the voltage values between 100 V and 200 V.

In this chapter, the bridge is supplied by a DC-source of 30 V. The contactor is connected between
the two branches of the bridge ( 2© in Fig. 3.18). Fig. 3.19 shows the current measured at the
input of the contactor.
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Figure 3.18: Position detection electronic circuit (for scan current only)
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Figure 3.19: Scan current for two extreme positions

3.5.2 DSP switching logic

The DSP generates two PWM signals (PWM A and PWM B) at the frequency of 40 kHz ( 1©
in Fig. 3.18), that are opposed and with a duty cycle that changes periodically at 1.25 kHz (Fig.
3.20). Because of the Continuous Mode, we have to introduce a band gap, visible in Fig. 3.21,
that does not allow both transistors of the same branch to conduct.
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Figure 3.21: Two inversed sinusoidal PWM with a band-gap

Furthermore, to avoid additional circuitry, both of PWM signals are generated by using two
output pins of the DSP’s PWM module, inverted in respect to each other, with the same duty
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cycle. Therefore, the pulse width (duty cycle) is modulated such that it provides both signals
simultaneously, simplifying the hardware and slightly increasing complexity of the software.

3.5.3 Amplitude and offset adjustment circuit

The concept of sensorless control requires this system to be able to measure the current supplied
to the actuator. As explained before, this current besides the function of controlling the actuator,
is also the only information available on the position of the actuator’s mover. Therefore, it is
necessary to use this information in the closed-loop position control system. However, the current
has to be measured without influencing the actuator impedance. In other words, it requires a high
input resistance amplifier which will decouple the measuring circuit from the actuator winding.
A resistance is placed in series with the contactor as it is shown in Fig. 3.18 (shunt) and the
measurement of the current to estimate the position is performed on this resistance

Furthermore, what is even more important, the amplifier needs to have an extremely high Common
Mode Input Voltage. This is due to the fact that the amplifier input will have to be connected to
the actuator, which means high voltage of about ±200 V (even if in this case, we will only use a
voltage source of 30 V). The amplifier that meets all the requirements is the Texas Instruments
(BB - series), INA117 ( 3© in Fig. 3.18) difference amplifier with high common-mode input
voltage. This amplifier is generally used for current sensing for a wide range of devices. There
are numerous different configurations for implementing the current sensing circuitry by using it,
and all are quite simple and efficient.

In order to measure the scan current directly with the same DSP, the measured voltage should be
adapted to the DSP analog input, which is in the range between 0 and 3.3 V ( 4© in Fig. 3.18). For
this purpose, we use a resistance that adjusts the amplitude and a circuit that adjusts the offset.

3.5.4 DSP acquisition

Fig. 3.22 shows the DSP value corresponding to the measured voltage (which is an image of the
contactor current) versus the time for different values of δ. The curves are not filtered but have
much less noise than in Fig. 3.19 because the DSP reads the values between the glitches and
avoids the measurements in the instants of commutation. We see that the amplitude of the scan
signal varies significantly in function of the position.

The method of measuring the difference between the maximum and the minimum of the scan
signal in order to determine its amplitude and consequently the position is not the most appropriate
for different reasons. First, it is not trivial to determine the minimal and maximal values. Second,
only one determination of the position by period is possible, which means only 24 times for a
closure of 30 ms at a scan signal’s frequency of 1.25 kHz. Thirdly, the method is not robust
because the result depends on the values measured at particular points, instead of using the
complete measured signal.
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Figure 3.22: Scan current measured with the DSP (4096 = 3.3 V)

Consequently, we decided to work with a sliding window that is one period broad (Fig. 3.23).
First, we calculate V k the average value of V during the sliding period:

V k = 1

N

i=k∑
i=k−N

Vi (3.14)

Then, we calculate the sum of the square difference between V and V k , and divide the result by
211 in order to have again a value S that is readable by the DSP:

S = 1

211

i=k∑
i=k−N

(Vi −Vk )2 (3.15)

S is now the parameter that represents the position.

Fig. 3.23 shows four different positions of the sliding window. We can see in blue the V which has
to be evaluated and its average value V k (black line). In red is represented the square difference
between V and V k . Finally, S is represented by the black dot at the end of the sliding window.
The figure A shows the first evaluation (k = 1), the figure B shows the results for k = 14, the
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Figure 3.23: Sliding window and S calculation (δ = 10 mm)

figure C for k = 28 and the figure D for k = 40.

Finally we statically measured S for different values of the air gap in order to determine a
look-up table that relates S to the position. During this measurement, the values of the air gap are
measured using an external position sensor.

This look-up table is implemented in the DSP in order to determine the position without the
external sensor. Fig 3.24 shows the value of the air gap δ versus the value of S.

3.5.5 Results

Fig. 3.25 shows dynamical results when we move manually the mover of the actuator. With the
scan signal only, we can see that the method of position detection is accurate.

The speed expected by the specifications is not reached and this measurement only shows that
the position is well detected at low speed without the main current.
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Figure 3.25: Comparison with an external sensor
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Figure 3.26: 50 Hz sinus approximation of the main current

3.6 Injection of the main current with the scan current

The next step is to introduce the main current, which can be regarded as a perturbation for the
position measurement. In order to simulate a typical form of the main current, we used a sinus of
50 Hz, that allows to study the impact of the amplitude and the slope of the current (Fig. 3.26).
The main current is injected using the same circuitry and the scan signal is simply superimposed
to the main one.

Fig. 3.27 shows the actuator current built by the superimposition of both signals at 1250 and 50
Hz.

3.6.1 Pass-band filtering

In order to detect the position with the same method that is used with the scan signal only, the
current must be filtered. The filter which is inserted between the points 3© and 4© of Fig. 3.18 is
shown in Fig. 3.28.

The chosen filter is a second order Sallen-Key band-pass filter [26], [44] because it is simple to
implement (Fig. 3.29). Its input impedance is practically infinite and its output one is practically
0. It allows low-pass, high-pass, or bandpass response with very high Q factor and passband gain
without the use of inductors.
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Figure 3.27: Current in the contactor with main signal

Figure 3.28: Filter with amplitude and offset adjustment circuit

Transfer function of the filter A(s) is visible in Fig. 3.30 and its equation is:

A(s) = G R C s

1+R C (3−G) s + (R C s)2 (3.16)
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Band-Pass Filter Design

16-30

The graph shows that the frequency response of second-order band-pass filters gets
steeper with rising Q, thus making the filter more selective.

16.5.1.1 Sallen-Key Topology

R1

R2

VIN
VOUT

2R

R

C

CR

Figure 16–33. Sallen-Key Band-Pass

The Sallen-Key band-pass circuit in Figure 16–33 has the following transfer function:

A(s)� G·RC�m·s
1� RC�m(3�G)·s� R2C2�m

2·s2

Through coefficient comparison with Equation 16–10, obtain the following equations:

fm� 1
2�RCmid-frequency:

G� 1�
R2
R1

inner gain:

Am�
G

3�Ggain at fm:

Q� 1
3�Gfilter quality:

The Sallen-Key circuit has the advantage that the quality factor (Q) can be varied via the
inner gain (G) without modifying the mid frequency (fm). A drawback is, however, that Q
and Am cannot be adjusted independently.

Care must be taken when G approaches the value of 3, because then Am becomes infinite
and causes the circuit to oscillate.

To set the mid frequency of the band-pass, specify fm and C and then solve for R:

R� 1
2�fmC

Figure 3.29: Sallen-Key band-pass filter
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Figure 3.30: Transfer function of the filter

with the mid-frequency fm :

fm = 1

2π R C
(3.17)
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and the inner gain, G:

G = 1+ R1

R2
(3.18)

3.6.2 Amplitude and offset adjustment circuit

As for the scan signal only, we have to adjust the amplitude and the offset of the scan current to
obtain a signal in the range between 0 and 3.3 V. This adjustment circuit is placed just after the
Sallen-Key filter as shown in Fig. 3.28 and the whole circuit is inserted between 3© and 4© in Fig.
3.18. The amplitude and offset adjustment performed by the INA117 is now redundant and could
be removed, but is kept in order to have the possibility to treat the signal before the filtering.

Fig. 3.31 shows the filtered and scaled signals.

3.6.3 DSP acquisition

Fig. 3.32 shows the values of S for different values of the air gap δ. We see again that there is
a good differentiation of the position in function of S. It is again possible to create a look-up
table and implement it in the DSP in order to perform position detection. The values of S are not
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completely constant due to the presence of the 50 Hz component, which means that the filtering
should be improved. The final results on position and speed which can be seen in chapter 5 are
analogically and digitally better filtered.

3.6.4 Results

When we move manually the mover, Fig. 3.33 shows dynamical results with both main and scan
current. The method of position detection is still accurate even if we see in the figure that the
position detection is less precise. The parameters of the filters and the adding of digital filters
allow more precise results that are shown while speaking about filters and speed control of the
prototype in chapters 4 and 5.
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Figure 3.33: Comparison with an external sensor
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4 Adapted Kalman filter for filtering
noisy position and speed signals

4.1 Introduction

Position detection was presented in chapter 3. The measured position is contaminated by various
noises and it is impossible to directly obtain the speed by deriving this position. Consequently,
the position and the speed have to be filtered. The principle is: the measured position is filtered
and derived to obtain the ’measured’ speed; then, the speed (which is the signal to control) is also
filtered in order to have an even cleaner measured signal at the end of the process.

Kalman filter algorithm can be very effective for filtering signal in order to regulate speed [5]
but is difficult to implement in a DSP because of its relative complexity. This chapter presents a
method to filter position and speed quickly and simply enough to be implemented in a DSP.

The originality of the chapter is an adaptation of Kalman filter for the case of time-limited
computation. It also describes a method to determine the Kalman filter factors that allow the best
filtering with the help of signal references (for position and speed).

4.2 State of the art

[53] uses an extended Kalman filter algorithm, which is a variation of the Kalman filter for
application to solve non-linear problems, in order to filter the estimated position of the manipulator
of a robot. The position is obtained from sensors that are placed at end-points. As the position is
estimated at sample frequency of 61 Hz, the author can implement the extended Kalman filter
algorithm without calculation lines problems. Indeed, with this sample frequency the calculation
time between two samples is sufficiently long not to be a problem. Consequently a model is
developed that relates feature point locations to the relative camera which is the external sensor.
The problem is non-linear and, as Kalman filter requires a linear state space model, the output
equations are linearized at each step of time. The noise has to be properly modeled by covariance
matrices in the filter in order to have optimal estimation.
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[20] develops a Kalman filtering method for estimating the position of fast-moving touch points
in touch panels when the drawing mode is activated. The dynamic behavior is described by state
equations. The position is first evaluated by an adaptative linear neural network (ALNN) but the
Kalman filter allows more accurate results.

[45] applies the extended Kalman filter for sensorless speed direct-torque control (DTC) of
induction motor drive system. The filter estimates the stator flux and the rotor speed in low-speed
conditions. The covariance matrices of measurement and system noises are known and the
filter is directly implemented on a DSP. The frequency of the PWM is not mentioned but as the
objective is to accelerate the rotor from 0 to 10 rpm in 1 second, which is relatively slow, the
implementation of the filter on the DSP does not generate a calculation lines problem.

[37] uses extended Kalman filter for the same application which is the sensorless DTC of
induction motor for speed control. The author states that the extended Kalman filter improves
the system performance at low speed but has to deal with bias problems when the stochastic
noise used to calculate the error covariance does not match the real noise. The author only
presents simulation results and they have to be validated by implementing the filter on a DSP and
measuring the real speed on a test bench.

[57] also uses the extended Kalman filter to estimate the inverse rotor time constant (Rr /Lr ) of an
induction motor. The estimation is based on the stator voltages and currents and the rotor speed.
A PWM drives the motor and simulation and experimental results show that the Kalman filter
is capable to estimate the rotor time constant if the rotor speed is constant or time varying. The
problem is that the extended Kalman filter takes a lot of calculation lines. The author explains
that at each step of the filter, the DSP makes 700 multiplications and 600 additions, which is
not a problem for this particular application but is impossible in our application to implement
because we need computational space to perform the position estimation. We will see further in
the chapter that for the adaptation of Kalman filter only 2 equations are needed and this represents
1 multiplication and 6 additions, which is obviously simpler to implement on the DSP.

[55] adopts the extended Kalman filter to estimate the position and speed of the rotor of a
bearingless permanent magnet synchronous motor. The Kalman filter takes into account the
system and measurement noise and gives high robustness against parameter variations. A
simulation model of the motor has been developed on Matlab and, by detecting the stator voltages
and currents, the rotor speed can be estimated accurately. Experimental measurements have still
to be done.

[23] proposed a speed sensorless DTC control based on the extended Kalman filter for a surface
permanent magnet synchronous motor (SPMSM). The Kalman algorithm in all the articles cited
in the precedent paragraphs are relatively similar to this one. Their application change a little bit
but all the authors agree to say that the Kalman filter is robust and accurate. In this particular
article, the author notes some inaccuracies in the filter that causes delays in the speed and rotor
angle and he needs to study further his method.
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[2] compares its own Kalman filter called “Fingerprint Kalman Filter" (FKF) with other Kalman-
type filters. Its definition for Kalman-type filters is filters that approximate and store only the
current estimate and error covariance. The author shows by experimental results that the FKF is
more effective than the conventional Kalman filter but even if the method is considered to require
small computational and memory, it is still very complex and would be impossible to implement
on a DSP for our application.

The literature shows that Kalman filter is widely used to filter noisy signals mainly because of its
accuracy and of the fact that a memory is not needed. The objective of this chapter is to simplify
the filter in order to be easily implemented on the DSP. We will see further in the chapter that by
the adaptation of the Kalman filter, the error covariance is included inside the Kalman parameter
K which is even simpler of the definition given in previous paragraph. Consequently, even if the
term Kalman filter is uses toward the chapter, it may be fairer to speak about Kalman-inspired
filter.

4.3 Kalman filter

4.3.1 Problem definition

The final objective is to control the speed of the mover. We saw in the chapter 3 the method to
detect the position of the mover. In order to obtain its speed, this position has to be derived. But,
as the measured position is noisy, the speed is impossible to determine without a filter.

The system has to filter only the noise without filtering the consequences of other disturbances
like the wear of the contacts, a change of spring stiffness, or any other phenomenon that changes
the speed of the mover and that the control system must detect. To illustrate the method, we work
in this chapter with the speed reference vr e f described by the industrial specifications in section
2.4.2 with a speed of 0.4 m/s at the impact on the contacts. Consequently, in order to design
the filter, the hypothesis is made that the mover has a speed vr eal 10% higher than the speed
reference (Fig. 4.1):

vr eal = vr e f · (1+0.1) (4.1)

In general, the speed is supposed to always follow its reference; however in this case it is supposed
that the control system did not achieve it. The reason to introduce this difference will be explained
later. And consequently, in this case, the real position of the mover is:

xr eal =
∫

vr eal d t (4.2)
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Figure 4.1: Comparison between the speed reference and the real speed
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Figure 4.2: Noisy position of the mover versus time

Fig. 4.2 shows the measured position xmeas of the mover versus the time. A noise n is added
artificially to the real position as:

xmeas = xr eal +n (4.3)
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In order to have a noise that is close to reality, it is generated to correspond to the real noise
measured on the test bench.

The noise is generated by the formula:

n = ε((2R1 −1)+R2 sin(2πF1t )+R3 sin(2πF2t )) (4.4)

ε is the amplitude of the noise. Here, ε= 10−5 m. R1, R2 and R3 are random numbers between
0 and 1. F1 and F2 are frequencies of two sinusoidal components of noise. They can be varied
in order to assess the impact of different noise frequencies. In this example, F1 = 1250 Hz and
F2 = 6250 Hz. The noise has significant consequences on the calculation of the speed when
it is derived. Fig. 4.3 shows the speed vmeas obtained by the direct derivation of xmeas . It is
obviously unusable.
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Figure 4.3: Speed after deriving the signal from Fig. 4.2

The filter should be able to obtain vr eal . In other terms, the filter has to remove the noise while
keeping the information on the disturbance due to “real” problems.

4.3.2 Discrete Kalman filter

The Kalman filter addresses the general problem of estimating the state x ∈ℜn of a discrete-time
controlled process that is governed by the linear stochastic difference equation:

xk = Axk−1 +Buk−1 +wk−1 (4.5)
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with the measurement z ∈ℜn :

zk = H xk−1 + vk (4.6)

wk and vk represent the process and measurement noise (respectively). In our case, we assume
that there is no noise during the process and wk = 0.

The parameter A relates the actual state (xk ) to the precedent one (xk−1) without any perturbation
or noise. The parameter B relates the precedent control input uk−1 to the actual state. zk is the
actual measured signal and H relates the state to the measurement.

The discrete Kalman filter algorithm is described in [52]. Its time equations are:

x̂−
k = Ax̂k−1 +Buk−1 (4.7)

P−
k = APk−1 AT +Q (4.8)

and its update equations are:

Kk = P−
k H T (HP−

k H T +R)−1 (4.9)

x̂k = x̂k−1 +Kk (vmeas,k −H x̂k−1) (4.10)

Pk = (1−Kk H)P−
k (4.11)

Q and R are respectively the process noise covariance and the measurement noise covariance.
The signˆdenotes estimation and the superscript − denotes the a priori state estimation.

x̂−
k is the a priori state estimation and x̂k the a posteriori state estimation. P−

k and Pk are
respectively the a priori and a posteriori estimate error covariance. K is the gain that minimizes
the errors between the real state xk and the estimated states x̂−

k and x̂k .

We will see in the next sections (4.3.3 - 4.3.8) that we adapt the Kalman filter in order to minimize
the calculation time of the algorithm. Consequently, H is equal to 1 because the state is directly
measured. In addition, P , R and Q desappear in the final algorithm because in this case K is
constant. As we assume there is no control at this level of filtering, B is set to 0.

4.3.3 Adapted Kalman filter applied to a random constant

It is difficult to implement these equations in the DSP, because they are too time consuming for
our application. At this stage, the Kalman filter is adapted in order to filter a random constant

72



4.3. Kalman filter

[52]. In this case, (4.7)-(4.11) become:

x̂−
k = x̂k−1 (4.12)

P−
k = Pk−1 +Q (4.13)

Kk = P−
k

P−
k +R

(4.14)

x̂k = x̂k−1 +Kk (vmeas,k − x̂k−1) (4.15)

Pk = (1−Kk )P−
k (4.16)

As we filter a constant, A is equal to 1. We will see in the next section how A is adapted in order
that the filter could manage non-constant signals.
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Figure 4.4: Filtering of a random constant using the adapted Kalman filter (x = 10.5 mm)

As an example, Fig. 4.4 shows a measured constant position (x = 10.5 mm, R = 10 and Q = 10−5)
and this position filtered with the adapted Kalman filter. We see that the signal is well filtered.

4.3.4 Adapted Kalman filter applied to actuator signals

In our application, the position is not constant but varies with time. Fig. 4.5 shows that the filter
is not effective anymore. It introduces a delay, so that the measured position does not match the
real one.
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Figure 4.5: Filtering of a non-constant signal using the adapted Kalman filter

This problem is solved by correcting x̂−
k with the slope of the position reference xr e f .

xr e f =
∫

vr e f d t (4.17)

It means that the position reference is used to help filtering (even in the case when it differs from
the real one). It could be seen as a modification of the parameter A in equations (4.7) and (4.8).
Consequently, (4.12) is replaced by:

x̂−
k = x̂k−1 + (−xr e f ,k−1 +xr e f ,k ) (4.18)

Fig. 4.6 shows the resulting filtered position. The gain K is evaluated at each step and Fig.
4.7 shows its value versus time. In this case we also supposed that the position differs from its
reference. This value of K is calculated in (4.14) which consumes a lot of calculation lines when
implemented in the DSP mainly because of the division.
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Figure 4.6: Filter with slope correction
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Figure 4.7: Kalman filter factor K versus time

4.3.5 Kalman filter with a constant K

In order to further reduce the calculation time, we consequently used a constant K and Fig. 4.8
shows the filtering when K is a constant value.

In order to choose its optimal value, we search the K that minimizes the difference between the
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Figure 4.8: Adapted Kalman filter with constant K

filtered position xk and the real position xr eal using the least square method (Fig. 4.9), which
gives finally K = 58.1 ·10−3 [35].
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4.3.6 Practical explanation

0 1 2 3 4 5 6 7 8

x 10
−4

−15

−10

−5

0

5
x 10

−3

time [s]

s
p

e
e

d
 [

m
/s

]

 

 

reference (x
ref

)

noisy value (x
meas

)

x
−

k

filtered value (x
k
)

B1

A1 B2

B3
B4A2

A3

A4

Figure 4.10: Kalman filtering explanation

Fig. 4.10 explains how the presented method works practically. First, x̂−
k is set to the first value

of the reference vr e f (Here, x̂−
1 =−0.004, point A1). Then, the error E between the noisy value

vmeas and v̂k is calculated:

E1 = xmeas,1 − x̂−
1

= −0.01− (−0.004)

= −0.006 (4.19)

In order to illustrate this example we choose the value K = 0.3 and consequently the filtered value
v̂ (point B1) is:

x̂1 = x̂−
1 +K ·E1

= −0.004+0.3 · (−0.006)

= −0.0052 (4.20)
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Then, the second value of x̂− is a correction of x̂ with the slope of the reference (point A2):

v̂−
2 = v̂1 − vr e f 1 + vr e f 2

= −0.0052− (−0.004)+ (−0.0065)

= −0.0077 (4.21)

This process is repeated at each step to filter the signal properly. The array B1, B2, B3. . . will form
the filtered signal.

4.3.7 Interpretation of factor K

Factor K (0 ≤ K ≤ 1) is actually a coefficient that determines the proportions of reference and
measurement that the filter takes into account. K = 1 means that the measured signal is not filtered
at all, whereas K = 0 means that the measured signal does not have any influence on the result
and that only the reference plays a role in determining the filtered signal. The optimal value of K

is determined using the least square method between the filtered signal xk and the real one xr eal .

4.3.8 Comparison with sampling filter

The DSP works at 40 kHz and the contactor is closing in 30 ms. This means that there are 1200
points of position evaluation. A good way to filter could be to sample these points. Fig. 4.11
shows the position sampled at every 32 points, x f .

Fig. 4.12 shows that the position filtered with the adapted Kalman filter xk is less delayed
compared to x f and above all there is no need to stock in the memory of the DSP all the former
values of speed. We can see in Fig. 4.13 that the filtered speeds v f , derived from x f , and vk

derived from xk are less noisy than the speed directly derived from the measurement of the
position xmeas shown in Fig. 4.3.

In the next section, we will see exactly how we filter both signals (position and speed) and also
show the measurements on the test bench when we apply the Kalman filter factors calculated
with the described method.

4.4 Application of the filter to the prototype

4.4.1 Determination of the Kalman filter factors Kx and Kv

The speed vk obtained by deriving the position filtered using the adapted Kalman filter xk is also
filtered using the same method. Consequently, there exist two Kalman filter factors, Kx for the
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Figure 4.11: Filtered position on 32 points
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Figure 4.12: Speed comparison between Kalman and sampling filter on the position

position and Kv for the speed.

In order to determine these Kalman filter factors we have minimized the difference between the

79



Chapter 4. Adapted Kalman filter for filtering noisy position and speed signals

0 0.005 0.01 0.015 0.02 0.025 0.03
−1

−0.9

−0.8

−0.7

−0.6

−0.5

−0.4

−0.3

−0.2

−0.1

0

time [s]

s
p

e
e

d
 [

m
/s

]

 

 

speed reference, v
ref

Kalman filter position, v
k

sampling filter position, v
f

real speed, v
real

Figure 4.13: Speed comparison between Kalman and sampling filter on the speed

filtered speed vk and the speed reference vr e f using the least square method for both K .

We have already seen that if the least square method is directly performed on the noisy signal
xmeas , it appears that the best way to filter the signal is to set both Kx and Kv to 0 (filtered
signal equal to the reference). And, in this case, the system will not be able to detect any
difference between the real speed and its reference (which we can call speed offset) due to various
perturbations (unexpected temperature rise, spring or contact wear).

In order to be able to detect a speed of 10% around its reference (as we suppose that 10% is
a maximal expected difference between the two signals), two more speed signals that are 10%
below (vr eal2) and above (vr eal3) the reference (vr eal = vr e f ) are introduced as (Fig. 4.14):

vr eal2 = (1−0.1)vr e f = 0.9
d xr e f

d t
(4.22)

vr eal3 = (1+0.1)vr e f = 1.1
d xr e f

d t
(4.23)

Actually vr eal3 is vr eal presented in section 4.3.

Using equations (4.2) and (4.3), it is possible to determine the 3 measured positions xmeas ,
xmeas2 and xmeas3 from vr eal , vr eal2 and vr eal3. Then, the artificial noise is added to those
positions to obtain the ’measured’ ones.
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Figure 4.14: 10% speed offset around the reference

These 3 measured positions are filtered with the Kalman filter to obtain the filtered positions
xk , xk2 and xk3. The speeds vk , vk2 and vk3 are derived from those filtered positions. They are
then filtered to obtain vkk , vkk2 and vkk3. Factors Kx and Kv are calculated with the least square
method that is applied to all three speeds in order to minimize F :

F =∑
[(vr eal − vkk )2 + (vr eal2 − vkk2)2 + (vr eal3 − vkk3)2] (4.24)

Fig. 4.15 shows that the optimal values are Kx = 13 ·10−3 and Kv = 12 ·10−3.

Fig. 4.16 shows the resulting filtered speed using these Kalman filter factors.

It is interesting to compare this filter with the sampling filter. Fig. 4.17 shows the speed filtered
over 32 sampling points for the positions and 64 for the speed. It is possible to have better filtered
results by increasing the sampling periods but the delay becomes a problem that we do not have
with the Kalman filter.

4.4.2 Results

We now apply these Kalman factors to the industrial contactor. Figs. 4.18 and 4.19 show the
result before and after Kalman filtering.

There are still some fluctuations but the speed is completely usable and it is possible to be
regulated by adapting the current reference if, for any reason, this speed deviates from the
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Figure 4.16: Kalman filter of position and speed with a 10% offset around the reference

reference. The next section will show how we manage to control the speed of the mover.
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Figure 4.19: Test bench measurement with Kalman filter
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5 Sensorless speed control of the elec-
tromechanical actuator

5.1 Introduction

Now that we have designed the actuator in chapter 2, detected without sensor the position of its
mover in chapter 3 and filtered the position and speed in order to measure the speed simply and
accurately in chapter 4, we will see in the present chapter different strategies to control the speed
of the actuator’s mover.

In the first part of this chapter, we will use Matlab-Simulink in order to simulate the main control
strategies. In the second part, we will apply these strategies to the industrial contactor. We will
begin by using an external sensor in order to validate the control and then we will present the
chosen strategy that is applied for the sensorless speed detection.

Finally, we will present the speed measurement on the prototype described at the end of chapter
2.

5.2 State of the art

The speed control is based on the theory explained in [24], which treats the digital control of
dynamic systems.

Bühler [3] offers a broad introduction to all the knowledge needed to design automated systems,
from the use of analog and digital signals to methods of analysis and theoretical synthesis and
processes to automate.

Espinosa [13] uses fuzzy logic to control the speed at closing of a contactor and to limit the wear
of the contacts. A fuzzy controller uses the position and speed as inputs and provides as output an
intensity set point that controls the speed of the mover at the impact with the contacts. A low-cost
electronic module that drives the control system is directly implemented in the contactor.



Chapter 5. Sensorless speed control of the electromechanical actuator

Ustun [48] uses a PID control implemented on a DSP to control the speed in a linear actuator
with a NdFeB magnet excitation and a printed-circuit armature. A classical position-loop-gain
controller is used with a PI speed controller and an inner-current control loop. Position and speed
information are obtained from a linear sensor.

Lim [22] proposed a control solution by transforming a simple contactor “on/off” in an actuator
known as “proportional”, which means that the speed is controlled all along the mover trajectory.
A fast inner loop current controller and a slower PID outer loop trajectory controller are employed.
He used an external sensor to estimate the position.

Braune [7] controls a linear motor for an electric valve with a PD control. A nonlinear feed-
forward block, containing the inverse reluctance characteristics, is used to compensate the
non-linear effects of the actuator and to ensure the stationary accuracy. He plans to study control
strategies without sensors.

[15] studies the control of an electromagnetic actuator which can be used in various applications
like electromagnetic valve, artificial heart actuators, magnetic levitation or electromagnetic brakes.
The control is done by linear-varying parameter (LVP) control that consists in working at different
equilibrium positions, where the system can be considered linear. Consequently a great part of
the paper discusses different linearization techniques. The system gives good results but the time
of closing is apparently very long and the computational calculations during the closing have to
be taken into account for an implementation on a DSP for an application that is as fast as ours.

5.3 Control strategies

We studied the performances of the system in open and closed loop, with "all or nothing" (full
voltage or zero) control or with a PID in order to finally keep 3 control strategies:

a) Open loop (All or nothing and voltage reference).

b) Closed loop (PI control).

c) PI control with an a priori reference.

5.3.1 Open loop control

Fig. 5.1 shows the open-loop block diagram.

In this control strategy, the loop is broken off before the block ’A priori’. Therefore, it is this
block which gives the voltage reference ur e f to the actuator. xl is the measurement of the position
of the mover with an external sensor and xe is the detected position obtained thanks to the scan
current i . The position (xl or xe) is then derived to obtain the measured speed vmeas but, again,
the loop is, in this particular case, not closed and the control is only done by the “a priori” block.
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5.3. Control strategies

Figure 5.1: Block diagram of open-loop control

The objective of the specifications is to obtain the speed profile presented in Fig. 2.12 of
subsection 2.4.2 but, as the speed at the impact is important, it seemed also interesting not to
follow the profile but to have a speed of 0.4 m/s at the impact as the only objective. Knowing this,
we decided to work with 2 different voltage reference profiles:

1) All or nothing reference between 0 and umax (105 V).

2) Reference for a speed profile as close as possible to the one shown in Fig. 2.12 of subsection
2.4.2

5.3.2 Closed loop control

Fig. 5.2 shows the block diagram of the closed loop control.

Figure 5.2: Block diagram of closed-loop control

Here the loop is closed and the measured speed vmeas is compared to the speed reference vr e f

in order to obtain the speed difference d v . This difference is then used by the PI regulator to
calculate the voltage u that drives the actuator.

We decided not to use the differential term of the PID regulator and to only work with a PI because
the term D appeared not useful in this case and additionally, it generates some instabilities difficult
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to remove. Indeed, when the speed is controlled, the term D derivate the noise, which becomes
acceleration that perturbs the speed.

5.3.3 PI control of an a priori reference

Fig. 5.3 shows the block of the closed loop control of an a priori reference. It is actually a
combination between the two precedent strategies. The a priori control voltage is ur e f . The PI
controller issues a ∆u in addition to the a priori value ur e f to generate the drive voltage u of the
actuator. The speed difference d v allows to close the loop and to calculate ∆u.

Figure 5.3: Block diagram of closed-loop control (CL) of an a priori reference

5.4 Simulink models of the industrial contactor

The objective of the Simulink model is to test the control algorithms before their implementation
on the real DSP controlling the actuator.

5.4.1 Simulink overall model

Fig. 5.4 shows the overall model. The system consists of three main parts:

• The physical model of the linear actuator (grey block "Actuator model")

• The dynamic equation of motion (cyan block "Dyn equation")

• The speed control (green block "Regulation")

The black lines represent the values and subsystems containing pseudo-continuous values (clock
frequency: 10 MHz), the red lines represent the discrete values and subsystems ( fe = 100 kHz)
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Figure 5.4: Simulink model of the actuator and its speed control

and beige lines represent mixed sub-systems.

5.4.2 The physical model of the linear actuator

Fig. 5.5 describes the actuator with the inputs, the voltage u and the airgap value x and the output,
the acceleration w . The acceleration is calculated as:

w = FL +Ftot

mmob
(5.1)

Ftot is function of x and i , and is defined in a look-up table (Fig. 5.6) that is the result of FEM
simulations. mmob is the mass of the mover.

The grey block "I(x,U)" in Fig. 5.5 is detailed in Fig. 5.7 and models the equation derived from
(3.1):

i = U − dΨ
d t

R
(5.2)
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Ψ is also defined by a lookup table resulting from the FEM simulations (Fig. 5.8).
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Figure 5.5: Physical model of the linear actuator

Figure 5.6: "lookup table" of forces simulated with Flux 2D
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Figure 5.7: I = f (U , x)

Figure 5.8: "lookup table" of the flux simulated with Flux 2D

5.4.3 The dynamic equation of motion

Fig. 5.9 describes how the speed and the position are calculated from the acceleration w . Speed
v is the integral of acceleration, and the position x is the integral of this speed, therefore:
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Figure 5.9: The dynamic equation of motion
∫ tx

0

∫ tx
0 w d t 2

v =
∫ tx

0
w d t (5.3)

x =
∫ tx

0

∫ tx

0
w d t 2 (5.4)

with tx the time when evaluating the position and speed. The position of the mover x is between
0 and 10 mm. The acceleration w is negative and the open position is x = 10 mm.

5.4.4 Regulation

There are 3 different regulation blocks for the 3 different control strategies defined in subsection
5.3.

Open loop control

Fig. 5.10 shows the open loop control strategy (a), we only take the “a priori command" which is
just applied to the system input without any feedback.

The a priori voltage reference profile depends on the position x and the speed reference vr e f is
not used as the loop is open.
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Figure 5.10: A priori voltage reference

Closed loop control

For the PI closed loop control strategy (b), the block regulation is modified to obtain the diagram
presented in Figs. 5.11 and 5.12 in order to control the drive voltage u.
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Figure 5.11: Closed-loop control

The PI control is implemented in Matlab function "Delta u, PI regulation", where we can change
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Figure 5.12: Closed-loop control (position derivation)

the settings of the proportional and integral components Kp and Ki of the PI regulator. The
function also describes the "anti reset windup" which limits the instability of the integral term
when the drive voltage is limited.

For PI control, we must first evaluate the speed difference d v between the measured speed vmes

and the speed reference vr e f :

d v = vr e f − vmes (5.5)

In order to perform the anti reset windup, we calculate an intermediate parameter u′:

u′ = Ci nt + (Kp +Ki ) d v (5.6)
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And limit u′ to obtain U :

U =


Umax , if u′ >Umax

Umi n , if u′ <Umi n

u′, if u′ ∈ [Umi n , (Umax )]

(5.7)

The integration constant Ci nt limits the drift of the integrator term of the PI for a better control of
the system. It is calculated as:

d vl i m = d v − (u′−u)

Kp +Ki
(5.8)

Ci nt = Ci nt +Ki d vl i m (5.9)

Voltages Umi n and Umax are set to 15 % and 85 % of the full voltage range that goes from −UDC

= -150 V to UDC = 150 V, therefore:

Umax = 0.85(2 UDC )−UDC = 105 V

Umi n = 0.15(2 UDC )−UDC =−105 V

The margin of 15% is left in order to allow the superimposition of the scan signal which is used
for the position detection (blue arrow in Fig. 5.13).

PI control of an a priori reference

Figs. 5.14 and 5.15 describe the control strategy (c) for PI control with an a priori reference.

In this case we have implemented an intentionally bad calibrated a priori voltage reference ur e f

and the PI control manages the voltage difference ∆u to get closer to the speed reference. In the
Matlab function the code is modified and the equations (5.6) to (5.9) become:
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∆u′ = Ci nt + (Kp +Ki ) d v (5.10)
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which will test the voltage limits u and that is calculated according to:

∆u =


(Umax −ur e f ), if ∆u′ > (Umax −ur e f )

(Umi n −ur e f ), if ∆u′ < (Umi n −ur e f )

∆u′, if ∆u′ ∈ [
Umi n −ur e f ), (Umax −ur e f )

] (5.11)

d vl i m = d v − (∆u′−∆u)

Kp +Ki
(5.12)

Ci nt = Ci nt +Ki d vl i m (5.13)

5.5 Simulation results

5.5.1 Simulation results - Open loop control

The first step in forming the open loop control is to analytically create the voltage reference ur e f .

When the actuator is not saturated, the force is directly proportional to the square of the current
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density. Consequently, to determine the necessary current density, we apply J1 = 1 A/mm2 to the
optimized actuator and statically simulate the force for air-gap values between 0.2 and 10 mm,
which will give the function F1(x). In this case, the force Ftot being proportional to J 2

r e f , we
easily obtain the reference of current density according to the formula:

Jr e f = J1

√
Ftot /F1 (5.14)

Nevertheless, simulations show that the actuator is saturated for small air-gap values. Conse-
quently, the proportionality between Ftot and J 2

r e f is not correct anymore and we have to use a
new method.

As it is not possible to rebuild mathematically the current reference ir e f or the current density
reference Jr e f , we simulate the force Fi for current densities Ji ranging between 0 and 40 A/mm2

(Figs. 5.16 and 5.6).
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Figure 5.16: Forces versus air-gap values and current (2D)

Knowing the force Ftot , it is consequently possible to determine the current density reference
Jr e f (x,F ) by interpolation, and Fig. 5.17 shows the obtained function: the current density
reference versus the air gap necessary to obtain the required speed profile. The maximum
constraint of 40 A/mm2 is respected.

Then, this current density reference is injected in dynamic FEM simulations. Fig. 5.18 compares
the speed reference with the speed resulting from dynamic simulations. The obtained speed
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corresponds to its referent values.
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Figure 5.18: Industrial contactor - Speed after dynamical simulation

However, the command is the voltage, and not the current. It is not straightforward to transform
the current reference into the voltage reference because of derivation of numerical parameters
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like the flux Ψ.

Because of the difficulty to obtain analytically the voltage reference, its 2 profiles described in
subsection 5.3.1 are determined by an iterative try-and-error process on Simulink:

For the reference 1), ur e f = Umax = 105 V until t = to f f 1 and then ur e f = 0. Finally, as the speed
is not important after the impact, then at t = ton1, ur e f = Umax again.

For the reference 2), the profile of ur e f is built in order to be as close as possible to the speed
reference shown in Fig. 5.18. After the impact, at t = ton3, ur e f = Umax .

The result of imposing two referent voltages ur e f is shown in Fig. 5.19, where it can be seen that
the speed of 0.4 m/s at the impact is respected. Figs. 5.20 and 5.21 show the profiles of voltage
and current (to f f 1 = 7.73 ms, ton1 = 20 ms and ton2 = 24 ms)
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Figure 5.19: Speed versus the position for both references

The time value before impact fluctuates between 21 ms for the reference 1 and 24 ms for the
reference 2 (Fig. 5.22). The second reference corresponds exactly to the industrial specifications
but the first one is slightly quicker.

We will see later in subsection 5.6.5 that the position detection is easier with a voltage that
does not have big voltage jumps and even if it is a little bit slower, the second reference has the
advantage to be smoother than the first one.
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5.5.2 Simulation results - Closed loop control

The principle of the control strategy b) is to eliminate the a priori reference and operate the full
PI control. With coefficients Kp = 10 and Ki = 0.4 we obtain the results shown in Fig. 5.23. The
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Figure 5.22: Speed versus the time for both references

Kp and Ki coefficients have been determined empirically.
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Figure 5.23: Speed versus the position - CL control

It is surely possible to improve the control by finding the optimal values of Kp and Ki but the
resulting speed is already accurate enough to validate the strategy. Fig. 5.24 shows the voltage
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profile during the control.
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Figure 5.24: Voltage versus time - CL control

5.5.3 Simulation results - PI control of an a priori voltage reference

Fig. 5.25 shows the intentionally bad calibrated voltage reference that produces the speed profile
shown in Fig. 5.26. In Fig. 5.27, the PI control is activated and the measured speed approaches
the speed reference.

Fig. 5.28 shows how the voltage evolves during the PI control.

The speed is controlled with coefficients proportional Kp = 6 and integral Ki = 0.2. These
coefficients are defined by increasing Kp and then, after reducing it by one third, increasing the
term Ki . As shown in Fig. 5.27, the speed oscillates around the reference and it is surely possible
to reduce these oscillations but, again, the results are already accurate enough to validate the
strategy.

5.6 Experimental measurement on the industrial contactor

5.6.1 Introduction

The three presented control strategies are applied to the industrial contactor presented in section
3.1. The results presented in this section are measured with the test bench described in Appendix
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Figure 5.25: Voltage reference
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Figure 5.26: Speed versus the position - Open-loop
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Figure 5.27: Speed versus the position - PI control
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105



Chapter 5. Sensorless speed control of the electromechanical actuator

B. As the objective of Simulink modeling is only to test different strategies of control, the FEM
model that allows the force and flux curves of the industrial actuator is not very precise and a real
comparison between simulation and measurement is not very relevant. The parameters (ton , to f f ,
Ki and Kp) used on Simulink were a good starting point for the determination of the parameters
on the real test bench but are finally quite different.

The drive voltage is commanded by a PWM and is directly related to the duty cycle kpwm . As
the scan signal needs 30% of the overall duty cycle, the drive duty cycle is between 15% and
85% as it is shown in Fig. 5.29.
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Figure 5.29: Duty cycle limits of the drive voltage

As shown in subsections 5.6.2 to 5.6.4, the laser sensor measures the position which is then
transferred to Matlab with the help of the oscilloscope. The speed is then calculated by deriving
the position in Matlab. With the oscilloscope, we have the possibility to have a lot of points and
to filter relatively easily. In subsection 5.6.5, we will see the results with the position detection
and the adapted Kalman filter described in chapter 4.

5.6.2 Experimental results - Open loop control

As in Simulink simulations for the open loop strategy, it is possible to a priori build a PWM’s
duty cycle reference kpwm,r e f , which allows the actuator to touch the contacts with the speed
required by the specifications.
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Fig. 5.30 shows the resulting speed with the reference 1. As we have a better measurement of the
position x than the time on the DSP, the transition between Umax (kpwm = 85%) and 0 (kpwm =
50%) is performed for x < 9.7 mm. We see that the speed at the impact is close to 0.4 m/s.
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Figure 5.30: Speed versus the position during closing - reference 1

Fig. 5.31 shows the speed in function of time. We see that the impact is made after 24 ms which
is slightly longer than the 21 ms simulated on Simulink but still allows the validation of the
Simulink model.

Fig. 5.32 shows the resulting speed with the reference 2. The speed corresponds to the specifica-
tions and the drive duty cycle is shown in Fig. 5.33.

We can see that the speed is relatively stable around -0.4 m/s from a air gap value of 7 mm. At
the impact, the control cannot maintain that speed and the mover slows, without stopping or
bouncing according to the specifications.

5.6.3 Experimental results - Closed loop control

In the simulations, the voltage is the control parameter but on the real test bench, the control
parameter is actually the duty cycle kpwm , consequently the equations (5.6) to (5.8) that allows
the PI control become:
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Figure 5.31: Speed versus the time - reference 1
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Figure 5.32: Speed versus the position during closing - reference 2
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k ′
pwm = Ci nt + (Kp +Ki ) d v (5.15)

kpwm =


kpwm,max , si k ′

pwm > kpwm,max

kpwm,mi n , si k ′
pwm < kpwm,mi n

k ′
pwm , si k ′

pwm ∈ [
kpwm,mi n ,kpwm,max

] (5.16)

d vl i m = d v −
(k ′

pwm −kpwm)

Kp +Ki
(5.17)

Fig. 5.34 shows the closed loop control of the speed with the proportional gain Kp = 4 and
integral gain Ki = 0.1. The control is made with the speed reference given by the specifications
and we can see that the measured speed of the mover is corresponds to the required one.
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Figure 5.34: Speed versus the position during closing - PI control

5.6.4 Experimental results - PI control of an a priori voltage reference

In this case, the control is similar to the control in Simulink with the drive parameter ∆kpwm

(instead of ∆u) which is added to an intentionally bad calibrated duty cycle reference kpwm,r e f .

Fig. 5.35 shows the speed generated by a reference intentionally bad calibrated (in blue) and the
speed regulated with proportional gain Kp = 2 and integral gain Ki = 0.1 (in black). We see that
the PI control improves the dynamics and allows, as for the PI control alone, a speed between 7
mm and 5 mm relatively stable.

5.6.5 Sensorless results

The method of speed detection presented in chapter 3, where the idea was to measure the
amplitude of a scan signal that is directly dependent on the position of the mover. The error
between the measured speed and its reference allows the correction of the current reference in
order to always follow the speed reference, even in case of wear of contacts or springs.

There remains a lot of noise in the electronic circuit when the PI control is applied. In consequence,
it was not possible during the thesis to perform closed loop sensorless speed control. Figs. 5.36
and 5.37 show position and speed measurement with the DSP done on the industrial contactor
with an open loop control.

110



5.6. Experimental measurement on the industrial contactor

4 5 6 7 8 9 10

-0.5

-0.4

-0.3

-0.2

-0.1

0

position [mm]

sp
ee

d 
[m

/s
]

 

 

a priori
PI regulation
speed reference

Figure 5.35: Speed versus the position - PI control of an a priori voltage reference

0.005 0.01 0.015 0.02
0

1

2

3

4

5

6

7

8

9

10

time [s]

ai
rg

ap
 [m

m
]

 

 

position measure (external sensor)
position estimation

Figure 5.36: Measurement of the controlled position
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Figure 5.37: Measurement of the controlled speed

We can see that the speed is still noisy but precise enough to tell the user that the speed is conform
to the specifications at the impact. It could be now possible to adapt the voltage a priori reference
if the speed was not accurate.

5.7 Experimental measurement on the prototype

Fig. 5.38 shows that the difference of amplitude of the scan signal for two extreme mover
positions for the prototype is higher than for the industrial contactor. It was not possible to
perform measurement like the one shown in Fig. 5.37 with the prototype because of mechanical
frictions that introduce noise which perturbs the position detection and speed control.

It is therefore difficult to perform sensorless position detection on the prototype but we can see in
Fig. 5.39 that the prototype allows a speed at the impact that corresponds to the speed defined by
the specifications (0.4 m/s). This shows that with a well built test bench, the sensorless speed
control is possible on the prototype and the position detection should be easier and more accurate
than the one performed on the industrial contactor.
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Figure 5.38: Comparison between the scan signals of both prototype end industrial contactor
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Figure 5.39: Speed versus the position for the prototype
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6 Conclusion

The thesis presents a way to design, optimize and control the speed of the mover of an actuator. It
is complete in the sense that it shows the entire procedure that fulfills the objectives of sensorless
control of the mover’s speed.

The thesis is divided into 4 different themes: the optimization of the actuator, the sensorless
position detection, the signal processing of the position and the speed by adapting the Kalman
filter, and finally the speed control of the moving part of the actuator.

6.1 Main results and innovative contributions

The main results and innovative contributions can be summarized by the following points:

• Use of static simulations for dynamic optimization. Because the analytical model is too
difficult to obtain, it is replaced by a FEM model. Dynamical simulations are too time-
consuming for the optimization and consequently, they are performed for multiple values
of airgap by taking into account the load and the acceleration of the mover at each position.
This method allows very short calculation time and the success of the optimization.

• Genetic algorithm and penalty constraints. The results of FEM simulations can be con-
strained by applying penalties when they are out of the limits given by the specifications.
In the present case, the electromagnetic force has to be large enough to allow the required
dynamic and by penalizing the square of the difference between the obtained force and the
required one, we manage to have a very good convergence to the optimized solution.

• Design for self-sensing. A new actuator configuration was designed to allow a better
position detection by optimizing the difference of inductance between 2 extreme positions
of the mover. More free parameters and degrees of freedom were given to the optimizer
in order that it could built a new actuator that fulfills the specifications. The optimized
actuator is designed to have the maximal variations of inductance for high values of airgap,
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which are the ones that are interesting for the success of the project objectives.

• Position detection by superimposing a scan current. A scan current is superimposed to
the main one that drives the actuator. After filtering the total current, the amplitude of the
scan current is directly related to the position of the mover. By applying this method to an
industrial contactor, it is proven that the position is well detected and corresponds to the
one measured with an external sensor.

• Adaptation of Kalman filter to measure position and speed. After successful position
detection, the important remaining problem is the filtering of both signals, position and
speed. Indeed, even if the estimated position corresponds to the one measured with the
external sensor, when it is derived to obtain the speed, it becomes too noisy to be exploitable.
Therefore, an adaptation of the Kalman filter is developed to enable an effective real-time
filtering of the position and speed with a reduced number of calculation lines on the DSP.

• Sensorless speed control. A sensorless open loop control has been applied to the industrial
contactor. The speed corresponds to the specifications and can be measured with the DSP
very accurately. It is now exploitable in order to keep the speed at the impact constant, by
adapting the a priori voltage reference, if the mechanic of the contactor changes during its
use.

6.2 Future developments

• Genetic algorithm. The optimization algorithm that combines Genetic Algorithms with
FEM simulations is completely adaptable for various applications. Even without FEM
model, it is very interesting because of its reliability and rapidity. For example, it has been
used, in the laboratory, to find the starting points for gradient optimization of a non linear
curve fitting process. It has also been used by students in order to compare the results
between stochastic and heuristic methods for the optimization of an actuator described by
its analytical model. The method can be applied to other problems and the convergence
and the accuracy of the global solution should be well studied in order to definitely validate
a tool that is already very convincing.

• Winding model. The winding is very complex to modelize and the influence of the
secondary winding has not been completely studied because it was not an issue for the
success of the thesis objectives. However, it could be very interesting to well understand
the winding and see if it is possible to improve the position detection by optimizing the
parameters of the winding like the number of turns, the distance between the wires or the
insulation.

• Test bench. The test bench has to be improved in order to better filter the scan current.
The ground plane should be better implemented in order to avoid instabilities. The Sallen
key filter was very convenient because of its simplicity but it may be interesting to study
other filters and try to have a more reliable and stable final electronic board. This should
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allow sensorless closed loop control of the actuator, which is the next aim to reach before a
possible industrialization of the product.

• Prototype. The mechanical part of the contactor, which is composed of the support and the
springs, should be improved because the mover is not well guided and the friction does
not allow good results at the desired speed. A good solution could be to have a prototype
comparable to the industrial one where there are no friction issues.

• Speed regulation. Open loop regulation: An algorithm should be implemented in order
to modify the voltage reference and thus correct the speed if its measurement does not
correspond to the specifications anymore.

Closed loop regulation: If a better filter allows the sensorless closed loop control, a
characterization of the regulator using the symmetric and maximally flat criteria should be
done in order to have a better real time speed control.

Despite these possible improvements, this thesis proves the possibility of sensorless control of
a linear actuator and shows a method, by optimizing the configuration, detecting the position,
filtering the position and speed signals and finally controlling the speed of the mover, that
contributes to the developpement of the next generation of contactors.

6.3 Perspectives

The collaboration with the industrial partner has enabled the project to have a clear objective
that is to perform sensorless speed control of a contactor. But in order to reach this object, many
scientific problems have been solved and this has resulted in 4 publications:

• Sensorless position detection of a linear actuator using the resonance frequency (IEMDC
2009) [27]

• Optimization design of a linear actuator using a genetic algorithm (ICEMS 2009) [30]

• Kalman filter to measure position and speed of a linear actuator (IEMDC 2011) [29]

• Design for Self-Sensing of a Linear Actuator (ECCE 2011) [28]

The complete method that combines optimization for self-sensing, position detection, filtering
and control of the speed is completely usable in various applications.

[31] uses the combination of FEM simulations and GA to design an in-wheel BLDC motor for
a kick scooter and introduces three operating modes for which the motor is optimized in order
to reduce the number of FEM simulations. The method is directly inspired by the method of
multiple static simulations for a dynamic transient trajectory.
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[36] optimizes the design process of a tubular linear synchronous machine. The author has been
inspired by the optimization method presented in the thesis and in [30].

[11]has cited our paper on [27] for the position estimation of a plunger and its control for the
precise adjustment of oil pressure.

The adapted Kalman filter [29] is very simple to implement on a DSP when the user needs space
and can be very interesting for the filtering of signals which are close to a known reference.

In conclusion, the method is based on the development of a linear actuator because it is the
application that motivated the project at the beginning but some part of the method or the complete
one can be used in various other applications.
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A Appendix

The following 2 prototypes have been built after material cost optimization. They have been
replaced by the one described in chapter 2. The position detection of these prototypes was impos-
sible because the ferromagnetic parts were massive and the problems described in subsection
3.3.2 due to eddy currents did not allow to fulfill the objectives. But the optimization of these two
configuration, and especially the hybrid one, show what the optimization algorithm can perform.

A.1 Reluctant and Hybrid prototypes

1st Configuration description

First, we optimize a configuration composed of a ferromagnetic structure having an “E” shape
and a fixed winding (Fig. A.1). Concerning the actuator analytical model, it can be generated, but
it is valid only for small values of air gap. Therefore, an optimization using an analytical model
is not possible. The configuration is described by 4 parameters.

2nd Configuration description

The second configuration is also composed of a fixed winding but there are permanent magnets on
the mobile part (Fig. A.2). This configuration is proposed and patented by the industrial partner.
The analytical model cannot be generated: considering that all the parameters will change during
the optimization, it is impossible to generate a general analytical model which is correct in all
cases [9].

This configuration is described by 18 geometrical parameters. In addition, there is one parameter
OR that describes the orientation of the magnets (Fig. A.2). This parameter is comprised in
the interval [0,1] and is defined by the direction of both magnets OR1 and OR2 (in degrees with
reference to the horizontal axis) as follows:
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Figure A.1: 1st Configuration to optimize. The axial depth is e

{
OR1 = 0◦

OR2 = 0◦ , for OR ∈ [0,0.25]{
OR1 = 180◦

OR2 = 0◦ , for OR ∈ [0.26,0.5]{
OR1 = 180◦

OR2 = 180◦ , for OR ∈ [0.51,0.75]{
OR1 = 0◦

OR2 = 180◦ , for OR ∈ [0.76,1]

(A.1)
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A.2. Results and comparison

Figure A.2: 2nd Configuration - The axial depth is e (1,4: iron, 2: copper, 3: plastic, 5: magnet)

A.2 Results and comparison

1st Configuration

Fig. A.3 shows the 20 best results after optimization (the cost C is between 1.01 e and 3.17 e).
The best of them is represented with the red solid line, and its geometric parameters, mass and
cost are presented in Table A.1. For the optimized actuator, all the penalties PF are equal to 1,
therefore O = C .
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Figure A.3: 1st Configuration - The 20 best results

Table A.1: The optimal 1st configuration

a 2 mm b 8.8 mm
c 11.5 mm e 30.5 mm
Vi r on 37.76 cm3 Vcopper 22.01 cm3

Mcopper 117.55 g Mi r on 294.55 g
Mtot 542.10 g

Ci r on 0.42 e Ccopper 0.59 e
C 1.01 e

2nd Configuration

Analysis of the results

The geometries of both optimal configurations are very different but the prices are very similar
(1.01 e against 1.09 e). However, the 2nd configuration is much lighter than the 1st (330.7 g
against 542.1 g) and the mass could be a second criterion of choice. The magnet significantly
reduces the mass, but its high price causes that the total price remains the same.
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Figure A.4: 2nd Configuration - The 10 best results

Table A.2: The optimal 2nd configuration

lm1 3.9 mm lm2 9.4 mm
la1 2.0 mm la2 0.1 mm
lb 10.0 mm l f 1 6.7 mm
l f 2 9.5 mm l f 3 5.4 mm
ha1 10.0 mm ha2 0.1 mm
hm2 3.1 mm h f e 2.9 mm
h f 1 8.0 mm hb 14.0 mm
hma1 6.5 mm hma2 11.9 mm
hma3 0.2 mm e 21 mm
OR1 180 OR2 180
Vi r on 13.96 cm3 Vcopper 9.59 cm3

Vmag net 0.80 cm3 Mi r on 108.89 g
Mcopper 85.39 g Mmag net 6.40 g
Mtot 330.68 g Ci r on 0.16 e
Ccopper 0.43 e Cmag net 0.51 e

C 1.09 e
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B.1 Test bench
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Figure B.1: Test bench

The test bench (Fig. B.1) consists of:

1) DC power supply which can deliver up to 150 V.

2) The switch to be closed to start the closing of the contactor.

3) The tested contactor.
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4) The laser external sensor Kayence.

5) The power supply and the control unit of the laser sensor Kayence.

6) The oscilloscope.

7) The power supply (+15V, -15V, and 5V) for supplying the PCB.

8) The PCB with the DSP, filters, and the power stage.

9) A current probe.

10) A PC to control the DSP and analyze the curves provided by the oscilloscope.

B.2 PCB
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Figure B.2: PCB

The PCB (Fig. B.2) consists of:

1) A power stage with the H-Bridge and the drivers.

2) Power connectors (150 V, +15V, -15V, 5V et GND) and the connectors to the contactor.

3) A connector to see the estimated position at the oscilloscope.
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B.2. PCB

4) A connector to read the position measured by the laser sensor Kayence.

5) A development board which contains the DSP.

6) A differential amplifier INA117.

7) A bandpass filter.

8) A circuit for adjusting the amplitude and the offset.

9) Control connectors.
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