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1. INTRODUCTION

Clustering on graphs has been studied extensively for
years due to its numerous applications. However, in
contrast to the classic problems, clustering in mobile
and online social networks brings new challenges. In
these scenarios, it is common that observational data
contains multiple modalities of information reflecting
different aspects of human behavior and social interac-
tions. These interactions may be represented by a multi-
layer graph that share the same set of vertices represent-
ing users, while having different layers representing dif-
ferent relationships among users. Intuitively, each graph
should contribute to a better understanding of the under-
lying clusters from its own angle. It may be expected
that a proper combination of the multiple graphs could
lead to a better unified clustering of users’ behavior and
their social interactions.

In this work we consider different methods to com-
bine multi-layer graphs. In particular, we propose an
efficient way to combine spectra of multiple graphs to
form a “common spectrum”. To verify the suggested ap-
proach we tested it using mobile datasets. Also we com-
pare the proposed approach with community detection
methods based on modularity maximization over single
and multiple layer graphs.

2. GRAPH REGULARIZATION FRAMEWORK

The idea of working with the spectrum of the graph
is inspired by the popular spectral clustering algorithm
[1]. On a single graph, it applies eigen-decomposition of
the graph Laplacian matrix and form a spectral embed-
ding of the original vertices in a low dimensional space.
This enhances the intrinsic relationship among vertices
so that clustering based on this new representation is

usually trivial. The problem is more complicated in
case of multiple graph layers. As two recent examples,
the authors of [2] use an unified matrix factorization
framework to find a common low dimensional repre-
sentation shared by the multiple graphs in the original
space domain, while in [3] the authors propose a co-
regularization framework to find such a representation
in the graph spectral domain.

In this paper we generalize the one-layer spectral
clustering to multiple graphs by finding a common low
dimensional representation that captures the character-
istics of all graph layers. More specifically, we pro-
pose first a graph regularization framework to combine
the spectra of two graph layers. The key point is that
we treat the eigenvectors of Laplacian matrix from one
graph as functions defined on the vertices of another
graph. By enforcing the “smoothness” of such functions
on the second graph through a regularization framework,
we capture the characteristics of both graphs and get a
better unified clustering result than using single graphs
separately. Moreover, our approach has several inter-
pretations: it can be viewed as a propagation process of
the cluster labels on the graph, as well as a framework
to minimize a mismatch between the resulting partition
and information from each individual graph. Next, we
generalize this process to the case which involves more
than two graphs.

3. MULTI-RESOLUTION COMMUNITIES
DETECTION

To evaluate performance of the suggested approach
above we compare it with modularity maximization
[4] using fast greedy search algorithm [5]. Note that
modularity maximization may give a different number
of communities at different layers. On the other hand,



Table 1. MIT datasets: combination of phone-calls,
BT and location layers. Evaluation of clustering per-
formance using the proposed and the baseline methods.
NMI and RI stand for normalized mutual information
Rand index.

NMI Purity RI
The proposed method 0.518 0.712 0.758
Sum of spectral kernels 0.486 0.673 0.729
Sum of norm. adj. matrices 0.484 0.685 0.753
Sum of adj. matrices 0.366 0.641 0.731

the ground truth data typically is clustered into a fixed
number of groups. To obtain the same number of com-
munities at different layers as in the ground truth data
we apply random walk approach [6].

In general, the suggested framework of a ”common
spectrum” may be implemented using the community
detection approach (to appear elsewhere).

4. APPLICATIONS TO MOBILE DATASETS

We evaluate performance of the proposed clustering
methods on the mobile phone datasets collected by
MIT Media Lab [7] and Nokia Research Center (NRC)
Lausanne [8]. In particular, we consider graph layers
formed by phone-calls, detected WLAN and bluetooth
proximity, and GPS locations. Simulations show that
our approach to combine graph layers improves reli-
ability of clustering compared to a several base-line
methods [2] (see Table 1 and Table 2).

Furthermore, the concept of a “common spectrum”
is helpful in analysis of any multimodal data which can
be conveniently modeled as multiple graphs. For in-
stance, it would enable us to generalize the normal spec-
tral analysis from one-dimensional to multi-dimensional
cases.
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