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In spite of an immense interest from both the academic and theindustrial communities, a practical multiple-

input multiple-output (MIMO) transceiver architecture, capable of approaching channel capacity boundaries

in realistic channel conditions remains largely an open problem. Consequently, in this treatise I derive an ad-

vanced iterative, so calledturbo multi-antenna-multi-carrier (MAMC) receiver architecture. Following the

philosophy of turbo processing [26], our turbo spacial division multiplexed (SDM)-orthogonal frequency

division multiplexed (OFDM) receiver comprises a succession of soft-input-soft-output detection modules,

which iteratively exchange soft bit-related information and thus facilitate a substantial improvement of the

overall system performance. In this treatise, I explore twomajor aspects of the turbo wireless mobile receiver

design. Firstly, I consider the problem of soft-decision-feedback aided acquisition of the propagation con-

ditions experienced by the transmitted signal and secondly, I explore the issue of the soft-input-soft-output

detection of the spatially-multiplexed information-carrying signals.

More specifically, in Chapter 2 I derive an advanced decision-directed channel estimation (DDCE)

scheme, which is suitable for employment in a wide range of multi-antenna multi-carrier systems as well

as over the entire range of practical channel conditions. Inparticular, I consider mobile wireless multipath

channels, which exhibit fast Rayleigh frequency-selective fading and are typically characterized by time-

variant power delay profile (PDP). Furthermore, I develop a method of parametric tracking of the channel

impulse response (CIR) taps, which facilitates low-complexity channel estimation in realistic channel con-

ditions characterized by time-variant fractionally-spaced power delay profile. More specifically I employ

the Projection Approximation Subspace Tracking (PAST) method for the sake of recursive tracking of the

channel transfer function’s (CTF) covariance matrix and subsequent tracking of the corresponding CIR taps.

I demonstrate that the PAST-aided decision directed channel estimation scheme proposed exhibits good per-

formance over the entire range of practical conditions. Ourdiscourse evolves further with a discussion of

an adaptive CIR tap prediction method, which is based on recursive least squares (RLS) filtering. I analyse

the achievable performance of the prediction method proposed and demonstrate that the RLS prediction

technique outperforms the so-called robust prediction approach discussed in the literature. Additionally, I
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explore a family of recursive MIMO-CTF tracking methods, which in conjunction with the aforementioned

PAST-aided CIR-tracking method as well as the RLS CIR tap prediction method, facilitate an effective chan-

nel estimation scheme in the context of a MIMO-OFDM system. More specifically, I consider both hard-

and soft-feedback assisted least mean squares (LMS) and recursive least squares (RLS) tracking algorithms

as well as the modified RLS algorithm, which is capable of improved utilization of the soft information

associated with the decision-based estimates. Subsequently, I document the achievable performance of re-

sultant MIMO-DDCE scheme employing the recursive CTF tracking followed by the parametric CIR tap

tracking and CIR tap prediction. I demonstrate that the SDM-OFDM system employing the MIMO-DDCE

scheme proposed exhibits a BER performance, which is within2 dB from the corresponding performance

exhibited by the system assuming a perfect channel knowledge.

In Chapter 3 I investigate the attainable performance benefits of employing multiple-antenna archi-

tectures in wireless communication systems. I explore the merits of a family of space-time processing

methods reminiscent of multi-user detection employed inmulti-usersystems and apply them in the context

of a BLAST-type MIMO architecture with the aim of maximisingthe overall capacity of the system. I

demonstrate that the linear capacity increase, predicted by the information-theoretic analysis can indeed be

achieved by employing a relatively low-complexity linear detection technique, such as the Minimum Mean

Square Error (MMSE) detector.

In Chapter 4 I propose a novel SDM detection method, which I refer to as the Soft-output OPtimized

HIErarchy (SOPHIE) Spatial Division Multiplexing (SDM) detector. The proposed method may be regarded

as an advanced extension of the Sphere Decoder method. More specifically, our method can be employed

in the rank-deficient scenario, where the number of transmitantenna elements exceeds that of the receive

antenna elements. Furthermore our scheme is suitable for high-throughput modulation schemes such as 16-

and 64-QAM. I introduce a list of optimization rules, which facilitate the achievement of the near optimum

BER performance of a Log-MAP detector at a relatively low computational complexity. The trade-off

between the achievable BER performance and the associated computational complexity is controlled using

two parameters. The proposed detection method exhibits twomajor advantages over all previously proposed

techniques. Firstly, the bit-related soft information, which facilitates the achievement of near-optimum Log-

MAP performance, is attained at the expense of a modest complexity increase over that of hard-decision

ML detection. Secondly, our method exhibits a particularlylow polynomial complexity in both the low-

and high-SNR regions. In the critical range of SNR values, which corresponds to the “waterfall” region

of the BER versus SNR curve, the detection complexity versusthe number of transmit antennas remains

exponential. Nevertheless, I demonstrate that the complexity can be dramatically reduced at the cost of a

minor BER degradation. Namely, in 8x8 SDM-OFDM system a BER performance within 1 dB from that

exhibited by the exhaustive Log-MAP search may be achieved with a complexity which isfour orders of
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magnitude lower than the complexity imposed by the exhaustive Log-MAP search.

Finally, in Chapter 5 I explore the performance trends exhibited by the resultant turbo SDM-OFDM

receiver, which comprises three major components, namely,the soft-feedback decision-directed channel es-

timator derived in Chapter 2, followed by the soft-input-soft-output OHRSA Log-MAP SDM detector of

Chapter 4 as well as a soft-input-soft-output serially concatenated turbo code [27]. I analyze the achievable

performance of each individual constituent of our turbo receiver, as well as the achievable performance of

the entire iterative system. Our aim is to identify the optimum system configuration, while considering var-

ious design trade-offs, such as achievable error-rate performance, achievable data-rate as well as associated

computational complexity.

We demonstrate that the turbo SDM-OFDM system employing theMIMO-DDCE scheme of Chapter 2

as well as the OHRSA Log-MAP SDM detector of Chapter 4 remainseffective in channel conditions asso-

ciated with high terminal speeds of up to 130 km/h, which corresponds to the OFDM-symbol normalized

Doppler frequency of 0.006. Additionally, I report a virtually error-free performance of a rate1/2 turbo-

coded 8x8-QPSK-OFDM system, exhibiting a total bit rate of 8bits/s/Hz and having a pilot overhead of

only 10%, at SNR of 7.5dB and normalized Doppler frequency of0.003, which corresponds to the mobile

terminal speed of roughly 65 km/h1.

1Additional system parameters are characterized in Table 1.4.
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š A priori signal vector estimate
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Chapter1
Introduction

1.1 Outline

The ever-increasing demand for high data-rates in wirelessnetworks requires the efficient utilisation of the

limited bandwidth available, while supporting a high gradeof mobility in diverse propagation environments.

Correspondingly, the aim of this thesis isthe development of novel mobile wireless transceivers, which

are capable of satisfying these requirements.The specific objective of the research isto address two

major components of the transceiver architecture, namely the channel estimation module as well

as the data detection scheme.Consequently, in Chapter 2, we develop an advanced channel estimation

scheme suitable for employment in a wide range of multi-antenna multi-carrier transceivers. In Chapters 3

and 4 we review several state-of-the-art data detection methods as well as propose a novel detector, which

combines high performance with a relatively low computational complexity. Finally, in Chapter 5, we

propose an advanced turbo-detected multi-antenna multi-carrier receiver architecture, which employs joint

iterative channel estimation and data detection.

1.2 Channel Estimation for Multicarrier Systems

Orthogonal Frequency Division Multiplexing (OFDM) and Multi-Carrier Code Division Multiple Access (MC-

CDMA) techniques [28] exhibit a high potential to satisfy the challenging requirements imposed by the

rapidly evolving wireless communications technologies. This is a benefit of their ability to cope with highly

time-variant wireless channel characteristics. However,as pointed out in [29], the capacity and the achiev-

able integrity of communication systems is highly dependent on the system’s knowledge concerning the

channel conditions encountered. Thus, the provision of an accurate and robust channel estimation strategy

is a crucial factor in achieving a high performance.
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Table 1.1: Major contributions addressing channel estimation in multi-carrier systems.

[35,36] Höheret. al., 1997 Cascaded 1D-FIR Wiener filter based channel interpolation.

[37] Edforset al., 1998 Detailed analysis of SVD-aided CIR-related domain noise reduction for

DDCE.

[38] Li, 1998 DDCE using DFT-based 2D interpolation and robust prediction.

[31] Li, 2000 2D pilot pattern aided channel estimation using 2D robust frequency

domain Wiener filtering.

[33] Yanget al., 2001 Detailed discussion of parametric, ESPRIT-assisted channel estimation.

[39] Münster and Hanzo, 2003 RLS-adaptive PIC assisted DDCE for OFDM.

[40] Otnes and Tüchler, 2004 Iterative channel estimation for turbo equalization.

Well-documented approaches to the problem of channel estimation are constituted bypilot assisted,

decision directedandblind channel estimation methods [28,30].

The family ofpilot assistedchannel estimation methods was investigated for example byLi [31], Morelli

and Mengali [32], Yanget al. [33] as well as Chang and Su [34], where the channel parameters are typically

estimated by exploiting the channel-sounding signal. For example, in OFDM and MC-CDMA often a set of

frequency-domain pilots are transmitted for estimating the Frequency-Domain Channel Transfer Function

(FD-CTF), which are known at the receiver [28]. The main drawback of this method is that the pilot symbols

do not carry any useful information and thus they reduce the system’s effective throughput.

By contrast, in Decision Directed Channel Estimation (DDCE) methods both the pilot symbols as well

as all the information symbols are utilised for channel estimation [28]. The simple philosophy of this method

is that in the absence of transmission errors we can benefit from the availability of 100% pilot information by

using the detected subcarrier symbols as ana posteriorireference signal. The employment of this method

allows us to reduce the number of pilot symbols required. This technique is particularly efficient under

benign channel conditions, where the probability of a decision error is low, but naturally, this approach is

also prone to error propagation effects. The family of DDCE techniques was investigated for example by

van de Beeket al. [41], Mignone and Morello [42], Edforset al. [37], Li et al. [38], Li and Sollenberg [43]

as well as Münster and Hanzo [30,39,44,45].

The class of iterative DDCE scemes, where the channel estimation is carried out through a series of

iterations utilizing the increasingly-refined soft-decision-based feedback, was explored by Sandellet. al.

[46], Valenti [47], Yeapet. al. [48], Songet. al. [49,50], as well as by Otnes and Tüchler [40,51].

The closely related class of joint receivers, where the channel parameters and the transmitted information-

carrying symbols are estimated jointly was explored for example by Seshadri [52], Baccarelli and Cu-
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sani [53], developed further by Knickenberget. al.[54] recently revisited by Cozzo and Hughes [55] as well

as Cui and Tellambura [56,57].

Finally, the class ofblind estimation methods eliminates all redundant pilot symbols. Most of these

methods rely on the employment of decision feedback and on the exploitation of the redundancy often

found in the structure of the modulated signal, as exemplified by the techniques described for example by

Antón-Haroet. al. [58], Bosset. al. [59], Endreset. al. [60], Giannakis and Halford [61], Zhou and

Giannakis [62] as well as by Necker and Stüber [63].

Additional major subject, closely related to channel estimation, namely the prediction of fast fading

channels was extensive studied by Haykin [64]. A so-called robust predictor was proposed by Li [38] and

revised by Münster and Hanzo [45]. An adaptive RLS channel predictor was proposed by Schafhuber and

Matz [65].

Subsequently, in this treatise we propose a DDCE scheme, which is suitable for employment in both

OFDM and MC-CDMA systems. We analyse the achievable performance of the estimation scheme con-

sidered in conjunction with a realistic dispersive Rayleigh fading channel model having a Fractionally-

Spaced (FS) rather than Symbol-Spaced (SS) Power Delay Profile (PDP).

A basic component of the DDCE schemes proposed in the literature is ana posterioriLeast Squares (LS)

temporal estimator of the OFDM-subcarrier-related Frequency-Domain Channel Transfer Function (FD-

CTF) coefficients [28, 38]. The accuracy of the resultant temporal FD-CTF estimates is typically enhanced

using one- or two-dimensional interpolation exploiting both the time- and the frequency-domain correlation

between the desired FD-CTF coefficients. The LS-based temporal FD-CTF estimator was shown to be

suitable for QPSK-modulated OFDM systems [28, 38], where the energy of the transmitted subcarrier-

related information symbols is constant. However, as it will be pointed out in Section 2.4.1 of this treatise,

the LS method cannot be readily employed in MC-CDMA systems,where – in contrast to OFDM systems

– the energy of the transmitted subcarrier-related information symbols fluctuates as a function of both the

modulated sequence and that of the choice of the potentiallynon-constant-modulus modulation scheme

itself. Thus we propose a Minimum Mean Square Error (MMSE) estimation based DDCE method, which

is an appropriate solution for employment in both OFDM and MC-CDMA systems.

The system model and the channel model considered are described in Section 1.7 of this treatise. The

difficulty of employing the LS approach to the problem of estimating the OFDM-subcarrier-related FD-

CTF coefficients is described in Section 2.4.1. The alternative MMSE FD-CTF estimator circumventing the

problem outlined in Section 2.4.1 is analyzed in Section 2.4.2. Our discourse evolves further by proposing

a MMSE CIR estimator exploiting the frequency-domain correlation of the FD-CTF coefficients in Section

2.5.1 and a reduced-complexity version of the CTF MMSE estimator considered is proposed in Section
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2.5.2. The computational complexity of both methods is compared in Section 2.5.3.

In Section 2.5 we continue our discourse with the derivationof both sample-spaced as well as fractionally-

spaced Channel Impulse Response (CIR) estimator. In Section 2.5.5 we then perform a comparison between

the two methods considered and demonstrate the advantages of the later,i. e. fractionally-spaced scheme.

Subsequently, in Section 2.6 we develope a method of parametric tracking of the fractionally-spaced channel

impulse response (CIR) taps, which facilitates low-complexity channel etimation in realistic channel con-

ditions characterized by time-variant fractionally-spaced power delay profile. More specifically we employ

the Projection Approximation Subspace Tracking (PAST) method for the sake of recursive tracking of the

channel transfer function’s (CTF) covariance matrix and subsequent tracking of the corresponding CIR taps.

We demonstrate that the PAST-aided decision directed channel estimation scheme proposed exhibits good

performance over the entire range of practical conditions.

In Section 2.7 we discuss two major CIR tap prediction strategies. Specifically, In Section 2.7.2 the

so-calledrobust implementation of the stationary Minimum Mean Square Error(MMSE) CIR predictor

is considered. TherobustCIR predictor [38] assumes a constant-valued, limited-support channel scatter-

ing function [28] during the design of the CIR tap predictionfilter and hence relies on the assumption of

encountering the worst possible channel conditions. On theother hand, in Section 2.7.4 we discuss the

adaptive Recursive Least Squares (RLS) method of CIR prediction [65]. As opposed to the robust CIR

predictor of [38], the RLS CIR predictor does not require anyexplicit information concerning the channel

conditions encountered. Consequently, in Section 2.7.5 wecharacterize and compare the achievable perfor-

mance of both methods considered and draw conclusions concerning their relative merits. Specifically, we

demonstrate that the RLS prediction technique outperformsits robust counterpart over the entire range of

the relevant channel conditions.

In Section 2.8 we characterize the achievable performance of the resultant PAST-aided DDCE scheme.

We report an estimation efficiency ofκ = −18dB exhibited by a system employing 10% of pilots and

communicating over a dispersive Rayleigh fading channel having a Doppler frequency offD = 0.003.

Furthermore, we report a BER performance, which is only 3 dB from the corresponding BER performance

exhibited by a similar system assuming perfect channel knowledge.

1.3 Channel Estimation for MIMO-OFDM

In spite of an immense interest from both the academic and theindustrial communities, a practical multiple-

input multiple-output (MIMO) transceiver architecture, capable of approaching channel capacity boundaries

in realistic channel conditions remains largely an open problem. In particular, a robust and accurate channel

estimation in MIMO systems constitutes a major issue, preventing us from achieving the high capacities
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Table 1.2: Major contributions addressing the problem of channel estimation in MIMO systems.

[66] Li et. al., 2002 MIMO-OFDM for wireless communications: signal detection with en-

hanced channel estimation.

[67] Stüberet. al., 2004 An important overview encompassing most of the major aspects of the

broadband MIMO-OFDM wireless communications including channel

estimation, signal detection as well as time and frequency syncroniza-

tion.

[68] Denget. al., 2003 Decision directed iterative channel estimation for MIMO systems.

[55] Cozzo and Hughes, 2003 Joint channel estimation and data detection in space-time communica-

tions.

[69] Münster and Hanzo,2005 Parallel-interference-cancellation-assisted decision-directed channel

estimation for OFDM systems using multiple transmit antennas.

[70] Yatawatta and Petropulu, 2006 Blind channel estimation in MIMO-OFDM systems with multiuser in-

terference.

predicted by the relevant theoretical analysis.

Some of the major contributions addressing the problem of channel estimation in MIMO systems are

summarized in Table 1.2. More specifically, a combined OFDM/SDMA approach was discussed by Vande-

nameeleet. al.[71]. A pilot-based approach to the problem of MIMO channel estimation has been explored

by Jungnickelet. al. in [72], by Bolcskeiet. al. [73] as well as by Zhuet. al. [74]. On the other hand,

decision directed iterative channel estimation for MIMO systems was addressed by Liet al [66, 75, 76] as

well as Denget al [68]. Furthermore, parallel interference cancellation-assisted decision-directed channel

estimation scheme for MIMO-OFDM systems was proposed by Münster and Hanzo [69,77]. Joint decoding

and channel estimation for MIMO channels was considered by Grant [78] and further investigated by Cozzo

and Hughes [55]. Iterative channel estimation for space-time block coded systems was addressed by Maiet

al [79], while joint iterative DDCE for turbo coded MIMO-OFDM systems was investigated by Qiao [80].

Blind channel estimation in MIMO-OFDM systems with multiuser interference was explored by Yatawatta

and Petropulu [70].

Other closely related issues, namely the iterative tracking of the channel-related parameters using soft

decision feedback was studied by Sandellet. al [46], while the iterative channel estimation in the contextof

turbo equalization was considered by Songet. al. [50], Mai et. al. [81], as well as Otnes and Tüchler [40].

Finally, an important overview publication encompassing most major aspects of broadband MIMO-

OFDM wireless communications including channel estimation and signal detection, as well as time and

frequency syncronization was contributed by Stüberet. al. [67].
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Agains this background, in this treatise we propose a decision-directed channel estimation (DDCE)

scheme, which is suitable for employment in a wide range of multi-antenna multi-carrier systems as well as

over the entire range of practical channel conditions. In particular, we consider mobile wireless multipath

channels, which exhibit fast Rayleigh frequency-selective fading and are typically characterized by time-

variant power delay profile (PDP).

We consider a generic MIMO-OFDM system employingK orthogonal frequency-domain subcarriers

and havingmt andnr transmit and receive antennas, respectively. Consequently, our MIMO channel esti-

mation scheme comprises an array ofK per-subcarrier MIMO-CTF estimators, followed by a(nr × mt)-

dimensional array of parametric CIR estimators and a corresponding array of(nr × mt × L) CIR tap pre-

dictors, whereL is the number of tracked CIR taps per link for the MIMO channel.

In Section 2.9.1 we explore a family of recursive MIMO-CTF tracking methods, which in conjunction

with the aforementioned PAST-aided CIR-tracking method ofSection 2.6 as well as the RLS CIR tap pre-

diction method of Section 2.7.4, facilitate an effective channel estimation scheme in the context of a MIMO-

OFDM system. More specifically, in Section 2.9.1 we considerboth hard- and soft-feedback assisted least

mean squares (LMS) and recursive least squares (RLS) tracking algorithms as well as the modified RLS al-

gorithm, which is capable of improved utilization of the soft information associated with the decision-based

estimates.

Finally, in Section 2.9.1.5 we document the achievable performance of resultant MIMO-DDCE scheme

employing the recursive CTF tracking followed by the parametric CIR tap tracking and CIR tap prediction.

We demonstrate that the MIMO-DDCE scheme proposed exhibitsgood performance over the entire range

of practical conditions.

Both the bit error rate (BER) as well as the corresponding mean square error (MSE) performance of

the channel estimation scheme considered is characterizedin the context of a turbo-coded MIMO-OFDM

system. We demostrate that the MIMO-DDCE scheme proposed remains effective in channel conditions

associated with high terminal speeds of up to 130 km/h, whichcorresponds to the OFDM-symbol normal-

ized Doppler frequency of 0.006. Additionally, we report a virtually error-free performance of a rate1/2

turbo-coded 8x8-QPSK-OFDM system, exhibiting a total bit rate of 8 bits/s/Hz and having a pilot overhead

of only 10%, at SNR of 10dB and normalized Doppler frequency of 0.003, which corresponds to the mobile

terminal speed of roughly 65 km/h1.

1Additional system parameters are characterized in Table 1.4.
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1.4 Signal Detection in MIMO-OFDM Systems

The demand for both high data-rates, as well as for improved transmission integrity requires an efficient

utilisation of the limited system resources, while supporting a high grade of mobility in diverse propagation

environments. Consequently, the employment of an appropriate modulation format, as well as an efficient

exploitation of the available bandwidth constitute crucial factors in achieving a high performance.

The OFDM modulation scheme employed in conjunction with a Multiple-Input Multiple-Output (MIMO)

architecture [28], where multiple antennas are employed atboth the transmitter and the receiver of the com-

munication system, constitutes an attractive solution in terms of satisfying these requirements. Firstly, the

OFDM modulation technique is capable of coping with the highly frequency selective, time-variant channel

characteristics associated with mobile wireless communication channels, while possessing a high grade of

structural flexibility for exploiting the beneficial properties of MIMO architectures.

It is highly beneficial that OFDM and MIMOs may be conveniently combined, since the information-

theoretical analysis predicts [82] that substantial capacity gains are achievable in communication systems

employing MIMO architectures. Specifically, if the fading processes corresponding to different transmit-

receive antenna pairs may be assumed to be independently Rayleigh distributed2, the attainable capacity

was shown to increase linearly with the smaller of the numbers of the transmit and receive antennas [82].

Additionally, the employment of MIMO architectures allowsfor the efficient exploitation of the spatial

diversity available in wireless MIMO environments, thus improving the system’s BER, as well as further

increasing the system’s capacity.

The family of space-time signal processing methods, which allow for the efficient implementation of

communication systems employing MIMO architectures are commonly referred to in parlance assmart

antennas. In recent years, the concept of smart antennas has attracted intensive research interest in both the

academic and the industrial communities. As a result, a multiplicity of smart antenna-related methods has

been proposed. These include methods implemented at the transmitter, the receiver or both.

The classification of the smart-antenna techniques is illustrated in Figure 1.1. It should be noted, how-

ever, that the classification presented here is somewhat informal and its sole purpose is to appropriately

position the content of this treatise in the context of the extensive material available on the subject.

Two distinctive system scenarios employing smart antennascan be identified. The first is the so-called

Space Devision Multiplexing (SDM)-type scenario [83], where twopeerterminals each employing multiple

antennas, communicate with each other over a MIMO channel and the multiple antennas are primarily used

for achieving a multiplexing gain,i.e. a higher throughput [84]. The second scenario corresponds to the

2This assumption is typically regarded as valid, if the appropriate antenna spacing is larger than ofλ/2, whereλ is the corre-

sponding wavelength.



1.4. Signal Detection in MIMO-OFDM Systems 8

Detection methods

Space-Time Processing Applications

Point-to-Point Point-to-Multipoint

BLAST/SDM STC

UplinkDownlink

D-BLAST SDMD

SDMABeamforming

MUD

Figure 1.1: Classification of space-time processing techniques.

Space Devision Multiple Access (SDMA) configuration [28], where a singlebase-station, employing mul-

tiple antennas communicates simultaneously using a singlecarrier frequency with multipleuser terminals,

each employing one or several antennas.

The variouspoint-to-multipointsmart antenna applications can be further subdivided intouplink- and

downlink-related applications. Theuplink-related methods constitute a set of techniques, which can be

employed in thebase stationin order to detect the signals simultaneously transmitted by multiple userter-

minals. More specifically, provided that the Channel Impulse Response (CIR) of all users is accurately

estimated, it may be used as their unique, user-specific spatial signature for differentiating them, despite

communicating within the same frequency band [28]. Hence, the corresponding space-time signal pro-

cessing problem is commonly referred to as Multi-User Detection (MUD) [28], while the multi-antenna

multi-user systems employinguplink space-time MUD are commonly referred to as SDMA systems [28].

In contrast to the SDM-type systems designed for achieving the highest possible multiplexing gain, the

design objective of the SDMA techniques is the maximizationof the number of users supported. By con-

trast, the class of beamformers [85] creates angularly selective beams for both the up-link and down-link

in the direction of the desired user, while forming nulls towards the interfering users. Finally, the family

of Space-Time Codes (STC) [26] was optimized for achieving the highest possible transmit diversity gain,

rather than for multiplexing gain or for increasing the number of users supported. At the time of writing

new research is aiming for achieving both the maximum attainable diversity and multiplexing gain with the
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aid of eigen-value decomposition [86].

As stated above, two benefits of employing smart antennas arethe system’s improved integrity, as well

as the increased aggregate throughput. Hence an adequate performance criterion of the particular smart

antenna implementation is a combination of the system’s attainable aggregate data-throughput, as well as

the corresponding data integrity, which can be quantified interms of the average Bit Error Rate (BER). Con-

sequently, in the context of point-to-multipoint-relatedsmart antenna applications the achievable capacity

associated with the particular space-time processing method considered may be assessed as a product of

the simultaneously supported number of individual users and the attainable data-rate associated with each

supported user. The measure of data-integrity may be the average BER of all the users supported. Thus, the

typical objective of the multi-user-related smart antennaimplementations, such as that of an SDMA scheme

is that of increasing the number of the simultaneously supported users, while sustaining the highest possible

integrity of all the data communicated.

In this treatise, however, we would like to focus our attention on the family of space-time processing

methods associated with thepoint-to-pointsystem scenario. The main objective of point-to-point space-

time processing is to increase the overall throughput of thesystem considered, as opposed to increasing the

number of individual users simultaneously supported by thesystem, which was the case in the multi-user

SDMA scenario described above. As illustrated in Figure 1.1, the family of time-space processing methods

associated with thepoint-to-point-related smart antenna applications entail two different approaches, namely

that of Space-Time Codes (STC) [26] as well as various layered space-time architectures, best known from

Bell Labs Layered Space-Time (BLAST) scheme [84].

The STC methods may be classified in two major categories, namely the Space-Time Block Codes (STBC)

and the Space-Time Trellis Codes (STTC). A simple method of STBC was first presented by Alamouti

in [87]. Various STBC techniques were then extensively studied in a series of major publications by Tarokh

et al. in [88–94] as well as by Ariyavistakulet al. in [95, 96]. On the other hand, the original variant of

BLAST, known as the Diagonal BLAST (D-BLAST) scheme, was first introduced by Foschini in [84]. A

more generic version of the BLAST architecture, the so-called Vertical BLAST (V-BLAST) arrangement

was proposed by Goldenet al. in [97]. Furthermore, the comparative study of the D-BLAST,as well as the

V-BLAST systems employing various detection techniques such as Least Squares (LS) and Minimum Mean

Square Error (MMSE)-aided Parallel Interference Cancellation (PIC), as well as the LS- and MMSE-aided

Successive Interference Cancellation (SIC) was carried out by Sweatmanet al. in [98]. Typically, however,

the term BLAST refers to the point-to-point single-carrierMIMO architecture employing the SIC detection

method, as it was originally proposed in [84].

For the sake of accuracy, in this work we employ the alternative terminology of Space Division Mul-

tiplexing (SDM) in order to refer to a generic MIMO architecture. The corresponding detection methods
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are referred to as SDM Detection (SDMD) techniques, as opposed to the MUD techniques employed in the

context of SDMA systems [28]. Naturally, however, the SDMD and MUD schemes share the same signal

detection methods, regardless, whether the signal arrivedfrom multiple antennas of the same or different

users. The classification of the most popular SDMD/MUD schemes is depicted in Figure 1.2. The methods

considered include the linear LS and MMSE techniques, as well as non-linear techniques, such as Maxi-

mum Likelihood (ML), Successive Interference Cancellation (SIC), Genetic Algorithm-aided MMSE (GA-

MMSE) [99, 100] as well as the novel Optimized Hierarchy Reduced Search Algorithm (OHRSA)-aided

methods proposed in this treatise.

SDMD/MUD

Linear Detection Non-Linear Detection

LS MMSE ML SIC GA-MMSE OHRSA-ML

Log-MAP OHRSA-Log-MAP SOPHIE

Figure 1.2: SDM detection methods classification.

In the course of this treatise both the MIMO channel model considered as well as the SDM-OFDM

system model are described in Section 1.8. The various SDM detection methods considered are outlined in

Chapter 3. Specifically, in Section 3.3.1 we demonstrate that the linear increase in capacity, predicted by

the information-theoretic analysis [29], may indeed be achieved by employing a relatively low-complexity

linear SDM detection method, such as the MMSE SDM detection technique [101]. Secondly, in Section

3.4.1 we show that a substantially better performance can beachieved by employing a non-linear Maximum

Likelihood (ML) SDM detector [83,102,103], which constitutes the optimal detection method from a prob-

abilistic sequence-estimation point of view. To elaboratea little further, the ML SDM detector is capable of

attaining transmit diversity infully-loadedsystems, where the number of transmit and receive antennas is

equal. Moreover, as opposed to the linear detection schemesconsidered, the ML SDM detector is capable

of operating in therank-deficientsystem configuration, when the number of transmit antennas exceeds that

of the receive antennas. Unfortunately, however, the excessive computational complexity associated with

the exhaustive search employed by the ML detection method renders it inapplicable to practical implemen-

tation in systems having a large number of transmit antennas. Subsequently, in Sections 3.4.2 and 3.4.3 we
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Table 1.3: Major Contributions Addressing the Sphere Decoder-Aided Space-Time Processing.

[104] Finckeet. al., 1985 Sphere decoder technique introduced.

[105] Damenet. al., 2000 Sphere decoder was first proposed for employment in the context of

space-time processing, where it is utilized for computing the ML esti-

mates of the modulated symbols transmitted simultaneouslyfrom mul-

tiple transmit antennas.

[106] Hochwald and Brink, 2003 Thecomplexversion of the sphere decoder.

[107] Damenet. al., 2003 Further results on SD.

[108] Phamet al., 2004 Improved version of the complex sphere decoder.

[109] Tellamburaet al., 2005 Multistage sphere decoding was introduced.

explore a range of advanced non-linear SDM detection methods, namely the SIC and Genetic Algorithm-

aided MMSE detection, respectively, where the latter may potentially constitute an attractive compromise

between the low complexity of the linear SDM detection and the high performance of the ML SDM detec-

tion schemes. Indeed, we will demonstrate in Section 3.4.3 that the SDM detection method based on the

SIC as well as on the GA-MMSE detector [100] are both capable of satisfying these requirements.

In Section 3.5 our discourse evolves further by proposing anenhancement of the SDMD schemes consid-

ered by employing both Space-Frequency Interleaving (SFI)and Space-Frequency Walsh-Hadamard Trans-

form (SFWHT)-aided spreading. The performance benefits of employing SFI and SFWHT are quantified in

Section 3.5. Finally, our conclusions are summarized in Section 3.7.

Recently, a family of potent Reduced Search Algorithm (RSA)aided Space-Time processing methods

has been explored. These new methods utilize the Sphere Decoder (SD) technique introduced by Fincke

et al. [104]. The SD was first proposed for employment in the contextof space-time processing by Damen

et. al. in [105], where it is utilized for computing the ML estimatesof the modulated symbols transmitted

simultaneously from multiple transmit antennas. Thecomplexversion of the sphere decoder was proposed

by Hochwald and Brink in [106]. The subject was further investigated by Damenet al. in [107]. Subse-

quently, an improved version of the Complex Sphere Decoder (CSD) was advocated by Phamet al. in [108].

Furthermore, CSD-aided detection was considered by Cui andTellambura in a joint channel estimation and

data detection scheme explored in [56], while a revised version of the CSD method, namely the so-called

Multistage Sphere Decoding (MSD) was introduced in [109]. The generalized version of the sphere de-

coder, which is suitable for employment in rank-deficient MIMO systems supporting more transmitters than

the number of receive antennas was introduced by Damenet al. in [110] and further refined by Cui and

Tellambura in [111]. The so-calledfastgeneralized sphere decoding was introduced by Yanget al. [112].

Yet another variant of sphere decoder algorithms with improved radius search was introduced by Zhao and
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Giannakis [113]. The subject of approaching MIMO channel capacity using soft detection on hard sphere

decoding was explored by Wang and Giannakis [114]. Iterative detection and decoding in MIMO systems

using sphere decoding was considered by Vikaloet al. [115].

Consequently, a set of novel Optimized Hierarchy Reduced Search Algorithm (OHRSA)-aided SDM

detection methods are outlined in Section 4.2. Specifically, in Section 4.2.1 we derive the OHRSA-aided

ML SDM detector, which benefits from the optimal performanceof the ML SDM detector [28], while

exhibiting a relatively low computational complexity, which is only slightly higher than that required by

the low-complexity MMSE SDM detector [28]. To elaborate a little further, in Section 4.2.2 we derive a

bit-wise OHRSA-aided ML SDM detector, which allows us to apply the OHRSA method of Section 4.2 in

high-throughput systems, which employ multi-level modulation schemes, such asM-QAM [28].

In Section 4.2.3 our discourse evolves further by deducing the OHRSA-aided Max-Log-MAP SDM

detector, which allows for an efficient evaluation of the soft-bit information and therefore results in highly

efficient turbo decoding. Unfortunately however, in comparison to the OHRSA-aided ML SDM detector

of Section 4.2.2 the OHRSA-aided Max-Log-MAP SDM detector of Section 4.2.3 exhibits a substantially

higher complexity. Consequently, in Section 4.2.5 we derive an approximate Max-Log-MAP method, which

we refer to as Soft-output OPtimized HIErarchy (SOPHIE) SDMdetector. The SOPHIE SDM detector

combines the advantages of both the OHRSA-aided ML and OHRSA-aided Max-Log-MAP SDM detec-

tors of Sections 4.2.2 and 4.2.3, respectively. Specifically, it exhibits a similar performance to that of the

optimal Max-Log-MAP detector, while imposing a modest complexity, which is only slightly higher than

that required by the low-complexity MMSE SDM detector [28].The computational complexity as well as

the achievable performance of the SOPHIE SDM detector of Section 4.2.5 are analysed and quantified in

Sections 4.2.5.1 and 4.2.5.2, respectively.

Our conclusions are summarized in Section 4.3. Specifically, we report achieving a BER of10−4 at

SNRs ofγ = 4.2, 9.2 and14.5 in high-throughput 8x8 rate-1
2 turbo-codedM = 4, 16 and64-QAM systems

communicating over dispersive Rayleigh fading channel. Additionally, we report achieving a BER of10−4

at SNRs ofγ = 9.5, 16.3 and22.8 in high-throughput rank-deficient 4x4, 6x4 and 8x4 rate-1
2 turbo-coded

16-QAM systems, respectively.

1.5 Iterative Signal Processing for SDM-OFDM

In spite of an immense interest from both the academic and theindustrial communities, a practical multiple-

input multiple-output (MIMO) transceiver architecture, capable of approaching channel capacity boundaries

in realistic channel conditions remains largely an open problem. An important overview publication en-

compassing most major aspects of broadband MIMO-OFDM wireless communications including channel
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Figure 1.3: Schematic of a joint iterative receiver comprising channelestimator, SDM detector, as well as

turbo decoder employing two RCS serially-concatenated component codes.

estimation and signal detection, as well as time and frequency syncronization was contributed by Stüberet

al. [67]. Other important publications considering MIMO systems in realistic conditions include those by

Münster and Hanzo [69], Liet. al.[66], Mai et. al.[81], Ronenet. al.[116] as well as Qiaoet. al.[80]. Nev-

ertheless, substantial contributions addressing all the major issues inherent to MIMO transceivers, namely

error correction, space-time detection as well as channel estimation in realistic channel conditions remain

scarce.

Against this background, in Chapter 5.1 we derive an iterative, so calledturbo multi-antenna-multi-

carrier (MAMC) receiver architecture. Our turbo receiver is illustrated in Figure 1.3. Following the philoso-

phy of turbo processing [26], our turbo SDM-OFDM receiver comprises a succession of detection modules,

which iteratively exchange soft bit-related information and thus facilitate a substantial improvement of the

overall system performance.

More specifically, our turbo SDM-OFDM receiver comprises three major components, namely, the soft-

feedback decision-directed channel estimator, discussedin detail in Section 2.9, followed by the soft-input-

soft-output OHRSA Log-MAP SDM detector derived in Section 4.2.3 as well as a soft-input-soft-output

serially concatenated turbo code [27]. Consequently, in this chapter we would like to analyze the achievable

performance of each individual constituent of our turbo receiver, as well as the achievable performance of

the entire iterative system. Our aim is to identify the optimum system configuration, while considering var-

ious design trade-offs, such as achievable error-rate performance, achievable data-rate as well as associated

computational complexity.

In Section 5.4.2.4 we demonstrate that our turbo SDM-OFDM system employing the MIMO-DDCE

scheme of Section 2.9 as well as the OHRSA Log-MAP SDM detector of Section 4.2.3 remains effec-

tive in channel conditions associated with high terminal speeds of up to 130 km/h, which corresponds to

the OFDM-symbol normalized Doppler frequency of 0.006. Additionally, we report a virtually error-free

performance for a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting an effective throughput of
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8 MHz · 8 bits/s/Hz=64 Mbps and having a pilot overhead of only 10% atSNR of 7.5dB and a normalized

Doppler frequency of0.003, which corresponds to a mobile terminal speed of about 65 km/h.

1.6 Novel Contributions of the Thesis

In order to build on top of the state-of-the-art results available in the literature, this treatise presents a

rigorous derivation of an iterative turbo receiver architecture suitable for employment in a wide range of

multi-antenna multi-carrier systems operating in realistic rapidly-fluctuating channel conditions. In this

thesis we address the following open problems:

1. Channel estimation for multi-antenna multi-carrier systems in dispersive fast-fading channels.

2. Computationaly efficient signal detection in multi-antenna systems.

3. Error propagation in decision directed channel estimation-aided systems.

More specifically, we would like to highlight the following major findings:

• In Chapter 2 we derive an advanced decision directed channelestimation (DDCE) scheme, which is

capable of recursive tracking and prediction of the rapidly-fluctuating channel parameters, character-

ized by time-variant statistics. More specifically, we employ a Projection Approximation Subspace

Tracking (PAST) [117] technique for the sake of tracking thechannel transfer function’s low-rank

signal subspace and thus fascilitating a high accuracy tracking of the channel’s transfer function,

while imposing a relatively low computational complexity.The corresponding results are summa-

rized in [4,15] as well as [23].

• Additionally, in Chapter 2 we introduce an advanced MIMO channel estimation scheme for multi-

antenna multi-carrier systems. Our method comprises the aforementioned PAST aided subspace tech-

nique in conjunction with an enhanced soft-decision aided RLS MIMO-CTF estimator, which utilizes

a modified RLS tracking technique outlined in [40]. We demonstrate that our soft-decision aided

MIMO-DDCE scheme is suitable for multi-carrier systems employing any practical number of trans-

mit and receive antennas. The results discussed in Chapter 2are reported in [24] and [10].

• In Chapter 4 we explore a family of novel Optimized HierarchyReduced Search Algorithm (OHRSA)-

aided space-time processing methods, which may be regardedas an advanced extension of the Com-

plex Sphere Decoder (CSD) method, portrayed in [108]. The algorithm proposed extends the potential

application range of the CSD methods of [106] and [108], as well as reduces the associated computa-

tional complexity. Moreover, the OHRSA-aided SDM detectorproposed exhibits the near-optimum



1.7. System Model 15

performance of the Log-MAP SDM detector, while imposing a substantially lower computational

complexity, which renders it an attractive design alternative for practical systems. Our findings are

extensively documented in [1,16,19,20] as well as [7].

• Finally, in Chapter 5 we discuss an iterative turbo receiverarchitecture, which utilises both the soft

decision feedback aided MIMO channel estimation scheme of Chapter 2 as well as the Log-MAP

SDM detection method derived in Chapter 4. Additionally, wecarry out an analysis of the associated

design trade-offs. The results outlined in Chapter 5 are reported in [11,25].

1.7 System Model

1.7.1 Channel Statistics

Figure 1.4: Illustration of a wireless multi-path communication link.Note that the non-line of sight paths

are randomly faded as a result of the diffraction induced by scattering surfaces.

A Single Input Single Output (SISO) wireless communicationlink is constituted by a multiplicity of

statistically independent components, termed aspaths. Thus, such a channel is referred to as amultipath

channel. Amultipathchannel is typically characterized by its Power Delay Profile (PDP), which is a set

of parameters constituted by the paths’ average powersσ2
l and the corresponding relative delaysτl. Some

examples of the commonly used PDPs are illustrated in Figure1.6. The physical interpretation of each

individual path is a single distortionless ray between the transmitter and the receiver antennas. While

the term PDP corresponds to the average power values associated with the different multi-path channel

components, the term CIR refers to the instantaneous state of the dispersive channel encountered and corre-

sponds to the vector of the instantaneous amplitudesαl [n] associated with different multi-path components.

Thus, the statistical distribution of the CIR is determinedby the channel’s PDP. In the case of indepen-

dently Rayleigh fading multiple paths we haveαl[n] ∈ CN (0, σ2
l ), l = 1, 2, · · · , L, whereCN (0, σ2) is a

complex-Gaussian distribution having the mean0 and the variance ofσ2.

The individual scattered and delayed signal components usually arise as a result of refraction or diffrac-
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Figure 1.5: Illustration of a wireless multi-path communication link.Note that the non-line of sight paths

are randomly faded as a result of the diffraction induced by scattering surfaces.

tion from scattering surfaces, as illustrated in Figure 1.4, and are termed as Non-Line-Of-Sight (NLOS)

paths. In most recently proposed wireless mobile channel models each such CIR componentαl associ-

ated with an individual channel path is modelled by a Wide Sense Stationary (WSS) narrow-band complex

Gaussian process [120] having correlation properties characterised by the cross-correlation function

rα[m, j] = E{αi[n]α∗
j [n − m]} = rt;i[m]δ[i − j] , (1.1)

wheren is a discrete OFDM-block-related time-domain index andδ[·] is the Kronecker delta function.

The above equation suggests that the different CIR components are assumed to be mutually uncorrelated

and each exhibits time-domain autocorrelation propertiesdefined by the time-domain correlation function

rt;i[m]. The Fourier transform pair of the correlation functionrt[n] associated with each CIR tap corresponds

to a band-limited Power Spectral Density (PSD)pt( f ), such that we havept( f ) = 0, if | f | > fD, where

Fd is termed as themaximum Doppler frequency. The time period1/ fD is the so-calledcoherence timeof

the channel [120] and usually we have:1/ fD ≫ T, whereT is the duration of the OFDM block.

A particularly popular model of the time-domain correlation function rt[n] was proposed by Jakes in

[121] and is described by

rt[n] = rJ [n] = J0(nwd), (1.2)
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Figure 1.6: Power Delay Profiles (PDP) corresponding to three differentchannel models, namely (a)

the Short Wireless Asynchronous Transfer Mode (SWATM) channel model of [28], (b) Bug’s channel

model [118] and (c) the COST-207 Bad Urban (BU) channel modeldefined for UMTS-type system, as

characterized in [119].

whereJ0(x) is a zero-order Bessel function of the first kind andwd = 2πT fD is the normalised Doppler

frequency. The corresponding U-shaped PSD function, termed as the Jakes-spectrum is given by [121]

pJ(w) =







2
wd

1√
1−(w/wd)2

, if |w| < wd

0, otherwise.

Generally speaking the Doppler frequenciesfD can assume different values for different signal paths.

However, as it was advocated in [38], for the sake of exploiting the time-domain correlation in the context

of channel parameters estimation and prediction, it is sufficient to make a worst-case assumption about

the nature of time-domain correlation of the channel parameters encountered. The associated worst-case

channel time-domain correlation properties can be characterized by an ideally band-limited Doppler PSD

function given by [28,38]

pt( f ) = pB,uni f ( f ) =







1
2 fD

, if | f | < fD

0, otherwise,
(1.3)

where fD is the assumed value of the maximum Doppler frequency over all channel paths. The correspond-

ing time-domain correlation function can be described as

rt[m] = rB[m] =
sin 2π fDm

2π fDm
. (1.4)

We adopt the complex baseband representation of the continuous-time Channel Impulse Response (CIR),

as given by [120]

h(t, τ) = ∑
l

αl(t)c(τ − τl), (1.5)



1.7.1. Channel Statistics 18

-60

-50

-40

-30

-20

-10

 0

 10

 0  0.2  0.4  0.6  0.8  1

M
ag

ni
tu

de
 [d

B
]

Normalized Frequency

(a)

-0.1

-0.05

 0

 0.05

 0.1

 0.15

 0.2

 0.25

 0.3

 0  5  10  15  20  25  30

A
m

pl
itu

de

tap index

(b)

Figure 1.7: (a) Frequency response and (b) impulse response of an order 8raised cosine shaping filter with

the oversampling rate of 4, the roll-off factor of 0.2 and thedelay of 3 samples.

whereαl(t) is the time-variant complex amplitude of thelth path and theτl is the corresponding path delay,

while c(τ) is the aggregate impulse response of the transmitter-receiver pair, which usually corresponds

to the raised-cosine Nyquist filter. From (1.5) the continuous Channel Transfer Function (CTF) can be

described as in [76]

H(t, f ) =
∫ ∞

−∞
h(t, τ) e−2π f τdτ

= C( f ) ∑
l

αl(t)e−2π f τl , (1.6)

whereC( f ) is the Fourier transform pair of the transceiver impulse responsec(τ) characterized in Figure

1.7.

As it was pointed out in [38], in OFDM/MC-CDMA systems using asufficiently long cyclic prefix and

adequate synchronisation, the discrete subcarrier-related CTF can be expressed as

H[n, k] = H(nT, k∆ f ) = C(k∆ f )
L

∑
l=1

αl[n]Wkτl /Ts

K (1.7)

=
K0−1

∑
m=0

h[n, m]Wkm
K , (1.8)

whereTs = T/K is the baseband sample duration, whileK0 is the length of the cyclic prefix, which normally

corresponds to the maximum delay spread encountered, such that we haveK0 > τmax/Ts. Subsequently

h[n, m] = h(nT, mTs) =
L

∑
l=1

αl [n]c(mTs − τl) (1.9)
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is the Sample-Spaced CIR (SS-CIR) andWK = exp(−2π/K). Note, that in realistic channel conditions

associated with non-sample-spaced time-variant path-delays τl(n) the receiver will encounter dispersed

received signal components in several neighbouring samples owing to the convolution of the transmitted

signal with the system’s impulse response, which we refer toas leakage. This phenomenon is usually

unavoidable and therefore the resultant SS-CIRh[n, m] will be constituted of numerous correlated non-

zero taps described by Equation (1.5) and illustrated in Figure 1.8. By contrast, the Fractionally-Spaced

CIR (FS-CIR)αl [n] = αl(nT) will be constituted by a lower number ofL ≪ K0 ≪ K non-zero statistically

independent taps associated with distinctive propagationpaths, as depicted in Figure 1.8.
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Figure 1.8: The FS-CIR (top) and the effectiveSS-CIR (bottom) resulting from the convolution of the

original FS-CIR with the raised cosine filter impulse response of Figure 1.7 for the cases of (a) sample-

spaced and (b) fractionally-spaced power delay profiles.

As it was shown in [38], the crosscorrelation functionrH[m, l], which characterized both time- and

frequency-domain correlation properties of the discrete CTF coefficientsH[n, k] associated with different

OFDM blocks and subcarriers can be described as

rH [m, l] = E {H[n + m, k + l]H∗[n, k]}

= σ2
Hrt[m]r f [l], (1.10)

wherert[m] is the time-domain correlation function described by Equation (1.4), whiler f [i] is the frequency-

domain correlation functions, which can be expressed as follows [31]

r f [l] = |C(l∆ f )|2
L

∑
i=1

σ2
i

σ2
H

e−2πl∆ f τi , (1.11)

whereσ2
H = ∑

L
i=1 σ2

i .
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1.7.2 Realistic Channel Properties

The majority of existing advanced channel estimation methods rely on thea priori knowledge of the channel

statistics commonly characterized by the channel’s Power Delay Profile (PDP) for the sake of estimating the

instantaneous Channel Impulse Response (CIR) and the corresponding Channel Transfer Function (CTF).

It is evident however, that in realistic wireless mobile channels, where at least one of the communicating

terminals is in motion, the channel’s PDP will also become time-variant and thus may not bea priori known

at the receiver.

For the sake of designing as we as characterizing the performance of an efficient and robust channel

estimation scheme, which will be suitable for realistic channel conditions, we propose a channel model,

which sustains the important characteristics of the realistic wireless mobile channels. More specifically, as

opposed to the conventional constant PDP, our channel modelis characterized by a time-variant PDP, where

both the relative delaysτl as well as the corresponding average powersσ2
l of different PDP taps vary with

time.

Our channel model is dynamically generated using a geometric scattering model illustrated in Figure

1.9. More specifically, the individual scatterers associated with different propagation paths are randomly

generated using a Marcov statistical model. The corresponding relative delaysτl and powersσ2
l associated

with each propagation path are calculated based on the geometrical location of each of the scatterers. Corre-

spondingly, the rate of change in the values of the PDP tap delaysτl is determined by the speed of the mobile

wireless terminal and is characterized by the PDPtap drift rateparameterντ. The specific assumptions re-

garding the practical range of values of the parameterντ is discussed in the next chapter. Furthermore, each

propagation path experiences independent fast Rayleigh fading. Finally, the set of parameters characterizing

the Marcov model employed is chosen such that the average channel statistics corresponds to the desired

static-PDP channel model.

1.7.3 Baseline Scenario Characteristics

As a baseline scenario we consider a mobile wireless communication system utilizing a frequency bandwidth

of B = 10 MHz at a carrier frequency offc = 2.5 GHz. Furthermore, we assume an OFDM system having

K = 128 orthogonal subcarriers. The corresponding FFT-frame duration is Ts = K/B = 16 µs. We assume

having a cyclic prefix of1/4Ts = 4 µs and thus the total OFDM symbol duration ofT = 20 µs.

Some other important system-related assumptions include the relative speed of the communicating ter-

minals, which we assume not to exceedv = 130 km/h = 36 m/s. Furthermore, the OFDM-symbol-
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Figure 1.9: PDP examples corresponding.

normalized Doppler frequencyfD relates to the relative speed of the communicating terminals as follows

fD = T
v fc

c
, (1.12)

wherec = 3 · 108 m/s denotes the speed of light. The actual Doppler frequencyfD/T encountered in the

mobile wireless environment is assumed to be in the range of 3to 300 Hz, where the maximum value of300

Hz correponds to the relative terminal speed ofv = 130 km/h and the carrier frequency offc = 2.5 GHz.

Finally, the OFDM-symbol-normalized PDP tap drift speedντ may be calculated as follows

ντ = T
v

c
, (1.13)

which suggests the that value of the PDP tap drift speed parameter does not exceed the maximum value of

ντ = 2.4 · 10−6 µs = T · 0.12 µs/s.

The resultant baseline scenario system characteristics are summarized in Table 1.4

1.7.4 MC Transceiver

The transmitter part of the system is typically constitutedof an OFDM / MC-CDMA Encoder and Modula-

tor, the output of which is a complex-valued base-band time-domain signal. The resultant base-band signal
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Table 1.4: Baseline scenario system characteristics.

Parameter Value

Carrier frequencyfc 2.5 GHz

Channel bandwidthB 8 MHz

Number of carriersK 128

FFT frame durationTs 16 µs

OFDM symbol durationT 20 µs (4 µs of cyclic prefix)

Max. delay spreadτmax 4 µs

Max. terminal speedv 130 km/h

Norm. Max. Doppler spreadfD 0.006 = T · 300 Hz

Norm. Max. PDP tap driftντ 2.4 · 10−6 µs = T · 0.12 µs/s

is oversampled and pulse-shaped using a Nyquist filter, suchas, for example, a root-raised-cosine filter char-

acterized in Figure 1.7. The resultant oversampled signal is then converted into an analog pass-band signal

using a D/A converter and upconverted to the Radio Frequency(RF) band. At the receiver side a reciprocal

process is taking place, where the received RF signal is amplified by the RF frontend and downconverted

to an intermediate frequency pass-band, then sampled by theA/D converter, downconverted to the base-

band, filtered by a matched Nyquist filter and finally decimated. The resultant complex-valued base-band

signal is processed by the corresponding OFDM / MC-CDMA Demodulator and Decoder block, where the

transmitted information symbols are detected.

In this treatise we consider the link between the output of the MC Modulator and the input of the MC

Demodulator of Figure 1.10 as anEffective Base-Band Channel. The proof of feasibility for this assumption

is beyond the scope this contribution, however it can be found for example in [120,122].

The discrete frequency-domain model of the OFDM/MC-CDMA system illustrated in Figure 1.10 can

be described as in [76]

y[n, k] = H[n, k]x[n, k] + w[n, k], (1.14)

for k = 0, . . . , K − 1 and alln, wherey[n, k], x[n, k] andw[n, k] are the received symbol, the transmitted

symbol and the Gaussian noise sample respectively, corresponding to thekth subcarrier of thenth OFDM

block. Furthermore,H[n, k] represents the complex-valued CTF coefficient associated with thekth subcar-

rier and time instancen. Note that in the case of anM-QAM modulated OFDM system,x[n, k] corresponds

to the M-QAM symbol accommodated by thekth subcarrier, while in a MC-CDMA system, such as a

Walsh-Hadamard Transform (WHT) assisted OFDM scheme usingG-chip WH spreading code and hence
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Figure 1.10:Schematic illustration of a typical OFDM/MC-CDMA system’sPHY layer.

capable of supportingG users [28] we have

x[n, k] =
G−1

∑
p=0

c[k, p]s[n, p], (1.15)

wherec[k, p] is thekth chip of thepth spreading code, whiles[n, p] is theM-QAM symbol spread by the

pth code. Each of theG spreading codes is constituted byG chips.

1.8 SDM-OFDM System Model

1.8.1 MIMO Channel Model

We consider a MIMO wireless communication system employingmt transmit andnr receive antennas,

hence, the corresponding MIMO wireless communication channel is constituted by(nr × mt) propagation

links, as illustrated in Figure 1.11. Furthermore, each of the corresponding(nr × mt) Single Input Single

Output (SISO) propagation links comprises a multiplicity of statistically independent components, termed

aspaths. Thus, each of these SISO propagation links can be characterised as amultipath SISO channel

discussed in detail in Section 1.7.1. Similarly to the SISO case, the multi-carrier structure of our SDM-

OFDM transceiver allows us to characterise the broadband frequency-selective channel considered as an

OFDM subcarrier-related vector of flat-fading Channel Transfer Function (CTF) coefficients. However, as

opposed to the SISO case, for each OFDM symboln and subcarrierk the MIMO channel is characterized

by a (nr × mt)-dimensional matrixH[n, k] of the CTF coefficients associated with the different propaga-

tion links, such that the elementHij[n, k] of the CTF matrixH[n, k] corresponds to the propagation link
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connecting thejth transmit andith receive antennas.
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Figure 1.11: Illustration of a MIMO channel constituted bymt transmit andnr receive antennas. The

corresponding MIMO channel is characterized by the(nr × mt)-dimensional matrixH of CTF coefficients.

Furthermore, the correlation properties of the MIMO-OFDM channel can be readily derived as a gener-

alisation of the SISO-OFDM channel scenario discussed in detail in Section 1.7.1. As it was shown in [38],

the crosscorrelation functionrH [m, l], which characterizes both the time- and frequency-domain correlation

properties of the discrete CTF coefficientsHij[n, k] associated with the particular(i, j)th propagation link

of the MIMO channel, as well as with the different OFDM symboland subcarrier indicesn andk can be

described as

rH;ij[m, l] = E

{

H∗
ij[n + m, k + l], Hij[n, k]

}

= σ2
Hrt[m]r f [l], (1.16)

wherert[m] is the time-domain correlation function, which may be characterized by a time-domain corre-

lation model proposed by Jakes in [121], where we have

rt[m] = rJ [m] = J0(nwd), (1.17)

and J0(x) is a zero-order Bessel function of the first kind, whilewd = 2πT fD is the normalised Doppler

frequency. On the other hand, the frequency-domain correlation functionr f [l] can be expressed as follows

[31]

r f [l] = |C(l∆ f )|2
L

∑
i=1

σ2
i

σ2
H

e−2πl∆ f τi , (1.18)

whereC( f ) is the frequency response of the pulse-shaping filter employed by the particular system,σ2
i and

τi, i = 1, · · · , L are the average power and the corresponding delay of theL-tap Power Delay Profile (PDP)

encountered, whileσ2
H is the average power per MIMO channel link, such that we haveσ2

H = ∑
L
i=1 σ2

i .
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In this report we assume the different MIMO channel links to be mutually uncorrelated. This common

assumption is usually valid, if the spacing between the adjacent antenna elements exceedsλ/2, whereλ

is the wavelength corresponding to the RF signal employed. Thus, the overall crosscorrelation function

between the(i, j)th and(i′, j′)th propagation links may be described as

rH;ij;i′ j′ [m, l] = E

{

H∗
i′ j′ [n + m, k + l], Hij[n, k]

}

= σ2
Hrt[m]r f [l]δ[i − i′]δ[j − j′], (1.19)

whereδ[i] is the discrete Kronecker Delta function.

1.8.2 Channel Capacity

Whilst most of the multi-path NLOS channel models can be collectively categorized as Rayleigh fading,

different channel models characterized by different PDPs exhibit substantial differences in terms of their

information-carrying capacityandpotential diversity gain. The channel’s capacity determines the upper-

bound for the overall system’s throughput. On the other hand, the available diversity gain allows the com-

munication system to increase its transmission integrity.Various modulation and coding schemes can be

employed by the communication system in order to increase its spectral efficiency and also to take advan-

tage of diversity. Some of these methods are widely discussed in the literature,e.g. in [123], and include

the employment of antenna arrays, space-time coding, time-and frequency-domain spreading, channel cod-

ing, time- and frequency-domain repetitionetc. The theoretical performance boundaries of such methods

are discussed in [29, 124]. Furthermore, the trade-offs between the attainable system capacity gain and the

corresponding diversity gain are addressed in [125].

Consequently, the unrestricted capacity of a generic single-carrier ergodic-flat-fading MIMO channel

can be expressed as in [106], where we have

C = E

{

log det

[

σ2
wI +

1

mt
HHH

]}

, (1.20)

whereH is a(nr × mt)-dimensional matrix with independent complex Gaussian distributed entries.

In realistic communication system, however, the achievable throughput is limited by the modulation

scheme employed. Some examples of such modulation schemes are Mary PSK orMary QAM constellation

schemes, whereM is the number of complex symbols constituting the constellation map corresponding to

the particular modulation scheme employed. The upper bounddefining the maximum throughput achievable

by a particular discrete modulation scheme was first discussed by Shannon in [126] and was shown to be

determined by the mutual informationI(s; y) exhibited by the modulation scheme employed. The mutual

information can be calculated using the following expression

I(s; y) = H(y)− H(y|s), (1.21)
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Figure 1.12:CapacityC of Equation (1.20) as well as mutual informationI(s; y) of Equation (1.21) versus

SNR for (a) 1x1 and (2) 2x2 systems in Rayleigh uncorrelated flat fading.

whereH(·) = −E log p(·) denotes the entropy function [126]. In the case of having a Gaussian i.i.d. noise

sample vectorw with the corresponding covariance matrix given byCw = σ2
wI, the constrained entropy

constituentH(y|s) of Equation (1.21) is may be expressed as follows [106]

H(y|x) = nr log 2πσ2
we, (1.22)

whereas the unconstrained entropy constituentH(y) can be approximated numerically using a Monte-Carlo

simulation as in [106], where we have

H(y) = −E log

(

1

Mmt(2πσ2
w)nr

∑
s

exp

[

− 1

2σ2
w

‖y − Hs‖2

])

, (1.23)

where the expectation is taken over the three sources of randomness in the choice ofs, H andw. Moreover,

the summation in Equation (1.23) is carried out over allMmt possible values ofs.

Figures 1.12(a) and 1.12(b) characterize both the capacityC of Equation (1.20) as well as the mutual

information I(s; y) of Equation (1.21) for SISO and 2x2-MIMO systems, respectively. The mutual infor-

mation plots depicted in both figures correspond to systems employing QPSK as well as 16- and 64-QAM

modulations.

1.8.3 SDM-OFDM Transceiver Structure

The schematic of a typical SDM-OFDM system’s physical layeris depicted in Figure 1.13. The transmitter

of the SDM-OFDM system considered is typically constitutedby the Encoder and Modulator seen in Figure

1.13, generating a set ofmt complex-valued base-band time-domain signals [28]. The modulated base-band
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Figure 1.13: Schematic of a typical SDM-OFDM system’s physical layer.

signals are then processed in parallel. Specifically, they are oversampled and shaped using a Nyquist filter,

such as for example a root-raised-cosine filter. The resultant oversampled signals are then converted into

an analog pass-band signal using a bank of D/A converters andupconverted to the Radio Frequency (RF)

band. At the receiver side of the SDM-OFDM transceiver the inverse process takes place, where the set of

received RF signals associated with thenr receive antenna elements are amplified by the RF amplifier and

down-converted to an intermediate frequency pass-band. The resultant pass-band signals are then sampled

by a bank of A/D converters, down-converted to the base-band, filtered by a matched Nyquist filter and

finally decimated, in order to produce a set of discrete complex-valued base-band signals. The resultant set

of discrete signals is processed by the corresponding Demodulator and Decoder module seen in Figure 1.13,

where the transmitted information-carrying symbols are detected.

In this treatise we consider the link between the output of the SDM-OFDM Modulator and the input

of the corresponding SDM-OFDM Demodulator of Figure 1.13 asanEffective Base-Band MIMO Channel.

The proof of feasibility for this assumption is beyond the scope this contribution, however it can be found for

example in [120, 122]. The structure of the resultant base-band SDM-OFDM system is depicted in Figure

1.14, where the bold grey arrows illustrate subcarrier-related signals represented by the vectorsxi andyi,

while the black thin arrows accommodate scalar time-domainsignals.

The discrete frequency-domain model of the SDM-OFDM system, illustrated in Figure 1.14, may be

characterised as a generalisation of the SISO case described in of Section 1.7.1. Namely, we have

yi[n, k] =
mt

∑
j=1

Hij[n, k]xj [n, k] + wi[n, k], (1.24)

wheren = 0, 1, · · · andk = 0, . . . , K−1 are the OFDM symbol and subcarrier indices, respectively, while
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yi[n, k], xj [n, k] andwi[n, k] denote the symbol received at theith receive antenna, the symbol transmitted

from thejth transmit antenna and the Gaussian noise sample encountered at theith receive antenna, respec-

tively. Furthermore,Hij[n, k] represents the complex-valued CTF coefficient associated with the propaga-

tion link connecting thejth transmit andith receive antennas at thekth OFDM subcarrier and time instance

n. Note that in the case of anM-QAM modulated OFDM system,xj[n, k] corresponds to theM-QAM

symbol accommodated by thekth subcarrier of thenth OFDM symbol transmitted from thejth transmit

antenna element.

The SDM-OFDM system model described by Equation (1.24) can be interpreted as the per OFDM-

subcarrier vector expression of

y[n, k] = H[n, k]x[n, k] + w[n, k], (1.25)

where we introduce the space-devision-related vectorsy[n, k], x[n, k] and w[n, k], as well as a space-

devision-related(nr × mt)-dimensional matrix of CTF coefficientsH[n, k]. Note that similarly to the

SISO case, the multi-carrier structure of the SDM-OFDM transceiver allows us to represent the broad-

band frequency-selective MIMO channel as a subcarrier-related vector of flat-fading MIMO-CTF matrices

H[n, k].
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1.9 Motivation of This Thesis

Historically speaking, OFDM research was inspired by the celebrated paper conceived by Chang in 1966

[127]. Initially the developments were relatively slow owing to implementational difficulties. More sub-

stantial developments were stimulated by Cimini [128] in 1985. In the late 1990s OFDM was adopted by

numerous standartization bodies, such as Digital Video Broadcasting (DVB), Digital Audio Broadcasting

(DAB), as well as by the IEEE 802.11 Wireless Local Area Network (LAN) - aka WiFi - standard. Dur-

ing the most recent decade further interest was stimulated by the introduction of multiple antennas in the

context of both SDM and SDMA. The culmination of this processwas that OFDM is now considered to be

the strongest candidate for the 3GPP LTE initiative and thismotivated the research reported in this thesis.

The development of an entire MIMO-OFDM system requires the investigation of numerous system com-

ponents, most importantly sophisticated channel estimation, multi-antenna signal detection as well as their

interactions with the channel decoder.



Chapter2
Channel Estimation for OFDM and

MC-CDMA

2.1 Outline

In this chapter we develop an advanced decision directed channel estimation scheme suitable for employ-

ment in a wide range of multi-antenna multi-carrier systems. Firstly, both pilot-aided as well as decision

directed channel estimation are briefly discussed and compared in Section 2.2. We conclude that decision

directed approach exhibits substantial benefits over its pilot-based counterpart. Correspondingly, in this

chapter we focus our attention on the family of decision directed methods. Specifically, the difficulty of

employing the LS approach to the problem of estimating the OFDM-subcarrier-related FD-CTF coefficients

is described in Section 2.4.1. The alternative MMSE FD-CTF estimator circumventing the problem outlined

in Section 2.4.1 is analyzed in Section 2.4.2. Our discourseevolves further by proposing an MMSE CIR

estimator exploiting the frequency-domain correlation ofthe FD-CTF coefficients in Section 2.5.1 and a

reduced-complexity version of the CTF MMSE estimator is proposed in Section 2.5.2. The computational

complexity of both methods is compared in Section 2.5.3.

In Section 2.5 we continue our discourse with the derivationof both sample-spaced as well as fractionally-

spaced Channel Impulse Response (CIR) estimators. In Section 2.5.5 we then perform a comparison be-

tween the two methods considered and demonstrate the advantages of the latter,i.e. of the fractionally-

spaced scheme. Subsequently, in Section 2.6 we develop a method of parametric tracking of the fractionally-

spaced CIR taps, which facilitates low-complexity channelestimation in realistic channel conditions charac-

terized by time-variant fractionally-spaced power delay profile. More specifically, we employ the Projection

Approximation Subspace Tracking (PAST) method for the sakeof recursive tracking of the channel transfer

function’s (CTF) covariance matrix and for the subsequent tracking of the corresponding CIR taps. We
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demonstrate that the PAST-aided decision directed channelestimation scheme proposed exhibits a good

performance over the entire range of practical conditions.

In Section 2.7 we discuss two major CIR tap prediction strategies. Specifically, in Section 2.7.2 the

so-calledrobust implementation of the stationary Minimum Mean Square Error(MMSE) CIR predictor

is considered. TherobustCIR predictor [38] assumes a constant-valued, limited-support channel scatter-

ing function [28] during the design of the CIR tap predictionfilter and hence relies on the assumption of

encountering the worst possible channel conditions. On theother hand, in Section 2.7.4 we discuss the

adaptive Recursive Least Squares (RLS) method of CIR prediction [65]. As opposed to the robust CIR

predictor of [38], the RLS CIR predictor does not require anyexplicit information concerning the channel

conditions encountered. Consequently, in Section 2.7.5 wecharacterize and compare the achievable perfor-

mance of both methods considered and draw conclusions concerning their relative merits. Specifically, we

demonstrate that the RLS prediction technique outperformsits robust counterpart over the entire range of

the relevant channel conditions.

In Section 2.9.1 of this chapter we explore a family of recursive MIMO-CTF tracking methods, which

in conjunction with the aforementioned PAST-aided CIR-tracking method of Section 2.6 as well as the RLS

CIR tap prediction method of Section 2.7.4, facilitate the design of an effective channel estimation scheme in

the context of a MIMO-OFDM system. More specifically, in Section 2.9.1 we consider both hard- and soft-

feedback assisted least mean squares (LMS) and recursive least squares (RLS) tracking algorithms as well

as the modified RLS algorithm, which is capable of improved utilization of the soft information associated

with the decision-based estimates.

Finally, in Section 2.9.1.5 we document the achievable performance of the resultant MIMO-DDCE

scheme employing the recursive CTF tracking of Section 2.4.2 followed by the parametric CIR tap tracking

and CIR tap prediction. We demonstrate that the MIMO-DDCE scheme proposed exhibits good perfor-

mance over the entire range of practical conditions.

2.2 Pilot-Assisted Channel Estimation

In this treatise we concentrate our attention on both the derivation and on the performance analysis of

decision-directed channel estimation methods, additionally providing a brief performance comparison be-

tween Decision-Directed and Pilot-Aided channel estimation methods. Our motivation is that any technique

applicable to DDCE can be equally employed in the context of pilot-aided schemes and the difference be-

tween their attainable performance can be predicted as outlined below.

The attainable performance of both the Decision-Directed (DD) and Pilot-Assisted (PA) channel esti-
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mation methods can be compared in the following simple way.

The performance of any pilot-assisted channel estimation method expressed in terms of the achievable

Mean Square Error (MSE) is upper-bounded by the expression

MSEPA >
N0L

Ep
, (2.1)

whereEp is the total power associated with the transmitted pilots,N0 is the Gaussian noise variance andL

is the number of non-zero CIR components.

On the other hand, in the case of DD channel estimation the corresponding performance bound, using

the assumption of error-free decisions, can be described by

MSEDD >
N0

Es

L

K
, (2.2)

whereEs is the average signal energy per transmitted complex base-band sample andK is the number of

OFDM subcarriers, whileN0 andL are as defined previously.

Thus the resultant performance gain may be quantified as

MSEDD

MSEPA
=

Ep

EsK
. (2.3)

We would also like to emphasize the trade-off between the PA channel estimator’s performance and the

system’s spectral-efficiency loss associated with the allocation of valuable signal power to pilot symbols.

The corresponding data-rate loss can be quantified by a simple expression similar to that of Equation (2.3):

rloss =
Ep

EsK
. (2.4)

2.3 Decision Directed Channel Estimation

The schematic of the channel estimation method considered is depicted in Figure 2.1. The symbolsy[n] and

ŝ[n] in the figure represent the received vector of the subcarrier-related samples and thea posterioridecision-

based estimated vector of the transmitted information-carrying symbolss[n], respectively. Furthermore,

symbolsH[n + 1], α[n] andα[n + 1] represent the CTF and the CIR vectors corresponding to time instants

n and n + 1, respectively. Finally, the accentšx and x̂ represent thea priori predicted anda posteriori

estimated values of the variablex, respectively. Figure 2.1 corresponds to the general case of the CIR

estimation and both sample-spaced as well as fractionally-spaced cases may be considered.

For the sake of clarity, we would like to emphasis the notational difference between the Sample Spaced

CIR vectorh[n] and the Fractionally Spaced CIR vectorα[n]. Specifically, we would like to commence by

considering the simpler case of the SS-CIR. Thus, the CIR vector α[n] in Figure 2.1 may be substituted by

its sample-spaced projectionh[n] described by Equation (1.8).
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Figure 2.1: Schematics of a generic receiver employing Decision Directed Channel Estimator constituted by

ana posterioridecision-directed CTF Estimator, followed by a CIR Estimator and ana priori CIR predictor.

Our channel estimator is constituted by what we refer to as ana posterioridecision-directed CTF esti-

mator followed by a CIR estimator and ana priori CIR predictor [28]. As seen in Figure 2.1, the task of the

CTF estimator is to evaluate the tentative values of the subcarrier-related CTF coefficiets of Equation (1.14).

Correspondingly, the task of the CIR estimator is to estimate the SS-CIR taps of Equation (1.8). In the

case of the sample-spaced CIR aided channel estimation, discussed in this section, the Inverse Fast Fourier

Transform (IFFT) based transformation from the subcarrier-related frequency domain to the sample-spaced

CIR-related time domain is invoked in order to exploit the frequency-domain correlation of the subcarrier-

related CTF coefficients as well as to reduce the computational complexity associated with the CTF predic-

tion process, because the SS-CIR typically has a lower number of K0 ≪ K taps, which have to be predicted,

than theK number of FD-CTF coefficients. Hence the overall channel estimation complexity is reduced,

even when the complexity of the FD-CTF to CIR transformationand its inverse are taken into account1.

As can be seen in Figure 2.1, thea posterioriCTF estimator inputs are the subcarrier-related signaly[n]

and the decision-based estimateŝ[n]. The transformation from the frequency to time domain is performed

within the CIR estimator of Figure 2.1 and its output is ana posterioriestimateŝ[n, k] of the CIR taps of

Equation (1.8), which is fed into the low-rank time-domain CIR tap predictor of Figure 2.1 for the sake of

producing ana priori estimatěh[n + 1, l], l = 0, 1, · · · , K0 − 1 of the next SS-CIR on a SS-CIR tap-by-tap

basis [28]. Finally, the predicted SS-CIR is converted to the subcarrier-related CTF estimates with the aid

of the FFT. The resultant FD-CTF is employed by the receiver for the sake of detecting and decoding of the

next OFDM symbol. Note, that this principle requires the transmission of a pilot-based channel sounding

sequence, such as for example pilot-assisted OFDM block, during the initialisation stage.

1The computational complexity associated with the prediction of theK CTF coefficients is of orderO(K2Nprd), whereNprd

is the order of the prediction filter. On the other hand, the CIR prediction combined with the FFT and IFFT operations can

be associated with the computational complexity of orderO(K2
0 Nprd + 2K log2 K). It is evident, that in the typical case of

Nprd < K0 ≪ K the overall estimation complexity is reduced if the aforementioned method of the CIR prediction is employed.
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2.4 A Posteriori FD-CTF Estimation

In order to emphasize the major difference between the OFDM and MC-CDMA systems in the context of

the associated channel estimation scheme, first we would like to analyze the performance of the temporal

estimator of the subcarrier-related FD-CTF coefficientsH[n, k] based on thea posteriori decision-aided

estimates of the transmitted subcarrier-related sampless[n, k] of Equation (1.14). In Section 2.4.1 we will

show that the LS approach typically employed in DDCE-aided OFDM systems [28, 38] is not applicable

in the case of MC-CDMA systems. In Section 2.5.1 we propose anMMSE estimator, which renders the

DDCE philosophy discussed in [28,38] suitable for MC-CDMA systems. However, the estimator introduced

in Section 2.5.1 exhibits a computational complexity, which is significantly higher than the computational

complexity of the conventional LS-based estimator of [28, 38]. Thus a reduced-complexity approximation

of the MMSE estimator of Section 2.5.1 is proposed in Section2.5.2.

2.4.1 Least Squares CTF Estimator

Following Equation (1.14), the Least Squares (LS) approach[101] to the problem of estimating the discrete-

abscissa FD-CTF coefficientsH[n, k], based on the knowledge of the decision-aided estimatesŝ[n, k] of the

transmitted frequency-domain sampless[n, k] of Equation (1.14) can be expressed as

H̃[n, k] =
y[n, k]

ŝ[n, k]
= H[n, k] · s[n, k]

ŝ[n, k]
+

w[n, k]

ŝ[n, k]
, (2.5)

where H[n, k] represents the Rayleigh-distributed FD-CTF coefficients having a variance ofσ2
H, while

s[n, k] denotes the transmitted subcarrier-related samples having zero mean and a variance ofσ2
s . The

distribution of the sampless[n, k] is dependent on the particular modulation scheme employed by the sys-

tem. For instance, in a MC-CDMA system using an arbitrary modulation scheme, the sampless[n, k] are

complex-Gaussian distributed, having a Rayleigh-distributed amplitude|x[n, k]| and uniformly-distributed

phaseθ[n, k]. By contrast, in aM-PSK-modulated OFDM system the sampless[n, k] are uniformly dis-

tributed within the set ofM-PSK symbols having a constant amplitude|s[n, k]| = σs and a discrete-uniform

distributed phaseθ[n, k] = 2π m
M , m = 0, 1, · · · , M − 1. Finally, the noise samplesw[n, k] are independent

identically distributed (i.i.d.) complex-Gaussian variables having a zero mean and a variance ofσ2
w.

Under the assumption of carrying out error-free decisions we haveŝ[n, k] = s[n, k] and Equation (2.5)

may be simplified to

H̃[n, k] =
y[n, k]

ŝ[n, k]
= H[n, k] +

w[n, k]

ŝ[n, k]
. (2.6)

The Mean Square Error (MSE) associated with the LS FD-CTF estimator of (2.6) is given by

MSELS = E

{∣
∣
∣H[n, k] − H̃[n, k]

∣
∣
∣

2
}

= E

{∣
∣
∣
w[n, k]

s[n, k]

∣
∣
∣

2
}

. (2.7)
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The less ambiguous measure of the estimator’s performance is the Normalized MSE (NMSE), which is

defined as the MSE normalized by the variance of the parameterbeing estimated. The NMSE corresponding

to the estimator of Equation (2.6) is given by

NMSELS =
1

σ2
H

E

{∣
∣
∣
w[n, k]

s[n, k]

∣
∣
∣

2
}

. (2.8)

The AWGN samplesw[n, k] are known to be i.i.d. complex-Gaussian and hence the MSE of Equation (2.7)

is determined by the statistical distribution of the transmitted subcarrier-related sampless[n, k]. The NMSE

encountered assumes its minimum value, when|s[n, k]|2 = σ2
s is constant, as in the case of anM-PSK-

modulated OFDM system. Thus, we have

NMSELS,min =
1

σ2
Hσ2

s

E
{
|w[n, k]|2

}
=

σ2
w

σ2
Hσ2

s

=
1

γ
, (2.9)

where

γ =
1

σ2
w

E
{
|H[n, k]s[n, k]|2

}
=

σ2
Hσ2

s

σ2
w

(2.10)

is the average SNR level. On the other hand, the NMSE value will increase substantially, if the energy

of the transmitted sampless[n, k] varies as in the case ofM-ary Quadrature Amplitude Modulation (M-

QAM)-based OFDM or MC-CDMA. In fact, in the case of strictly Gaussian-distributed sampless[n, k],

which corresponds to encountering a MC-CDMA system having asufficiently long spreading code, the

NMSE value of Equation (2.8) does not exist, since the variance of the resultant Cauchy distributed variable

associated with the ratio of two Gaussian-distributed variabless[n, k] andw[n, k] of Equation (2.8) cannot

be defined [129]. The NMSE of the LS estimator of Equation (2.6) derived for QPSK, 16-, 64- and 256-

QAM-modulated OFDM, as well as QPSK-modulated MC-CDMA is depicted in Figure 2.2(a). The solid

line in Figure 2.2(a) corresponds to the lower NMSE bound described by Equation (2.9).

The performance degradation of the LS estimator of Equation(2.6) was imposed by the energy-fluctuation

of the near-Gaussian distributed subcarrier-related samples s[n, k], which renders the LS estimator inap-

plicable for employment in MC-CDMA systems. Therefore, forthe sake of mitigating this performance

degradation we would like to turn our attention to the MMSE estimation approach.

2.4.2 MMSE CTF Estimator

In order to derive a FD-CTF estimator, which is suitable for employment in a MC-CDMA system, where the

energy-fluctuation of the subcarrier-related sampless[n, k] is near-Gaussian, we turn to the MMSE approach.

Following the Bayesian linear model theory of [101], the MMSE estimator of the FD-CTF coefficients

H[n, k] of the scalar linear model described by Equation (1.14), where the parametersH[n, k] are assumed
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Figure 2.2: NMSE associated with (a)Least Squares (LS)and (b)Minimum Mean Square Error

(MMSE) estimators of the uncorrelated Rayleigh-distributed subcarrier-related CTF coefficientsH[n, k]

of Equation (1.14) corresponding to the various statistical distributions of the transmitted subcarrier-related

samplesx[n, k]. The markers on the plot correspond to the simulated cases ofM-PSK, 16-, 64- and 256-

QAM modulated OFDM as well asM-QAM modulated MC-CDMA, while the lines correspond to the ana-

lytically calculated performance recorded for the cases ofM-PSK OFDM (solid) and MC-CDMA (dashed),

which represent the lower and the upper NMSE bounds, respectively. Note that the upper bound for the LS

estimator in conjunction with MC-CDMA does not exist.

to be complex-Gaussian distributed with a zero mean and a variance ofσ2
H, is given by [101]:

H̃MMSE[n, k] =

(
x∗[n, k]s[n, k]

σ2
w

+
1

σ2
H

)−1

· x∗[n, k]y[n, k]

σ2
w

=
s∗[n, k]y[n, k]

|s[n, k]|2 + σ2
w

σ2
H

. (2.11)

The corresponding NMSE can be expressed as [101]

NMSEMMSE =
1

σ2
H

(
1

σ2
H

+
|s[n, k]|2

σ2
w

)−1

=
σ2

w

σ2
H |s[n, k]|2 + σ2

w

=
1

γ
∣
∣
∣

s[n,k]
σx

∣
∣
∣

2
+ 1

, (2.12)

whereγ is the average SNR level defined by Equation (2.10). As we haveseen previously in the context

of Equation (2.12), the NMSE is determined by the statistical distribution of the transmitted subcarrier-

related sampless[n, k] and assumes its minimum value, when the energy of these samples|s[n, k]|2 = σ2
s is

constant. On the other hand, in contrast to the NMSE of the LS estimator of Equation (2.5), the NMSE of



2.4.3.A Priori Predicted Value Aided CTF Estimator 37

the MMSE estimator of Equation (2.11) is upper-bounded, which is evidenced by Figure 2.2(b). The NMSE

assumes its maximum value, when the sampless[n, k] are complex-Gaussian distributed, as in the case of

a MC-CDMA system having a sufficiently high spreading factor. Explicitly, the maximum NMSE may be

derived as follows:

NMSEH,max(γ) = E
x∈N(0,σ2

x)
{NMSE(γ, x)}

= E
r=| x

σx
|2∈χ2

{NMSE(γ, r)}

=
∫ ∞

0

1

γr + 1
e−rdr =

1

γ
e

1
γEi

(
1

γ

)

, (2.13)

where we integratei.e. average the first multiplicative term upon weighting it by the χ2-distributed Proba-

bility Density Function (PDF) of the NMSE described byPχ2(r) = e−r over its entire range spanning from

0 to ∞ and define theexponential integralfunction as:

Ei(x) =
∫ ∞

x

e−t

t
dt. (2.14)

2.4.3 A Priori Predicted Value Aided CTF Estimator

In MC-CDMA systems employing spreading codes having a relatively low spreading factorG, there is a

finite probability of encountering zero-energy subcarrier-related sampless[n, k] = 0 when superimpos-

ing the chips of various users corresponding to the subcarrier considered. This probability decreases with

increasing spreading factorG as the corresponding power distribution function approaches Gaussian distri-

bution. As can be seen from Equation (2.11), this will resultin a corresponding the CTF coefficient MMSE

estimateH̃[n, k] = 0, which is unrelated to the actual value ofH[n, k] encountered. This problem can

be circumvented in the context of the DDCE scheme of Figure 2.1, where thea priori predicted estimate

of the subcarrier-related coefficientH[n, k] is readily available, by performing a Maximum Ratio Combin-

ing (MRC) of thea posterioriMMSE estimateH̃[n, k] of Equation (2.11) and the correspondinga priori

estimateȞ[n, k]. It can be shown that the resultant MRC-aided CTF estimator can be expressed as

H̃[n, k] =
Ȟ[n, k] + ŝ∗[n, k]y[n, k]

1 + |ŝ[n, k]|2 + K0
K

σ2
w

σ2
H

. (2.15)

In the following section we employ the following vectorial notationv[n] = (v[n, 1], · · · , v[n, K])T.
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2.5 A Posteriori CIR Estimation

2.5.1 MMSE SS-CIR Estimator

We would like to commence our portrayal of the proposed channel estimation philosophy rendering the

DDCE OFDM scheme of [28, 38] also applicable to employment inMC-CDMA with the derivation of the

a posterioriMMSE SS-CIR estimator of Figure 2.1.

By substituting the FD-CTF of Equation (1.7) into (1.14) we arrive at

y[n, k] =
K0−1

∑
l=0

Wkl
K h[n, l]x[n, k] + w[n, k], (2.16)

which can be expressed in a matrix form as

y[n] = diag (x[n, k]) Wh[n] + w[n], (2.17)

where we define the(K×K)-dimensional matrixdiag (v[k]) as a diagonal matrix having the corresponding

elements of the vectorv[k] on the main diagonal, as well as the(K×K0)-dimensional Fourier Transform

matrixW , which corresponds to the Fourier transform of the zero-padded SS-CIR vectorh[n] and is defined

by Wkl = Wkl
K for k = 0, 1, · · · , K − 1 andl = 0, 1, · · · , K0 − 1.

As before, the SS-CIR tapsh[l] are assumed to be uncorrelated complex-Gaussian distributed variables

having a zero mean and a covariance matrix given by

Ch = diag
(
σ2

l

)
. (2.18)

The MMSE estimator of the SS-CIR tapsh[n, l] of the linear vector model described by Equation (2.17) is

given by [101]

ĥ =

(

diag

(

1

σ2
l

)

+
1

σ2
w

WHdiag
(
|x̂[k]|2

)
W

)−1

× 1

σ2
w

WHdiag (x̂∗[k]) y, (2.19)

where we omit the time-domain OFDM-block-spaced indexn for the sake of notational simplicity. Follow-

ing the assumptions made in Section 1.7.1 about the nature ofthe channel model considered, some of the

parametersσ2
l may assume a zero value. Hence for the sake of avoiding devision by zero, we would like to

rewrite the Equation (2.19) in a more practical form as follows:

ĥ =
(
σ2

w I + diag
(
σ2

l

)
WHdiag

(|x̂[k]|2)W
)−1

× diag
(
σ2

l

)
WHdiag (x̂∗[k]) y. (2.20)
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The covariance matrix of the vectorĥ of the MMSE SS-CIR estimates can be expressed as [101]

Cĥ|x̂ =

(

I + diag

(

σ2
l

σ2
w

)

WHdiag
(
|x̂[k]|2

)
W

)−1

× diag
(
σ2

l

)
. (2.21)

The corresponding NMSE associated with thelth MMSE SS-CIR tap estimatêh[l] can be found be approx-

imating thelth diagonal element of the covariance matrixCĥ|x̂ of Equation (2.21) and normalising it by

the average channel output powerσ2
H. The above-mentioned approximation is performed by replacing the

matrix diag
(
|x̂[k]|2

)
in Equation (2.21) by its average valueσ2

x I. Thus, we arrive at

NMSEMMSE,l =
σ2

l

σ2
H

σ2
w

σ2
w + Kσ2

l σ2
x

=
σ2

w

σ2
Hσ2

x

σ2
l

σ2
w

σ2
x

+ Kσ2
l

=
1

γ

1
σ2

w

σ2
x σ2

l

+ K
. (2.22)

The overall NMSE corresponding to the MMSE SS-CIR estimatorof Equation (2.20) may be found by

summing all thelth NMSE contributions in Equation (2.22) over theK0 taps of the CIR encountered, which

can be expressed as

NMSEMMSE =
1

γ

K0−1

∑
l=0

1
σ2

w

σ2
x σ2

l

+ K
≈ 1

γ

L

K
, (2.23)

where, as before,K is the number of OFDM subcarriers andγ is the average SNR value, whileL is the

number of non-zero SS-CIR taps encountered. The resultant NMSE described by Equation (2.23) is depicted

in Figure 2.3.

2.5.2 Reduced Complexity SS-CIR Estimator

As it is seen from Equation (2.19), the direct MMSE approach to the problem of estimating the SS-CIR taps

h[n, l] involves a time-variant matrix inversion, which introduces a relatively high computational complex-

ity [28]. In order to reduce the associated computation complexity, we introduce a two-step low-complexity

SS-CIR estimator invoking an approach, which bypasses the computationally intensive matrix inversion

operation encountered in Equation (2.19). We will show thatthe method proposed first employs a scalar

MMSE estimator of the subcarrier-related FD-CTF coefficients H[n, k] of Equation (2.11), followed by

employing a simplified MMSE SS-CIR estimator, which exploits the average MSE expression of Equation

(2.13) associated with the scalar MMSE FD-CTF estimator of the first processing step.

Following the Bayesian estimation theory of [101] the MMSE CTF estimatesH̃MMSE[n, k] of Equation

(2.11) may be modelled as complex Gaussian-distributed variables having a mean identical to that ofH[n, k],

which represents the actual FD-CTF coefficients encountered and a variance ofσ2
v = σ2

HNMSEmax, where
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Figure 2.3: NMSE associated with both theMinimum Mean Square Error (MMSE) and theReduced-

Complexity (RC) MMSE SS-CIR estimators described be Equations (2.20) and (2.30), respectively. The

markers on the plot correspond to the simulated cases ofM-PSK, 16-, 64- and 256-QAM modulated OFDM,

as well asM-QAM modulated MC-CDMA in conjunction with MMSE (bold) and RC-MMSE (hollow) SS-

CIR estimators, while the lines correspond to the analytically calculated NMSE lower-bounds for the cases

of MC-CDMA in conjunction with both the MMSE (solid) and the RC-MMSE (dashed) estimators evaluated

using Equations (2.23) and (2.32), respectively. Note, that the markers associated with different modulation

schemes and RC-MMSE estimator coincide.

σ2
H is the average channel output power andNMSEmax is the average NMSE quantified in Equation (2.13).

Thus we can write

H̃MMSE[n, k] = H[n, k] + v[n, k], (2.24)

wherev[n, k] represents the i.i.d. complex-Gaussian noise samples having a zero mean and a variance of

σ2
v .

By substituting (1.8) into (2.24) we arrive at

H̃MMSE[n, k] =
K0−1

∑
l=0

Wkl
K h[n, k] + v[n, k], (2.25)

whereWK = e−2π 1
K , which can be rewritten in matrix form as

H̃MMSE[n] = Wh[n] + v[n], (2.26)

where the(K×K0)-dimensional matrixW corresponds to the Fourier transform of the zero-padded SS-CIR

vectorh[n] and is defined byWkl = Wkl
K for k = 0, 1, · · · , K − 1 andl = 0, 1, · · · , K0 − 1.
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The MMSE estimator of the SS-CIR tapsh[n, k] of the linear vector model described by Equation (2.26)

is given by [101]

ĥ = (C−1
h + WHC−1

v W)−1WHC−1
v H̃MMSE, (2.27)

where we omit the time-domain OFDM-block-spaced indexn for the sake of notational simplicity and define

Ch andCv as the covariance matrices of the SS-CIR vectorh and the scalar MMSE FD-CTF estimator’s

noise vectorv, respectively. The elements of the noise vectorv are assumed to be complex-Gaussian i.i.d.

samples and therefore we haveCv = σ2
v I. On the other hand, as follows from the assumption of having

uncorrelated SS-CIR taps, the SS-CIR taps’ covariance matrix is a diagonal matrixCh = diag
(
σ2

l

)
, where

σ2
l = E

{
|h[n, l]|2

}
. SubstitutingCh andCv into Equation (2.27) yields [101]

ĥ =

(

diag

(

1

σ2
l

)

+
1

σ2
v

WHW

)−1

WH
1

σ2
v

H̃MMSE

=

(

diag

(

σ2
v

σ2
l

)

+ KI

)−1

WHH̃MMSE

= diag

(

σ2
l

σ2
v + Kσ2

l

)

WHH̃MMSE, (2.28)

where we have exploited the fact that

[WHW ]l,l′ =
K−1

∑
k=0

e−2π
k(l−l′)

K = Kδ[l − l′] (2.29)

and thereforeWHW = KI, whereI is a(K0 × K0)-dimensional identity matrix.

Finally, upon substituting Equation (2.11) into Equation (2.28) we arrive at a scalar expression for the

Reduced-Complexity (RC)a posterioriMMSE SS-CIR estimator in the form of:

ĥ[n, l] =
σ2

l

σ2
v + Kσ2

l

K−1

∑
k=0

Wkl
K

x̂∗[n, k]y[n, k]

|x̂[n, k]|2 + σ2
w

σ2
H

. (2.30)

The corresponding NMSE associated with thelth RC-MMSE SS-CIR tap estimatêh[l] is given by [101]

NMSERCMMSE,l =
σ2

v

σ2
H

σ2
l

σ2
v + Kσ2

l

=
σ2

v

σ2
H

1
σ2

v

σ2
l

+ K
, (2.31)

whereσ2
v = σ2

HNMSEH,max is the variance of the noise samplesv[k] in Equation (2.24), whileNMSEH,max

is the maximum NMSE of the scalar MMSE FD-CTF estimator of Equation (2.11). The overall NMSE cor-

responding to the MMSE SS-CIR estimator of Equation (2.30) can be found similarly to Equation (2.23) by

summing all of thelth contributions quantified by Equation (2.31) over theK0 taps of the CIR encountered,
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which can be expressed using Equation (2.13) as

NMSERCMMSE =
1

γ
exp

(
1

γ

)

Ei
1

γ

K0−1

∑
l=0

1
σ2

v

σ2
l

+ K

≈ 1

γ
exp

1

γ
Ei

(
1

γ

)
L

K
, (2.32)

where, as before,K is the number of OFDM subcarriers andγ is the average SNR value, whileL is the

number of non-zero SS-CIR taps encountered. The resultant NMSE described by Equation (2.32) represents

the lower-bound of the NMSE exhibited by the RC-MMSE SS-CIR estimator in conjunction with complex-

Gaussian distributed transmitted samplesx[n, k] typically encountered in a MC-CDMA system having a

high spreading factor. The resultant NMSE performance is depicted in Figure 2.3 using a dashed line.

2.5.3 Complexity Study

As it was shown in Section 2.4, the LS approach to the problem of DDCE-aided OFDM schemes [28] is

not suitable in the case of MC-CDMA systems. The MMSE approach of Section 2.5.1 constitutes an appro-

priate solution, however it exhibits a relatively high computational complexity imposed by the evaluation

and inversion of the(K0 × K0)-dimensional matrix(A + WHdiag
(|x[k]|2)W) in Equation (2.20). More

explicitly, the MMSE SS-CIR estimator of Equation (2.20) has a computational complexity, which is of

the order ofO(K2K0 + KK2
0 + K3

0), whereK is the number of OFDM subcarriers andK0 is the number of

SS-CIR taps encountered. By contrast, the reduced-complexity SS-CIR estimator of Equation (2.30), which

avoids the matrix inversion operation, has a complexity of the order ofO(K + K log2 K + K0), which is

similar to the complexity associated with the conventionalLS estimator employed in [28]. It can be seen

that the difference between the proposed estimation methods expressed in terms of the associated com-

putational complexity is substantial. In the next section we would like to derive an alternative Reduced

Complexity (RC) MMSE estimator, which is capable of estimating the Fractionally-Spaced (FS) CIR taps

of Equation (1.7) using an approach similar to that described above.

2.5.4 MMSE FS-CIR Estimator

As was advocated in Section 1.7.1, realistic mobile wireless channel may be characterized by a fractionally

spaced PDP, constituded by a relatively small number of statistically independent multipath components.

Correspondingly, the FS-CIR based channel estimation method exhibits the potential to improve the achiev-

able system’s performance as well as to reduce the associated computational complexity. In this section

we derive a MMSE FS-CIR estimator. The achievable performance of decision-directed channel estimation

(DDCE) methods employing both the SS- and the FS-CIR estimators is analyzed in the context of an OFDM
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system. The performance of the two estimation methods is compared and it is shown that the DDCE scheme

employing the FS-CIR estimator outperforms its SS-CIR estimator-based counterpart.

The first constituent component of our estimator, namely thescalar MMSE CTF estimator is identical

to that derived in Section 2.5.2 and described by Equation (2.11). Furthermore, our approach used for

deriving the MMSE FS-CIR estimator is similar to that utilized in Section 2.5.2, however it exhibits several

substantial differences, as detailed bellow.

By substituting the FD-CTF of Equation (1.7) into (2.24) we arrive at

H̃[n, k] = C(k∆ f )
L

∑
l=1

αl[n]Wkτl /Ts

K + v[n, k], (2.33)

where, as previously,C( f ) is the frequency response of the transceiver’s pulse-shaping filter,WK , e−2π 1
K ,

while αl[n] andτl are the amplitudes and the relative delays of the FS-CIR taps, respectively. Equation (2.33)

can be expressed in a matrix form as

H̃ [n] = diag (C[k]) Wα[n] + v[n]

= Tα[n] + v[n], (2.34)

where we define the(K×L)-dimensional matrixT , diag (C[k]) W , in which diag (C[k]) is a (K×K)-

dimensional diagonal matrix with the corresponding elements of the vectorC[k] on the main diagonal, while

W is the Fourier Transform matrix defined byWkl , W
k

τl
Ts

K for k = −K
2 , · · · , K

2 − 1 andl = 1, · · · , L.

The MMSE estimator of the FS-CIR tapsαl[n] of the linear vector model described by (2.34) is given

by [101]

α̂ = (C−1
α + THC−1

v T)−1THC−1
v H̃, (2.35)

where we omit the time-domain OFDM-block-spaced indexn for the sake of notational simplicity and

defineCα and Cv as the covariance matrices of the FS-CIR vectorα and CTF-estimator noise vectorv,

respectively. The elements of the noise vectorv are assumed to be independent identically distributed

(i.i.d.) complex-Gaussian-distributed samples and therefore we haveCv = σ2
v I. On the other hand, as

follows from Equation (1.1), the FS-CIR taps’ covariance matrix is a diagonal matrixCh = diag
(
σ2

l

)
,

whereσ2
l , E

{
|αl [n]|2

}
. SubstitutingCα andCv into (2.35) yields

α̂ =

(

diag

(

1

σ2
l

)

+
1

σ2
v

THT

)−1

TH
1

σ2
v

H̃

=
(
σ2

v I + diag
(
σ2

l

)
THT

)−1
diag

(
σ2

l

)
THH̃ = AH̃. (2.36)

The matrix inversion operation associated with the processof evaluating the estimator matrixA in Equa-

tion (2.36) cannot be avoided as opposed to the case of the SS-CIR estimation scheme of Section 2.5.2.
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However, the estimator matrixA is data-independent and may be calculated only once for the case of en-

countering Wide Sense Stationary (WSS) channel statistics. In the case of non-WSS channels, where the

average FS-CIR taps’ magnitudesσ2
l and the corresponding relative delaysτl are time variant, the estimator

matrix A can be tracked using the low complexity Projection Approximation Subspace Tracking (PAST)

techniques discussed for example in [117] and [130].

The corresponding covariance matrix associated with the FS-CIR estimate vector̂α can be expressed as

in [101]

Cα = σ2
v

(
σ2

v I + diag
(
σ2

l

)
THT

)−1
diag

(
σ2

l

)
(2.37)

and the resultant Normalized Mean Square Error (NMSE) of theRC-MMSE FS-CIR estimator proposed is

given by

NMSEα =
σ2

v

σ2
H

tr

((
σ2

v I + diag
(
σ2

l

)
THT

)−1
diag

(
σ2

l

))

, (2.38)

wheretr(A) is thetraceof the matrixA.

The performance criteriaNMSEh andNMSEα of Equations (2.32) and (2.38) respectively cannot be

compared directly, since they refer to the estimation processes of different sets of parameters, namely the

SS-CIR tapsh[n, k], k = 0, . . . , K0 − 1 and the FS-CIR tapsαl[n], l = 1, . . . L. In order to perform a

meaningful comparison of the methods considered we used theNMSE between the two CTFs corresponding

to the encountered CIR and the estimated CIR, thus we have

NMSEH , E
{|H[n, k] − Ĥ[n, k]|2} . (2.39)

In the case of the SS-CIR estimator we have

NMSEH;SS =
1

σ2
H

E
{
tr
(
(H − Ĥ)(H − Ĥ)H

)}

=
1

Kσ2
H

tr

(

WE

{

(h − ĥ)(h − ĥ)H
}

WH

)

= NMSEh, (2.40)

where the Discrete Fourier Transform (DFT)W of Equation (2.25) is a unitary matrix. On the other hand,

for the case of the FS-CIR estimator we have

NMSEH;FS =
1

σ2
H

E
{
tr
(
(H − Ĥ)(H − Ĥ)H

)}

=
1

Kσ2
H

tr
(
TE
{
(α − α̂)(α − α̂)H

}
TH
)

=
σ2

v

Kσ2
H

tr
(
TCαTH

)
, (2.41)

whereCα is the covariance matrix of the FS-CIR taps’ estimates described by Equation (2.37).

The NMSEH performances of both the SS-CIR and the FS-CIR RC-MMSE estimators discussed in

Sections 2.5.2 and 2.5.4 and described by Equations (2.40) and (2.41) respectively are depicted in Figure
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2.4. As is suggested by Figure 2.4, the NMSE performance exhibited by the SS-CIR estimator of Sec-

tion 2.5.2 is highly sensitive to the particular delay profile τ as well as to the RMS delay spreadτrms. More

specifically, the NMSE becomes better when the channel estimator encounters near sample-spaced delays

τl, which results in a minimum leakage of the FS-CIR taps’ powerinto the neighbouring SS-CIR taps. On

the other hand, the NMSE exhibited by the SS-CIR estimator deteriorates when the delaysτl depart from

sample-spaced values and thus the leakage of the FS-CIR taps’ power is maximised. As expected, the FS-

CIR estimator exhibits a lower NMSE over the whole range of the delay spread RMS valuesτrms, which

demonstrates its robustness in severe channel conditions exhibiting time-variant delay spread.

-30

-28

-26

-24

-22

-20

-18

-16

 0.1  1  10

M
S

E
 [d

B
]

τrms/Ts

SNR=10dBSS-CIR
FS-CIR

Figure 2.4: Mean Square Error exhibited by ana posterioriSS- and FS-CIR-based CTF estimators as

a function of the channel’s sample-rate-normalized RMS delay valueτrms/Ts. The channel encountered

corresponds to the eight-path Rayleigh-fading Bug’s channel model characterized in [118] having a Gaussian

noise variance of 10 dB. The results were avaluated from Equations (2.40) and (2.41).

2.5.5 Performance Analysis

In this section, we present our simulation results for both the OFDM and the MC-CDMA systems employing

the channel estimation schemes considered.

Our simulations were performed in the base-band frequency domain and the system configuration char-

acterised in Table 2.1 is to a large extent similar to that used in [38]. We assume having a total bandwidth

of 800kHz. In the OFDM mode, the system utilises 128 QPSK-modulated orthogonal subcarriers. In the

MC-CDMA mode we employ eight concatenated of 16-chip Walsh-Hadamard (WH) codes for frequency-

domain interleaved spreading of the QPSK-modulated bits over the8 · 16 = 128 orthogonal subcarriers.

All the 128 WH spreading codes, each constituted by8 interleaved groups of16 codes, are assigned to a
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Table 2.1: System parameters.

Parameter OFDM MC-CDMA

Channel bandwidth 800 kHz

Number of carriersK 128

Symbol durationT 160µs

Max. delay spreadτmax 40 µs

Channel interleaver WCDMA [131] –

248 bit

Modulation QPSK

Spreading scheme – WH

FEC Turbo code [26] , rate 1/2

component codes RSC, K=3(7,5)

code interleaver WCDMA (124 bit)

single user and hence the effective data-rate is similar in both the OFDM and the MC-CDMA modes. For

forward error correction (FEC) we use1
2 -rate turbo coding [26] employing two constraint-lengthK = 3 Re-

cursive Systematic Convolutional (RSC) component codes and the standard124-bit WCDMA UMTS code

interleaver of [131]. The octally represented RCS generator polynomials of (7,5) were used.

Firstly, we would like to demonstrate the achievable performance of the system considered under the

assumption of perfect channel knowledge, where the knowledge of the frequency-domain subcarrier-related

coefficientsH[n, k] is available in the receiver. Figure 2.5 characterizes both(a) the uncoded and (b) the

Turbo-coded Bit Error Rate (BER) exhibited by the QPSK-modulated OFDM and MC-CDMA systems

in conjunction with the three different channel models discussed in Section 1.7.1, namely, the SWATM

channel [28], the COST-207 BU channel [119] and Bug’s channel characterized in [118]. As expected, in the

uncoded OFDM scenario the achievable BER is similar to the BER associated with a flat Rayleigh-fading

channel, regardless of the actual channel model encountered. This can be explained by the fact that the

uncoded OFDM system effectively experiences flat Rayleigh fading on each frequency-domain subcarrier.

In an uncoded OFDM system the adjacent information-carrying symbols are demodulated independently

and thus the associated system’s BER performance is dominated by the error rates associated with the

severely faded subcarriers. In other words, such a system isincapable of exploiting the potential frequency-

domain diversity gains available in the dispersive channel, as discussed in Section 1.8.2. By contrast, the

uncoded MC-CDMA system avoids this phenomenon with the aid of frequency-domain spreading of the

information-carrying symbols. Furthermore, different channel models characterized by different PDPs result
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Figure 2.5: Bit Error Rate (BER) exhibited by the (a)uncodedand (b)Turbo-coded QPSK-modulated

OFDM and MC-CDMA systems under channel conditions described by SWATM, COST-207 Bad-Urban

(BU) and Bug channel models.

in different potential frequency-domain diversity gains.As illustrated in Figure 1.6, the SWATM channel

model is characterized by a CIR having three taps, where mostof the signal power is accommodated by

the first tap, hence it behaves similar to a non-dispersive channel and results in a relatively low potential

frequency diversity gain, as confirmed by the results depicted in Figure 2.5. By contrast, both the COST-

207 BU and Bug’s channel models, have 7- and 8-tap CIRs respectively and hence allow for the MC-CDMA

system to benefit from a relatively high frequency diversitygain. Similar conclusions can be inferred from

Figure 2.5(b), where both the OFDM and MC-CDMA systems benefit from the available frequency diversity

gain with the aid of turbo-coding. It can be seen in Figure 2.5(b) that the MC-CDMA system slightly

outperforms its OFDM counterpart as a result of averaging the error effects with the aid frequency-domain

spreading of the information-carrying symbols.

2.5.5.1 Reduced Complexity MMSE SS-CIR Estimator Performance

Here we employed the eight-path Rayleigh-fading Bug channel model characterised in [118], using the

delay spread ofτrms = 1µs and the OFDM-symbol-normalized Doppler frequency offD = 0.01.

Figure 2.6(a) characterizes the Normalized Mean Square Error (NMSE) exhibited by the DDCE scheme

of Figure 2.1 using both the full-complexity MMSE SS-CIR estimator and the Reduced Complexity MMSE

SS-CIR estimator of Sections 2.5.1 and 2.5.2, respectively. Furthermore, the achievable turbo-coded BER

of the corresponding QPSK-modulated OFDM and MC-CDMA systems is depicted in Figure 2.6(b). The
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Figure 2.6: (a) Normalised Mean Square Error (NMSE) and (b)Bit Error Rate (BER) exhibited by

the channel estimator which follows the philosophy of Figure 2.1 and employs the Minimum Mean Square

Error (MMSE) and the Reduced-Complexity MMSEa posterioriSS-CIR estimators of Equations (2.19)

and (2.27), respectively. Thea priori prediction is performed using the robust SS-CIR predictor [28] assum-

ing matching propagation conditions described by the COST-207 BU channel model having a normalised

Doppler frequency offD = 0.01. The turbo-coded QPSK-modulated OFDM and MC-CDMA modes are

identified using the2 and◦ markers, respectively.

simulations were carried out over the period of 100,000 QPSK-modulatedK = 128-subcarrier OFDM/MC-

CDMA symbols. It can be seen in Figure 2.6(a), that the RC-MMSE method outperforms its MMSE coun-

terpart in the context of both the OFDM and MC-CDMA systems considered. This result can be explained

by the fact that in our RC-MMSE CIR estimator we employ the MRC-aided MMSE CTF estimator of Equa-

tion (2.15), which takes advantage of the availablea priori predicted CTF estimatešH[n, k] and enhances the

performance of the RC-MMSE CIR estimator in comparison to the purea posteriorifull-complexity MMSE

CIR estimator of Section 2.5.1. Moreover, as it becomes evident from Figure 2.6(b), the MMSE/RC-MMSE

SS-CIR operating in the context of the MC-CDMA system outperforms its OFDM counterpart.

2.5.5.2 Fractionally-Spaced CIR Estimator Performance

In this section we consider the achievable performance of our DDCE scheme employing both the Sample-

Spaced CIR RC-MMSE estimator of Section 2.5.2 and the Fractionally-Spaced RC-MMSE CIR estimator

advocated in Section 2.5.4 in the context of both OFDM and MC-CDMA systems communicating over

Bug’s eight-path dispersive Rayleigh fading channel characterized in [118]. Here we employ a fractionally-
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Figure 2.7: (a) MSE exhibited by the decision-directed channel estimator of Section 2.3 in the context of

QPSK-modulated OFDM and MC-CDMA systems and (b) the corresponding achievableBER performance.

Both performance curves are shown as a function of the average SNR at the receiver antenna. Theframe-

variant fading channel characterized by Bug’s channel model [118] was associated with the OFDM symbol-

normalized Doppler frequency offD = 0.01.

spaced CIR as opposed to the sample-spaced CIR considered inSection 2.5.5.1.

Figure 2.7(a) portrays the NMSE exhibited by the DDCE schemeof Figure 2.1 employing both the

SS-CIR estimator described in Section 2.5.2 and that of the FS-CIR estimator derived in Section 2.5.4 in

the context of both the OFDM and the MC-CDMA systems considered. The corresponding achievable

BER performance is depicted in Figure 2.7(b). The simulations were carried out over the period of 100,000

QPSK-modulatedK = 128-subcarrier OFDM/MC-CDMA symbols. Comparing the results of Figures 2.6

and 2.7 we may conclude that the DDCE employing thea posterioriSS-CIR RC-MMSE method suffers

from a substantial performance degradation when assessed in conjunction with the channel characterized

by a FS-CIR. Furthermore, the DDCE scheme utilising the SS-CIR estimator for communicating over a

channel characterized by a FS-CIR exhibits an irreducible noise-floor at high SNR values. In order to

explain this result we would like to refer to theleakageeffect discussed in Section 1.7.1 and illustrated in

Figure 1.8. Let us recall that a channel characterized by a FS-PDP results in numerous correlated non-zero

SS-CIR taps. As a result, thea priori CIR predictor of Section 2.7 designed to track and predict a relatively

low number of non-zero uncorrelated CIR taps fails to exploit the leakage-intuced correlation observed

between the adjucent SS-CIR taps. Furthermore, the correlation of the SS-CIR taps becomes different from

the time-domain correlation model assumed during the predictor design and described in Section 1.7.1,
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Figure 2.8: (a) NMSE exhibited by the decision-directed channel estimator of Section 2.3 as a function of

the sample-period-normalized RMS delay spreadτrms and (b) the corresponding achievableBER perfor-

mance of the MC-CDMA system employing the aforementioned channel estimation scheme. Both curves

correspond to Bug’s channel model associated with the OFDM-symbol-normalized Doppler frequency of

0.01 and the average SNR of10 dB recorded at the receive antenna.

which results in a biased channel estimation process. On theother hand, as can be seen in Figure 2.7, the

DDCE employing thea posteriori FS-CIR RC-MMSE method of Section 2.5.2 does not experience any

performance degradation and outperforms its SS-CIR estimator-based counterpart over the entire range of

the SNR values considered. In addition, the achievable NMSEof the DDCE employed in an OFDM system

is slightly lower than that exhibited by its MC-CDMA counterpart. This effect is caused by the energy

distribution of the subcarrier-related samplesx[n, k] used in the channel estimation process. This effect was

discussed in Section 2.5 and is illustrated in Figure 2.3.

This conclusion is further substantiated by Figure 2.8, where both the NMSE performance of the chan-

nel estimator schemes considered and the corresponding achievable BER performance of the MC-CDMA

system are plotted as a function of the channel’s Root Mean Square (RMS) delay spread valueτrms. It

can be seen in Figure 2.8(a) that the NMSE performance of the SS-CIR estimator-based DDCE scheme ex-

hibits substantial sensitivity to the channel’s delay spread, which is also confirmed by the theoretical results

depicted in Figure 2.4. This effect can be explained by the fact that the SS-CIR estimator estimates the pro-

jections of the actual FS-CIR taps encountered onto the adjacent SS-CIR taps. As can be seen in Figure 2.4,

the accuracy of this process is highly sensitive to the delays and the amplitudes of the actual FS-CIR taps

encountered. Furthermore, as the channel’s RMS delay spread increases the number of effective non-zero
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SS-CIR taps increases and hence the associated estimation accuracy degrades. On the other hand, thea

posterioriFS-CIR estimator exhibits a higher robustness against the channel’s delay spread variations, since

the channel estimator tends to estimate only the actual FS-CIR taps encountered regardless of the specific

values of the RMS delay spread. Additionally, as expected, the corresponding BER of the MC-CDMA

system increases upon increasing the RMS delay spreadτrms, because the frequency-diversity rank tends to

increase, whenτrms increases.

2.6 Parametric FS-CIR Estimation

2.6.1 Projection Approximation Subspace Tracking

Let H[n] ∈ CK be the vector of the subcarrier-related CTF coefficients associated with the channel model

of Equation (1.14). As described in Section 1.7.1, the CIR associated with the CTF coefficient vectorH[n]

is constituted by a relatively low number ofL ≪ K statistically-independent Rayleigh fading paths. The

corresponding CIR components are related to the CTF coefficientsH[n, k] by means of Equation (1.7). The

motivation for employing the so-called subspace technique[132] here is that usually we haveL ≪ K and

thus it is more efficient to estimate a low number of CIR-related taps in the low-dimensional signal subspace

than estimating all theK FD-CTF coefficients.

Let λl andul be the eigenvalues and the corresponding eigenvectors of the CTF’s covariance matrixCH,

which is defined as follows

CH = E
n

{
H [n]HH[n]

}
. (2.42)

Then, we haveCH = UΣUH, whereΣ = diag (λl) andU = [u1 · · · uK].

The eigenvalues aligned in a descending order may be expressed as

λ1 ≥ · · · ≥ λL > λL+1 = · · · = λK = σ2
w, (2.43)

where the firstL dominant eigenvaluesλ1, · · · , λL in conjunction with theL corresponding eigenvectors

u1, · · · , uL may be termed as thesignal eigenvalues and eigenvectors, respectively [117]. The remaining

eigenvaluesλL+1, · · · , λK and eigenvectorsuL+1, · · · , uK are termed thenoiseeigenvalues and eigenvec-

tors. The resultant sets ofsignal and noiseeigenvectors, which are column vectors, span the mutually

orthogonalsignalandnoisesubspacesUS andUN, such that we have

US = [u1, · · · , uL] and UN = [uL+1, · · · , uK]. (2.44)

The corresponding time-domain-relatedL-tap estimate of the FS-CIR vectorα[n] may be obtained as fol-
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lows

α̂ = UH

S[n]H̃ [n]. (2.45)

Furthermore, the reduced-noise estimate of the CTF vectorH [n] may reconstructed using

Ĥ[n] = US[n]α̂[n]. (2.46)

For the sake of evaluating and tracking the potentially time-variant signal subspaceUS[n] we employ sub-

space tracking method developed by Yang [117]. More specifically, we consider the following real-valued

scalar objective function having the matrix argument ofW ∈ CK×L

J(W ) = E
{
‖H − WWHH‖2

}

= tr (CH) − 2 tr
(
WHCHW

)
+ tr

(
WHCHW · WHW

)
(2.47)

As demonstrated by Yang in [117], the objective functionJ(W ) of Equation (2.47) exhibits the following

important properties

1. W is a stationary point ofJ(W ) if and only if we haveW = ULQ, whereUL ∈ CK×L contains

any L distinct eigenvectors ofCH andQ ∈ CL×L is an arbitrary unitary matrix. Furthermore, at each

stationary point,J(W ) equals the sum of these particular eigenvalues, whose eigenvectors are not

involved inUL [117, Theorem 1].

2. All stationary points ofJ(W ) are local saddle points except, whenUL contains theL dominant

eigenvectors ofCH. In this case,J(W ) attains the global minimum [117, Theorem 2].

3. The global convergence ofW is guaranteed by using iterative minimization ofJ(W ) and the columns

of the resultant value ofW will span the signal subspace ofCH.

4. The use of an iterative algorithm to minimizeJ(W ) will always converge to an orthonormal basis of

the signal subspace ofCH without invoking any orthonormalization operations during the iterations.

5. The global minimum ofJ(W ), W does not necessarily contain the signal eigenvectors, but an arbi-

trary orthogonal basis of the signal subspace ofCH as indicated by the unitary matrixQ introduced

in Property 1. In other words, we haveW = argmin J(W ) if and only if W = USQ, whereQ is an

arbitrary unitary matrix.

6. For the simple scalar case ofL = 1, the solution minimizingJ(W ) is given by the most dominant

normalized eigenvector ofCH.
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Subsequently, Yang [117] proposes an iterative RLS algorithm for tracking of the signal subspace of the

channel’s covariance matrixCH. Specifically, upon replacing the expectation value in Equation (2.47) by

the exponentially weighted sum of the RLS algorithm, we arrive at the following new objective function

J(W [n]) =
n

∑
i=1

ηn−i‖H [i] −W [n]WH[n]H [i]‖2

= tr (CH) − 2 tr
(
WH[n]CH[n]W [n]

)

+ tr
(
WH[n]CH[n]W [n] · WH[n]W [n]

)
, (2.48)

whereη ∈ (0, 1) is the so-calledforgetting factor, which accounts for possible deviations of the actual chan-

nel statistics encountered from the WSS assumption. Observe that the sole difference between the objective

functions of Equations (2.47) and (2.48) is the introduction of the time-variant exponentially weighted sam-

ple covariance matrix [117], which may be expressed as

CH[n] =
n

∑
m=1

ηn−mH [m]HH[m] = ηCH[n − 1] + H[n]HH[n] (2.49)

instead of the time-invariant matrixCH = E
{

HHH
}

of Equation (2.42).

The Projection Approximation Subspace Tracking (PAST) algorithm may be derived by approximating

the expressionWH[n]H [m] in Equation (2.48), which may be interpreted as a projectionof the vectorH [m]

onto the column space of the matrixW [n], by the readily availablea posteriorivectorα[m] = WH[m]H [m].

The resultant modified cost function may be formulated as

J′(W [n]) =
n

∑
m=1

ηn−m‖H[m] − W [n]α[m]‖2. (2.50)

As is argued in [117], for stationary or slowly varying signals, the aforementioned projection approximation,

hence the name PAST, does not substantially change the errorsurface associated with the corresponding

cost function of Equation (2.50) and therefore does not significantly affect the convergence properties of the

derived algorithm.

Similarly to other RLS estimation schemes [64,101], the cost function J′(W [n]) is minimized if

W = CHα[n]C−1
αα [n], (2.51)

where we have

CHα[n] =
n

∑
i=1

ηn−iH[i]αH[i] = ηCHα[n − 1] + H[n]αH[n] (2.52)

and

Cαα[n] =
n

∑
i=1

ηn−iα[i]αH[i] = ηCαα[n − 1] + α[n]αH[n]. (2.53)
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Algorithm 1 Projection Approximation Subspace Tracking

α̂[n] = WH[n − 1]Ĥ [n] (2.58a)

g[n] = P[n − 1]α̂[n] (2.58b)

k[n] =
g[n]

η + α̂H[n]g[n]
(2.58c)

P[n] =
1

η
Tri

{
P[n − 1] − k[n]gH[n]

}
(2.58d)

e[n] = Ĥ[n]− W [n − 1]α̂[n − 1] (2.58e)

W [n] = W [n − 1] + e[n]kH[n] (2.58f)

Following the RLS approach [117], a low-complexity solution of the computational problem associated with

minimizing the cost functionJ′(W [n]) of Equation (2.50) may be obtained using recursive updates of the

matrix W [n]. More specifically, we have

W [n] = W [n − 1] + e[n]kH[n], (2.54)

wheree[n] is the estimation error vector, which may be recursively obtained as

e[n] = H[n]− W [n − 1]α[n − 1], (2.55)

while

k[n] =
P[n − 1]α[n]

η + αH[n]P[n − 1]α[n]
(2.56)

denotes the RLS gain vector. Furthermore, the matrixP[n] is the inverse of the CIR-related taps’(L × L)-

dimensional covariance matrixCαα, which can be recursively calculated as follows

P[n] =
1

η
Tri{(I − k[n]αH[n])P[n − 1]}, (2.57)

where the operatorTri{·} indicates that only the upper triangular part ofP[n] is calculated and its Hermitian

conjugate version is copied to the lower triangular part [117]. The resultant PAST algorithm is summarized

in Algorithm 1, where we introduced an additional quantityg[n] = P[n − 1]H [n] for the sake of further

reducing the associated complexity.

2.6.2 Deflation PAST

In this work, however, we aim for maintaining the lowest possible complexity hence we are particularly

interested in thedeflation-based version of the PAST algorithm derived in [117], whichis referred to as

the PASTD algorithm. The simple philosophy of thedeflationmethod is the sequential estimation of the
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Algorithm 2 Deflation PAST

H1[n] = H [n] (2.60a)

for l = 1, 2, . . . , L do

αl [n] = wH

l [n − 1]H l[n] (2.60b)

λl [n] = βλl [n − 1] + |αl [n]|2 (2.60c)

el[n] = H l[n] − wl [n − 1]αl [n] (2.60d)

wl [n] = wl[n − 1] + el[n](α∗
l [n]/λl [n]) (2.60e)

H l+1[n] = H l[n] − wl[n]αl [n] (2.60f)

end for

principal components of the CTF covariance matrixCH [133]. Consequently, we first update the most

dominant eigenvectorw1[n] by applying the PAST method of Algorithm 1 in conjunction with L = 1.

Subsequently, the projection of the current sample vectorH[n] onto the updated eigenvectorw1[n] is

subtracted from itself, resulting in a modified (deflated) version of the CTF vector in the following form

H2[n] = H[n] − w1[n]wH

1[n]H [n]. The second most dominant eigenvectorw2[n] has now become the

most dominant one and therefore may be updated similarly tow1[n]. By repeatedly applying this proce-

dure, all the desired eigencomponents may be estimated.

The resultant PASTD method is summarized in Algorithm 2. Observe that Equations(2.60b-f) of Algo-

rithm 2 constitute the PAST estimation procedure of Algorithm 1 in conjunction withL = 1. Note that the

vector expressions of Equations (2.58b-d) in Algorithm 1 are substituted by the simple scalar expression of

Equation (2.60c), where the new quantityλl[n] constitutes an exponentially weighted estimate of the cor-

respondinglth eigenvalue and can be identified as a scalar version of the(L × L)-dimensional covariance

matrix Cαα[n] = P−1[n] of Algorithm 1.

A particularly important property of the PASTD method of Algorithm 2 is that as opposed to the PAST

method of Algorithm 1, it enables the explicit tracking of the time-variant eigencomponents of the channel

covariance matrixCH[n], namely the eigenvectorswl[n] as well as of the corresponding eigenvaluesλl [n]

according to

wl[n] = wl[n − 1] +
α∗

l [n]

λl[n]
(H l [n]− wl[n − 1]αl [n]), (2.59)

where we haveαl[n] = wH

l [n − 1]H [n] andλl[n] = βλl [n − 1] + |αl [n]|2.

2.6.3 PASTD -Aided FS-CIR Estimation

In this section we would like to utilize the PASTD method detailed in Section 2.6.2 in the context of the

channel estimation scheme characterized by Figure 2.1. More specifically, we consider a PASTD -aideda
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posteriori FS-CIR estimator, which corresponds to the CIR Estimator module of Figure 2.1. In order to

analyze the achievable performance of the CIR estimator derived, we conceive a channel estimation scheme

comprising the MMSE CTF estimator of Section 2.4.2 followedby the PASTD aided CIR Estimator of

Section 2.6.2.
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Figure 2.9: TheMean Square Error exhibited by the4QAM-OFDM system employing thePASTD CIR

estimator of Algorithm 2 and trackingL = 2, 4, 6 and8 CIR taps. The value of the PASTD forgetting factor

wasη = 0.95. We considered the scenarios of encountering the Doppler frequencies of (a)fD = 0.001 and

(b) fD = 0.005. The abscissa represents the average SNR recorded at the receive antenna elements. We

employ COST-207 BU channel model [119]. Additional system parameters are summarized in Table 1.4.

The achievable performance of the subspace tracking methodof Section 2.6.2 is characterized in Figures

2.9, 2.10 and 2.11, where we define the Mean Square Error (MSE)performance criterion as follows

MSE = E

{

∑
l

|el [n]|2
}

, (2.61)

whereel is the FD-CTF tracking error defined by Equation 2.55. In our simulations we consider an OFDM

system havingK = 128 orthogonal QPSK-modulated subcarriers. The system characteristics are outlined

in Table 1.4. We employ an OFDM-frame-variant channel modelhaving a time-variant 8-tap PDP character-

ized by the COST-207 BU channel model [119], as detailed in Section 1.7.2. Additionally, each individual

propagation path undergoes fast Rayleigh fading with a corresponding OFDM-symbol-normalized Doppler

frequency of eitherfD = 0.001 or fD = 0.005. The resultant channel can be characterised as a mutli-path

Rayleigh-fading channel with slowly-varying PDP, where the relative delaysτl associated with different

PDP taps vary with time at a rate determined by the drift rate parameterντ defined in Section 1.7.2.
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Figure 2.10: The Mean Square Error exhibited by the4QAM-OFDM system employing the

PASTD method of Algorithm 2. The values of the PASTD forgetting factor wwereη = 0.9, 0.95 and

0.9. We considered the scenarios of encountering the Doppler frequencies of (a)fD = 0.001 and (b)

fD = 0.005. The abscissa represents the average SNR recorded at the receive antenna elements. We employ

COST-207 BU channel model [119]. Additional system parameters are summarized in Table 1.4.

Firstly, Figure 2.9 characterizes the achievable FD-CTF MSE performance of the PASTD method of

Algorithm 2 for different ranksL of the estimated subspace, while assuming a constant value of η = 0.95

for the forgetting factor. Figures 2.9(a) and 2.9(b) correspond to encountering the Doppler frequencies

of fD = 0.001 and 0.005, respectively. From Figure 2.9, we may conclude that a high CIR estimator

performance may be achieved when assuming that the estimated CTF signal subspace has a rank ofL = 4,

regardless of the actual number of paths constituting the multi-path channel encountered.

Secondly, Figure 2.10 characterizes the achievable MSE performance of the PASTD method of Algo-

rithm 2 for different values of the forgetting factorη, while assuming a constant rank ofL = 4 for the

estimated subspace. Figures 2.10(a) and 2.10(b) correspond to encountering the Doppler frequencies of

fD = 0.001 and0.005, respectively. As may be concluded from Figure 2.10, the optimum value of the

forgetting factorη is largely dependent on the SNR as well as on the Doppler frequency encountered. Nev-

ertheless, the compromise value ofη = 0.95 appears to constitute a relatively good choice in the practical

ranges of both SNR values and Doppler frequencies.

Finally, Figure 2.11 characterizes the achievable MSE performance of the PASTD method of Algo-

rithm 2 for different values of the OFDM-symbol-normalizedPDP tap drift rateντ. Figures 2.11(a) and

2.11(b) correspond to encountering the Doppler frequencies of fD = 0.001 and0.005, respectively. Ob-
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serve that the specific values of the parameterντ assumed in Figure 2.11 substantially exceed the maximum

value considered in the base-line scenario outlined in Table 1.4. Consequently, we may conclude that the

CIR tracking method of Algorithm 2 exhibits an adequate performance over the entire range of practical

channel conditions.
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Figure 2.11: The Mean Square Error exhibited by the4QAM-OFDM system employing the

PASTD method of Algorithm 2, while encountering different valuesof the PDP tap drift rateντ =

3 · 10−5, 10−4 and3 · 10−4 as well as different values of the Doppler frequencies of (a)fD = 0.001 and (b)

fD = 0.005. The abscissa represents the average SNR recorded at the receive antenna elements. We employ

COST-207 BU channel model [119]. Additional system parameters are summarized in Table 1.4.

In conclusion of this section we would like to offer the following observations

• We have demonstrated that both PAST method of Algorithm 1 as well as PASTd method of Al-

gorithm 2 facilitate recursive tracking of the CTF’s signalsubspace and thus allow for an efficient

estimation of the channel’s fractionally-spaced CIR.

• Furthermore, we have shown that the PASTd method exhibits higher stability as well as lower com-

putational complexity and therefore is more suitable for employment in practical implementations.

• As suggested by Figure 2.9, an efficient estimation of the FS-CIR may be achieved by tracking as low

as L = 4 number of significant FS-CIR taps at OFDM symbol normalized Doppler frequencies as

high asfD = 0.005.

• As suggested by Figure 2.10, the forgetting factor valueη = 0.95 constitutes the optimum value in

the context of a system characterized in Table 1.4.
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• Finally, as is confirmed by the results depicted in Figure 2.11, the proposed channel estimation scheme

employing the PASTd method of Algorithm 2 is capable of satisfying the requirements imposed by

wireless systems involving mobile terminals moving at speeds as high as 200 km/h.

In order to complete the design of the DDCE scheme of Figure 2.1 we employ ana priori CIR pre-

dictor [28]. The CIR-related tap predictor considered can be employed in conjunction with both the SS-

CIR and the FS-CIR estimators of Sections 2.5.2 and 2.5.4, aswell as in combination with the parametric

PASTD aided CIR estimator of Section 2.6.2. Observe, however, that the low-rank PASTD aided CIR esti-

mator of Section 2.6.2 will require the prediction of a substantially lower number ofL ≪ K0 CIR-related

taps. More specifically, in the case of the system characterized by Table 1.4, the SS-CIR estimator of Section

2.5.2 will require the prediction ofK0 = 32 SS-CIR taps. This should be contrasted to the PASTD -aided

CIR estimator of Section 2.6.2, which will require the prediction of only L = 4 FS-CIR-related taps, re-

gardless of the actual number of paths encountered.

In the next section we present an overview of the major CIR tapprediction methods discussed in the

literature [28, 38, 64, 65]. We analyse the achievable performance of each method with the aid of extensive

simulations and conduct a comparative study aimed at identifying the most promising approaches.

2.7 Time-DomainA Priori CIR Tap Prediction

time

CIR amplitude

pred.

estim.

delay

Nprd

Figure 2.12: Stylized illustration of the estimation and prediction filter, both operating in the CIR-related

domain usingNprd number of previousa posterioriCIR-related tap estimatesc© [28].

The philosophy of thea priori CIR predictor considered is illustrated in Figure 2.12. Ouraim is to

predict the SS/FS-CIR taps{α1[n + 1], · · · , αL[n + 1]} associated with the future channel conditions, given
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the history of the previous CIRs, namely thea posterioriestimates{{α̂l [n]}, {α̂l [n − 1]}, · · · }.

2.7.1 MMSE Predictor

As portrayed in Section 1.7.1, thelth CIR componentαl[n] undergoes a narrowband time-domain fading

process characterised by the associated cross-correlation properties, which can be described by

E {α∗
l [n]αl′ [n − m]} = rt[m]δ[l − l′] , (2.62)

wherert[n] is the corresponding time-domain correlation function andδ[·] is the Kronecker Delta function.

This WSS narrow-band process can be approximately modelledas a finite impulse response (FIR) auto-

regressive process of the orderNprd [28], yielding

αl[n + 1] =
Nprd−1

∑
m=0

q[m]αl [n − m] + vl [n + 1], (2.63)

whereq[m] represents the autoregressive coefficients andvl [n] is the model noise.

Let us define the following column vectors

αl[n] = (αl[n], αl [n − 1], · · · , αl [n − Nprd + 1])T

q = (q[0], q[1], · · · , q[Nprd − 1])T (2.64)

and rewrite Equation (2.63) in a vectorial form as

αl[n + 1] = αl [n]Tq + v[n + 1]. (2.65)

Left-multiplying both sides of (2.65) with the complex conjugate of the column vectorαl[n, l] and obtaining

the expectation value over the time-domain indexn yields

E {α∗
l [n]αl [n + 1]} = E

{
α∗

l [n](αT

l [n]q + v[n + 1])
}

, (2.66)

which can be represented as a set of Yule-Walker equations inthe following form [134]

rapr = Rl;aptql, (2.67)

where the vectorrapr is the autocorrelation vector of the predicteda priori CIR taps defined by

rapr =
1

σ2
l

E {α∗
l [n]αl [n + 1]} , (2.68)

and the matrixRapt is the autocorrelation matrix of thea posterioriCIR taps described in [28]

Rl;apt =
1

σ2
l

E
{

α̂l[n]α̂H

l [n]
}

= Rapr + ρl I, (2.69)
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where

Rapr =
1

σ2
l

E
{

αl[n]αH

l [n]
}

(2.70)

and ρl is the parameter determined by the variance of the effectiveestimation noise imposed by thea

posteriori CIR estimator employedσ2
apt, as well as the expectation magnitude of the CIR tap predicted σ2

l ,

such that we haveρl =
σ2

apt

σ2
l

.

The optimal solution of Equation (2.67) evaluated in the MSEsense is given by

ql;prd = R−1
l;aptrapr. (2.71)

In the specific scenario when the channel is described by Jakes’ model [121], thea priori autocorrelation

vectorrapr can be formulated asrapr[n] = rJ [n] = J0(2π fDn), n = 1, 2, . . . , Nprd, whereJ0(x) is a zero-

order Bessel function of the first kind. The correspondinga posterioriautocorrelation matrixRapr is given

by Rapr[n, m] = rJ [n − m] + ρδ[n − m], n, m = 0, 1, . . . Nprd − 1, while the CIR predictor’s coefficient

vector is described by (2.71) and the prediction is performed according to

α̌l[n + 1] = qT

l;prdα̂l [n], l = 1, 2, . . . , L. (2.72)

The corresponding performance can be characterised using the frequency-domain NMSE criterion as de-

rived in [28]

NMSEH;apr =
1

σ2
H

E
{
|H[n, k] − Ȟ[n, k]|2

}
, (2.73)

whereH[n, k] and Ȟ[n, k] are the CTFs corresponding to the encountered CIR and thea priori predicted

CIR α̌l [n], respectively. From [28] we have

NMSEH;apr =
1

Kσ2
H

L

∑
l=1

MSEl;apr, (2.74)

where

MSEl;apr = σ2
l − qT

l;prdr∗l;apt − ql;prdrHl;apt + qH

l;prdRl,aptql;prd. (2.75)

The attainable NMSE performance of thea priori CIR predictor of Equation (2.72) evaluated for

the scenario when the Doppler frequency assumed in the design of the receiver matches the actual Doppler

frequency encountered, namely when we havefD = fD;prd, is depicted in Figures 2.13 and 2.14. More

specifically in Figure 2.13 we demonstrate the NMSE of the CIRprediction method considered using the

prediction filter of lengthNprd = 1, 2, 4, 8, 16, 32 and64 as a function of the average SNR recorded at the

receive antenna. As expected, the performance of the estimator improves when the prediction filter length

Nprd increases, although the corresponding additional NMSE reduction becomes more modest for high

values of the prediction filter length and hence a trade-off between the desired NMSE performance and the

associated computational complexity has to be found. A similar sytem behavior can be observed in Figure

2.14, where the NMSE is evaluated as a function of the OFDM-symbol-normalized Doppler frequencyfD.
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Figure 2.13: Mean Square Error exhibited by therobust a priori CIR predictor as a function of the

average SNR at the receive antenna. The curves on the plot correspond to the prediction filter lengths of

Nprd = 1, 2, 4, 8, 16, 32 and64 from top to bottom respectively. The Bug channel model with the OFDM-

symbol-normalized Doppler frequency of (a) 0.003 and (b) 0.03 was considered. The results were evaluated

from the Equation (2.74).

2.7.2 Robust Predictor

The CIR-tap prediction process described in the previous section exhibits a high CIR-tap estimation per-

formance under the assumption of having perfect knowledge of the channel statistics. However, it suffers

from a significant performance degradation, when the actualchannel statistics deviate from the model as-

sumed, such as for example Jakes’ model. The issue of statistical mismatch becomes increasingly detri-

mental in diverse wireless environments, where the channelconditions and the corresponding statistics are

time-dependent and cannot be assumed to be wide-sense stationary.

As it has been shown in [38] and [28], the MSE exhibited by the linear CIR predictor of (2.72) is upper-

bounded by the MSE encountered, when communicating over an ideally band-limited channel having a

perfect low-pass Doppler PSD function given by

pB;unif( f ) =







1
2 fD

, if | f | < fD

0, otherwise.
(2.76)

Hence, we arrive at the concept of designing Li’s [38] so-called robustlinear predictor [28], which assumes

encountering the worst possible channel statistics. As pointed out in [30], such arobustchannel predictor,

optimised for the worst-case PSD of Equation (2.76), can be designed by using the corresponding sinc-
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Figure 2.14: Mean Square Error exhibited by therobust a priori CIR predictor as a function of the

OFDM-symbol normalized Doppler frequencyfD. The curves on the plot correspond to the prediction filter

lengths ofNprd = 1, 2, 4, 8, 16, 32 and64 from top to bottom, respectively. Bug’s channel model associated

with the receive antenna SNRs of (a) 10 and (b) 30 dB was considered. The results were evaluated from the

Equation (2.74).

shapeda priori autocorrelation vectorrapr,rob, which is given by

rapr;rob[n] = rB[n] =
sin 2π fDn

2π fDn
, n = 1, 2, . . . , Nprd (2.77)

and by invoking the correspondinga posterioriautocorrelation matrixRapt;rob defined by

Rapr;rob[n, m] = rB[n − m] + ρδ[n − m], (2.78)

where we haven, m = 0, 1, . . . Nprd − 1.

In Figure 2.15 we characterize the attainable NMSE performance of the robusta priori CIR predictor of

Equation (2.72) for the scenario when the Doppler frequencyfD;prd assumed in the design of the receiver

does not match the actual Doppler frequencyfD encountered. It can be seen that the estimation method

considered is robust against a mismatches between the assumed and the encountered Doppler frequency, as

long as the encountered Doppler frequency does not exceed the assumed value, namely as long as we have

fD ≤ fD;prd.
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Figure 2.15: Mean Square Error exhibited by therobust a priori CIR predictor as a function of the

encountered OFDM-symbol normalized Doppler frequencyfD. The results correspond to the case when

the Doppler frequency assumed in the receiver does not matchthe actual value encountered. The assumed

Doppler frequencies of (a)fD = 0.03 and (b)0.003 have been considered and different curves on each plot

correspond to the prediction filter lengths ofNprd = 1, 2, 4, 8, 16, 32 and64 from top to bottom, respectively.

The Bug channel model with the average receive antenna SNR of20dB is considered. The results were

evaluated from the Equation (2.74).

2.7.3 MMSE Versus Robust Predictor Performance Comparison

The achievable performance of the DDCE scheme of Figure 2.1 employing therobust a priori CIR predictor

of Section 2.7.2 undermatched time-domain correlation conditions is quantified in Figure2.16, when the

assumed OFDM-symbol-normalized Doppler frequencyfD;prd matches the actual value encountered. The

NMSE exhibited by the channel estimation scheme considered is depicted in Figure 2.16(a), while the

corresponding BER exhibited by the turbo-coded QPSK-modulated MC-CDMA system is shown in Figure

2.16(b). It can be seen that while the estimation accuracy decreases upon increasing the Doppler frequency,

the corresponding BER performance remains relatively unaffected.

Finally, Figure 2.17 illustrates the achievable performance of QPSK-modulated MC-CDMA employing

the DDCE scheme of Figure 2.1 underunmatched time-correlation conditions. Our simulations were per-

formed at a constant value of the OFDM-symbol normalised Doppler frequency assumed at the receiver,

namely atfD;prd = 0.03. Furthermore, four different values of the actual normalised Doppler frequencies

were used, namelyfD = 0.03, 0.01, 0.003 and0.001. Figure 2.17(a) characterizes the NMSE performance

of the DDCE scheme employed by the MC-CDMA system considered, while the corresponding turbo-coded
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Figure 2.16: (a) NMSE exhibited by the decision-directed channel estimator employing theRC-MMSE

FS-CIR a posterioriestimator of Section 2.5.4 and therobust a priori CIR predictor of Section 2.7.2 as a

function of the average SNR recorded at the receiver and (b)BER exhibited by the corresponding QPSK-

modulatedturbo-codedMC-CDMA system. The results correspond tomatchedDoppler conditions, when

the Doppler frequencyfD;prd assumed in the receiver matches the actual value encountered. Theframe-

variant Bug channel model was assumed.

BER is depicted in Figure 2.17(b). The achievable BER performance in the case of perfect Channel State In-

formation (CSI), namely when the CTF is perfectly known at the receiver, is also depicted in Figure 2.17(a).

It can be seen that the performance of the CIR predictor advocated is indeed tolerant to the mismatch of

the actual Doppler frequency and that assumed during the predictor design, as long as the actual Doppler

frequency does not exceed the value assumed in the predictor’s design. Furthermore, the results depicted in

Figure 2.17(a) substantiate our conclusion that the performance of the MC-CDMA system employing chan-

nel estimation scheme of Figure 2.1 closely approaches the corresponding performance of the MC-CDMA

system in the case of perfect CTF knowledge at the receiver. More explicitly, the BER performance corre-

sponding to the different values of the Doppler frequencyfD fall within 1dB from the BER performance

associated with the perfect CSI associated scenario.

2.7.4 Adaptive RLS Predictor

On the other hand, in the RLS-based adaptive CIR tap prediction approach of [64,65] no assumptions where

made concerning the channel’s stationarity. Consequently, the time-variantlth CIR tap’s predictor filter
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Figure 2.17: (a) NMSE exhibited by the decision-directed channel estimator employing theRC-MMSE

FS-CIR a posterioriestimator of Section 2.5.4 and therobust a priori CIR predictor of Section 2.7.2 as a

function of the average SNR recorded at the receiver and (b) correspondingBER exhibited by theturbo-

codedQPSK-modulated MC-CDMA system. The results correspond tounmatched Doppler conditions

associated with the assumed Doppler frequency offD;prd = 0.03 and the actual encountered values of

fD = 0.001, 0.003, 0.01 and0.03. The bold line on the BER curve (b) portrays the BER performance of the

MC-CDMA system considered in the case of perfect CSI.

coefficient vectorql[n] is calculated by minimizing the following scalar cost function

JRLS;l[n] =
n

∑
i=1

βn−i|αl [i + 1] − qH

l [n]αl[i]|2, (2.80)

whereβ ∈ (0, 1) is the so-calledforgetting factor[64], which accounts for possible deviations of the fading

process encountered from the WSS assumption. The resultantrecursive update forql[n] is given by

ql [n] = ql[n − 1] + kl[n − 1]e∗l [n], (2.81)

where

el [n] = α̂l[n] − qH

l [n − 1]α̂l[n − 1] (2.82)

is the prediction error, while

kl[n] =
Pl[n − 1]α̂l[n]

β + α̂H

l [n]Pl[n − 1]l α̂l [n]
(2.83)

denotes the RLS gain vector. Furthermore, the matrixPl[n] is the inverse of thelth CIR tap’s(Nprd × Nprd)-

dimensional sample covariance matrix, which can be recursively calculated as follows

Pl [n] =
1

β
(I − kl[n]α̂H

l [n])Pl[n − 1] (2.84)
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Algorithm 3 The RLS Prediction Algorithm.

e[n] = α̂[n] − α̌[n] = α̂[n] − qH[n − 1]α̂[n − 1] (2.79a)

q[n] = q[n − 1] + k[n − 1]e∗[n] (2.79b)

α̌[n + 1] = qH[n]α̂[n] (2.79c)

g[n] = P[n − 1]α̂[n] (2.79d)

k[n] =
g[n]

β + α̂H[n]g[n]
(2.79e)

P[n] =
1

β
(I − k[n]α̂H[n])P[n − 1] (2.79f)

As it was pointed out in [135] the choice of the forgetting factor’s valueβ has only a moderate effect on the

performance of the resultant predictor. Specifically, in our simulations we used the value suggested in [135],

namelyβ = 0.99.

2.7.5 Robust Versus Adaptive Predictor Performance Comparison
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Figure 2.18: Mean Square Error exhibited by theMMSE, Robust and RLS a priori CIR predictors as a

function of the symbol-normalized Doppler frequency encountered. Two cases of Robust prediction, namely

when fD;prd = 0.03 and fD;prd = 0.003 are considered. The results correspond to the SNR level of 20dB.

Figure 2.18 illustrates the achievable MSE performance of the CIR prediction methods considered as

a function of the Doppler frequencyfD encountered. It can be seen that the MMSE CIR predictor, which

relies on a perfecta priori knowledge of the underlying channel statistics representsthe upper bound for

the MSE performance achievable by a linear predictor. Furthermore, the robust CIR predictor exhibits a

relatively high performance, as long as the actual Doppler frequency encountered does not exceed that as-

sumed. Finally, the RLS CIR predictor, which does not require any explicit knowledge concerning the
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Figure 2.19: Mean Square Error exhibited by theMMSE, Robust and RLS a priori CIR predictors as

a function of theSNR encountered. Two cases of Robust prediction, namely whenρ = 0.1 andρ = 0.001

are considered. The results correspond to the symbol-rate-normalized Doppler frequencies offD = 0.01.

channel statistics exhibits a near-optimum performance over the entire range of the values offD. Further-

more, Figure 2.19 illustrates the achievable MSE performance of the CIR prediction methods considered

as a function of the SNR encountered. Once again, the MMSE CIRpredictor exhibits the highest achiev-

able performance. The robust CIR predictor exhibits a relatively high performance, as long as the SNR

encountered does not exceed the value1/ρ assumed. On the other hand, the RLS predictor exhibits near

optimum performance over the whole range of the SNR values. Additionally, the order of the computational

complexity associated with both CIR predictors consideredin the context of a DDCE-OFDM system and

quantified in terms of the total number of complex multiplications and additions per OFDM symbol may be

expressed asO(K log2 K + LNprd) andO(K log2 K + LNprd + LN2
prd) for the robust [28] and RLS [65]

CIR predictors, respectively2. Explicitly, the order of complexity imposed by the RLS CIR predictor is only

slightly higher than that associated with the Robust CIR predictor.

2.8 PASTD Aided DDCE

The detailed schematic of the channel estimation scheme proposed is depicted in Figure 2.20. Our channel

estimator is constituted by a bank of the per-subcarriera posterioriMMSE CTF estimators outlined in Sec-

tion 2.4, followed by the PASTD -aided CIR estimator of Section 2.6.2 and by thea priori RLS CIR predictor

of Section 2.7.4. The task of the CTF estimator seen in Figure2.20 is to estimate the subcarrier-related CTF

coefficientsH[n, k] of Equation (1.7). The resultant estimated subcarrier-related samples̃H[n, k], which

serve as an observation vector of the FD-CTF coefficientsH[n, k] are fed to the PASTD subspace-based

2K denotes the number of subcarriers comprising the OFDM symbol, while L is the number of non-zero CIR taps encountered.
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Figure 2.20: Detailed structure of the 2D channel estimator corresponding to the DDCE module of Figure

2.1. The channel estimator comprises a PAST module, which performs recursive tracking of the CIR. The

resultant CIR related tapŝαl [n] are filtered by the adaptive RLS-based prediction filter resulting in the a

priori estimates of the CIR-related tapsα̌l [n + 1]. Finally, thea priori estimates of the subcarrier-related

coefficientsH[n + 1, k] are obtained by applying the transform matrixW [n] provided by the PASTD mod-

ule.

tracking module, which performs recursive tracking of the channel’s covariance matrixCH signal subspace

and the associated CIR-related taps. The output of the PASTD module is constituted by the instantaneous

CIR-related tap estimatesα̂l [n] and the corresponding estimate of the transformation matrix W [n] of Equa-

tion (2.54). The CIR-related estimate vectorα̂l[n] is then fed into the low-rank time-domain CIR-related

tap predictor of Figure 2.20 for the sake of producing ana priori estimateα̌l [n + 1], l = 1, · · · , L of

the next CIR-related tap-vector on a tap-by-tap basis [28].Finally, the predicted CIR is converted to the

subcarrier-related CTF with the aid of the transformation matrix W [n] provided by the PASTD module of

Figure 2.20. The resultant FD-CTF is employed by the receiver for the sake of detecting and decoding of the

next OFDM symbol. Note that this principle requires the transmission of a frequency-domain pilot-based

channel sounding sequence, such as for example a pilot-assisted OFDM symbol, during the initialisation

stage. The operation of the resultant DDCE scheme illustrated in Figure 2.20 is summarized in Algorithm

4.

In order to characterize the performance of the resultant channel estimation scheme, we would like to

introduce an estimation efficiency criteriaκ, which is defined as follows

κ =
1

σ2
e γ

L

K
, (2.85)

whereσ2
e andγ are the estimation MSE and SNR, respectively, whileK and L are the number of OFDM

subcarriers and the number of the estimated CIR taps.

The achievable performance of the PASTD aided DDCE scheme of Algorithm 4 is characterized in

Figure 2.21. In our simulations we considered an OFDM systemhaving K = 128 QPSK-modulated or-
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Algorithm 4 PASTD-aided DDCE

Signal Detection:

x̂[n] = Detect(y[n], Ȟ [n]) (2.86a)

CTF Estimation:

for k = 1, 2, . . . , K do

H̃[n, k] =
y[n, k]x̂∗ [n, k]

|x̂[n, k]|2 + σ2
w

, k = 0, · · · , K − 1 (2.86b)

end for

Subspace Tracking-Aided CIR Estimation:

H1[n] = H̃[n] (2.86c)

for l = 1, 2, . . . , L do

α̂l [n] = wH

l [n − 1]H l [n] (2.86d)

λl [n] = ηλl [n − 1] + |α̂l [n]|2 (2.86e)

el[n] = H l[n]− wl[n − 1]α̂l [n] (2.86f)

wl[n] = wl[n − 1] + el[n](α∗
l [n]/λl [n]) (2.86g)

H l+1[n] = H l[n] − wl [n]α̂l [n] (2.86h)

end for

CIR Tap Prediction:

for l = 1, 2, . . . , L do

e[n] = α̂l [n]− α̌l[n] = α̂l[n] − qH

l [n − 1]α̂l[n − 1] (2.86i)

ql[n] = ql[n − 1] + kl[n − 1]e∗[n] (2.86j)

α̌l [n + 1] = qH

l [n]α̂l [n] (2.86k)

g[n] = Pl [n − 1]α̂l [n] (2.86l)

kl[n] =
g[n]

β + α̂H

l [n]g[n]
(2.86m)

Pl[n] =
1

β
(I − kl[n]α̂H

l [n])Pl [n − 1] (2.86n)

end for

CTF Reconstraction:

Ȟ[n + 1] = W [n]α̌[n + 1] (2.86o)
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Figure 2.21: The (a)Mean Square Error and (b)Bit Error Rate exhibited by the4QAM-OFDM system

employing thePASTD -aided DDCE scheme of Algorithm 4. The value of the parameters L = 4, η = 0.95

andβ = 0.9 has been assumed. We considered the scenarios of encountering the Doppler frequencyfD =

0.003. The abscissa represents the average SNR recorded at the receive antenna elements.

thogonal subcarriers. The system characteristics are outlined in Table 1.4. We employ an OFDM-frame-

variant channel model associated with a time-variant 7-tapPDP characterized by the COST-207 BU channel

model [119], as detailed in Section 1.7.2. Additionally, each individual propagation path undergoes fast

Rayleigh fading having an OFDM-symbol-normalized Dopplerfrequency offD = 0.003. We assumed the

valuesL = 4 andη = 0.95 for the PASTD module-related subspace rank and forgetting factor parameters

respectively, as well as the value ofβ = 0.9 for the RLS CIR-tap predictor-related forgetting factor.

Figure 2.21(a) portrays the achievable MSE performance of the PASTD aided DDCE scheme of Al-

gorihtm 4 for the pilot overhead ratiosε = 0.03, 0.1, 0.3 and 1.0, whereε = 0.03 and ε = 1.0 corre-

spond to having3% and100% pilots, respectively. Specifically, we may identify an estimation efficiency of

κ = 5 − 10 = −5dB.

Furthermore, Figure 2.21(b) portrays the corresponding BER performance of the rate12 turbo-coded

QPSK-modulated OFDM system.
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2.9 Channel Estimation for MIMO-OFDM

The main challenge associated with the estimation of the MIMO-CTF coefficients in the context of multi-

antenna multi-carrier systems rests in the fact that, as opposed to the SISO scenario outlined in Section

2.4.2, the estimation of the MIMO-CTFs constitutes a highlyrank-deficient problem. More specifically,

let us consider the SDM-OFDM system model associated with the k-th subcarrier of then-th SDM-OFDM

symbol, which may be characterized as follows

y[n, k] = H[n, k]s[n, k] + w[n, k], (2.87)

wheres[n, k], y[n, k], w[n, k] and H[n, k] are the signals associated with thek-th subcarrier of then-th

SDM-OFDM symbol. Specifically,s[n, k] is the mt-dimensional signal vector transmitted from themt

transmit antennas,y[n, k] and w[n, k] are thenr-dimensional signal and noise vectors recorded at thenr

receive antennas, whileH[n, k] is the(nr × mt)-dimensional matrix, which characterizes the MIMO-CTFs

encountered. Let us assume a relatively simple MIMO scenario of havingmt = nr = 4 transmit and receive

antennas. The corresponding MIMO-CTF matrix is constituted by 4 × 4 = 16 uncorrelated coefficients,

which have to be calculated using four recorded samples comprising the received signaly[n, k], as well

as four pilots or decision based symbols estimating the transmitted signals[n, k]. Notice that even in the

presence of thea priori known pilot-based transmitted signals[n, k], the MIMO-CTF matrixH[n, k] may

not be estimated reliably using a linear solution reminiscent of that derived in Section 2.4.2. Consequently,

the estimation of the(nr × mt)-dimensional MIMO-CTF matrixH[n, k] requires a sufficiently sophisti-

cated exploitation of both the time- and the frequency-domain correlation properties of the MIMO-CTF

coefficients.

In this treatise we propose a MIMO channel estimation scheme, which follows the decision-directed

channel estimation philosophy of Figure 2.1, as employed inSection 2.3 for SISO multicarrier systems.

Similarly to the SISO case of Section 2.3, our MIMO channel estimation scheme comprises an array

of K per-subcarrier MIMO-CTF estimators, followed by a(nr × mt)-dimensional array of parametric CIR

estimators and a corresponding array of(nr × mt × L) CIR tap predictors, whereL is the number of tracked

CIR taps per link for the MIMO channel. The structure of both the parametric PASTD -aided MIMO-CIR

tap estimators and that of the RLS MIMO-CIR tap predictors isto a large extent identical to those devised

in Sections 2.6.2 and 2.7.4, respectively, in the context ofour SISO channel estimation scheme advocated in

Section 2.8. On the other hand, our MIMO-CTF estimators exhibit a substantially different structure, which

reflects the rank-deficient nature of the MIMO channel estimation problem.

In order to exploit the time-domain correlation propertiesof the MIMO-CTF coefficients matrixH[n, k]

we employ an iterative tracking approach instead of the MMSEestimation method of Section 2.4.2.
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Algorithm 5 A PosterioriLMS MIMO-CTF Tracking

ŝ[n, k] = Detect
{

y[n, k], Ȟ[n, k]
}

(2.91a)

e[n, k] = y[n, k] − H̃[n, k]ŝ[n, k] (2.91b)

H̃[n, k] = H̃[n − 1, k] + (1 − ζ)e[n, k]ŝH [n, k] (2.91c)

2.9.1 Soft Recursive MIMO-CTF Estimation

Analogous to the SISO channel estimator architechture outlined in Section 2.8, at the first stage of our

MIMO channel estimation scheme we employ an array ofK per-subcarrier MIMO-CTF estimators, which

function independently of each other. Consequently, for the sake of notational simplicity we omit the sub-

carrier related indexk in the following section.

2.9.1.1 LMS MIMO-CTF Estimator

The Least Mean Square (LMS) estimation method, which constitutes a simple approximation of the stochas-

tic gradient algorithm [64], was invoked for the iterative tracking of the channel parameters in the context

of turbo equalization [40]. More specifically, following the LMS approach, we are seeking to minimize the

mean square error-based cost functionJLMS, which may be expressed as follows

JLMS =
n

∑
m=1

eH[m]e[m], (2.88)

wheree[m] denotes the error signal, which is given by

e[m] = y[m] − H̃[m]ŝ[m], (2.89)

wherey[m] is the signal vector recorded at thenr transmit antennas, whilês is the corresponding estimate

of themt-dimensional transmitted signal.

Hence, analogously to the solution derived in [40], the LMS estimate of the(nr × mt)-dimensional

MIMO-CTF coefficient matrix associated with thekth subcarrier of thenth OFDM symbol may be obtained

as follows

H̃[n] = H̃[n − 1] + (1 − ζ)e[n]ŝH [n], (2.90)

where we define the forgetting factorζ. The resultant LMS MIMO-CTF tracking method is summarized in

Algorithm 5.
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Algorithm 6 A PosterioriRLS MIMO-CTF Tracking

ŝ[n, k] = Detect
{

y[n, k], Ȟ[n, k]
}

(2.97a)

Φ[n, k] = ζΦ[n − 1, k] + ŝ[n, k]ŝH[n, k] (2.97b)

θ[n, k] = ζθ[n − 1, k] + ŝ[n, k]yH[n, k] (2.97c)

H̃[n, k] = (Φ
−1[n, k]θ[n, k])H (2.97d)

2.9.1.2 RLS MIMO-CTF Estimator

The Recursive Least Squares (RLS) algorithm [101] constitutes a rapidly-converging least squares algo-

rithm. The RLS method was considered in the context of recursive channel parameter estimation and track-

ing by multiple authors [40, 46, 50, 81]. As opposed to the LMSapproach outlined in Section 2.9.1.1, the

RLS method attempts to minimize the cost function created from the exponentially-weighted and windowed

sum of the squared error. Namely, we have

JRLS[n] =
n

∑
m=1

ζn−meH[m, n]e[m, n], (2.92)

where, analogously to the LMS method of Section 2.9.1.1, thecorresponding error signal is given by

e[m, n] = y[m]− H̃[n]s[m], (2.93)

while ζ denotes the forgetting factor. The corresponding RLS estimate of the(nr × mt)-dimensional

MIMO-CTF coefficient matrix associated with thekth subcarrier of thenth OFDM symbol may be cal-

culated as follows [40]

H̃[n] =
(

Φ
−1[n]θ[n]

)
H

, (2.94)

where we define the MIMO-CTF estimator’s input autocorrelation functionΦ[n], which may be calculated

recursively as follows

Φ[n] =
n

∑
m=1

ζn−ms[m]sH[m] = ζΦ[n − 1] + s[n]sH[n], (2.95)

while the MIMO-CTF estimator’s input-output crosscorrelation matricesθ[n] as follows

θ[n] =
n

∑
m=1

ζn−ms[m]yH[m] = ζθ[n − 1] + s[n]yH[n]. (2.96)

The resultant RLS MIMO-CTF tracking method is summarized inAlgorithm 6.

2.9.1.3 Soft-Feedback Aided RLS MIMO-CTF Estimator

As suggested by thedecision-directedphilosophy of the channel estimation scheme outlined in Section

2.9, the transmitted signal vectors[n] may not always be readily available at the receiver. More specifi-

cally, the transmitted signal vectors[n] may be assumed to be knowna priori if and only if s constitutes
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a pilot symbol, which occupies a small portion of the transmitted data-stream. Alternatively, whenever an

information-carrying data-symbol is transmitted, the decision-based estimateŝs[n] become available in-

stead. Unfortunately, however, the decision-based estimates ŝ are prone to decision errors, which may

potentially result inerror propagationand thus in a substantial performance degradation.

Consequently, as pointed out in [40, 46, 49], it is highly beneficial to exploit the probability-related soft

information available at the output of the MIMO-OFDM system’s detector. More specifically, in addition to

thehard-decision based values of the transmitted signal estimatesŝ[n] we may utilize the associatedsoft-

information-related quantities, such as the expectationsand the variances of the elements of the estimated

transmitted signal vector̂s = [ŝ1, · · · , ŝmt ]
T. Specifically, the expectation of theith transmitted symbol may

be expressed as follows

s̃i = E {ŝi} = ∑
c∈M

c p{si = c}, (2.98)

while the corresponding variance is given by

vi = Var {ŝi} =

(

∑
c∈M

cc∗ p{si = c}
)

− s̃i s̃
∗
i . (2.99)

Subsequently, we may define the following alternative errorsignals

ê[m, n] = y[m]− H̃[n]ŝ[m], (2.100)

ẽ[m, n] = y[m]− H̃[n]s̃[m]. (2.101)

The error signals of Equations (2.100) and (2.101) may be substituted into the LMS and RLS algorithms of

Sections 2.9.1.1 and 2.9.1.2 in order to yield the hard and soft decision-based LMS and RLS CTF tracking

algorithms, respectively.

2.9.1.4 Modified-RLS MIMO-CTF Estimator

A further improved version of the soft decision-based RLS tracking algorithm, namely the so-called mod-

ified RLS algorithm was proposed by Otnes [40]. More specifically, in the modified RLS method the cost

function of Equation (2.92) associated with the classic RLSmethod of Algorithm 6 is substituted by a cost

function, which takes into account the ambiguity inherent in the decision-based estimatesŝ[n]. Firstly, for

the sake of notational convenience the following covariance matrices were defined in [40]

D[n] = Cov {s̃[n], s̃[n]} = E
{

s̃[n]s̃H[n]
}

= diag (v[n]) (2.102)

and

U[n] = E
{

s[n]sH[n]
}

= s̃[n]s̃H[n] + D[n], (2.103)
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Algorithm 7 MIMO-CTF A PosterioriModified-RLS Tracking

{ŝ[n, k], s̃[n, k]} = Detect
{

y[n, k], Ȟ[n, k]
}

(2.108a)

U[n, k] = diag
(
|ŝ[n, k]|2 − |s̃[n, k]|2

)
+ s̃[n, k]s̃[n, k]H (2.108b)

d[n, k] = y[n, k] − Ȟ[n, k]s̃[n, k] (2.108c)

Φ[n, k] = ζΦ[n, k] + U[n, k] (2.108d)

θ[n, k] = ζθ[n, k] + U[n, k]Ȟ[n, k] + s̃[n, k]dH[n, k] (2.108e)

Ĥ[n, k] = (Φ
−1[n, k]θ[n, k])H (2.108f)

where the elements of the variance vectorv[n] are given by Equation (2.99). The corresponding modified

RLS cost function may be expressed as follows [40]

JmodRLS[n] =
n

∑
m=1

ζn−mE
{

ẽH[m, n]ẽ[m, n] | y[m], s̃[m], D[m], H̃[n]
}

, (2.104)

where as previously,ζ denoted the forgetting factor. Observe, that as opposed to the RLS cost function of

Equation 2.92, the modified RLS cost function of Equation 2.104 takes into account the ambiguity associated

with both the estimated CTF matrix̃H[n] as well as the estimated transmitted signal vectorŝ[n].

Finally, following the approach proposed in [40], the modified-RLS MIMO-CTF estimatêH[n] may be

calculated using Equation (2.94), which is repeated here for convenience. Specifically, we have

Ĥ[n] =
(

Φ
−1[n]θ[n]

)
H

, (2.105)

where the corresponding covariance matricesΦ[n] andθ[n] may be reformulated using the quantitiesD[n]

andU[n] of Equations 2.102 and 2.103, respectively. Namely, we have

Φ[n] =
n

∑
m=1

ζn−mU[m] = ζΦ[n − 1] + U[n] (2.106)

and

θ[n] =
n

∑
m=1

ζn−m
(
s̃[n]yH[n] + D[m]ĤH[m]

)

= ζθ[n − 1] + U[n]ĤH[n − 1] + s̃[n]ẽH[n]. (2.107)

The resultant soft decision-based MIMO-CTF modified-RLS method is summarized in Algorithm 7.

2.9.1.5 MIMO-CTF Estimator Performance Analysis

The snapshots of the CTF estimation MSE exhibited by both hard- and soft-feedback aided LMS and RLS

MIMO-CTF tracking methods of Sections 2.9.1.1 and 2.9.1.2,respectively, as well as that of the modified

RLS method of Section 2.9.1.4, are depicted in Figure 2.22. We considered the 4x4 MIMO-OFDM system



2.9.1. Soft Recursive MIMO-CTF Estimation 77

characterized in Table 1.4. We assumed transmitting a sequence of signal bursts comprising 24 OFDM-

symbols each. Furthermore, each signal burst was constituted by an 8-OFDM-symbols pilot frame, followed

by a 16-OFDM-symbol data frame. Additionally, we assumed encountering an OFDM-symbol-normalized

Doppler frequency offD = 0.003 and SNRs of 6.0 and 10.0 dB.

In Figure 2.22(a) we may observe that at low SNRs, where the system suffers from frequent deci-

sion errors, the hard-feedback aided LMS and RLS methods of Algorithms 5 and 6 exhibit a substantially

worse performance than their soft-feedback aided counterparts. On the other hand, Figure 2.22(b), which

corresponds to the higher SNR value of 10 dB, where we have a relatively low probability of decision-

errors demonstrates that the hard-feedback aided RLS MIMO-CTF tracking method outperforms its soft-

feedback assisted counterpart. Nevertheless, the slightly lower performance of the soft-feedback aided

methods recorded at higher SNRs is a price worth paying for their significantly better robustness against

error-propagation at lower SNRs. Additionally, we can see in both Figures 2.22(a) and 2.22(b) that the

modified RLS method of Algorithm 7 exhibits the best MSE performance among the soft-feedback aided

tracking methods considered.

Consequently, from the results of Figure 2.22 we may draw theconclusion that the soft-feedback aided

modified RLS MIMO-CTF tracking method of Algorithm 7 exhibits the best combination of attractive MSE

performance and a high robustness against error propagation.
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Figure 2.22: Snapshots of theMean Square Error exhibited by both the hard- and soft-feedback aided

recursive MIMO-CTF tracking methods of Sections 2.9.1.1, 2.9.1.2 and 2.9.1.4. We considered a 4x4

MIMO-OFDM system and a scenario of encountering an OFDM-symbol-normalized Doppler frequency

of fD = 0.003 as well as SNRs of (a)6.0 dB and (b)10.0 dB. The abscissa represents the indexn of the

received OFDM symbol.
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2.9.2 PASTD -Aided DDCE for MIMO-OFDM
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Figure 2.23: Detailed structure of the MIMO channel estimator corresponding to the DDCE module of

Figure 2.1 in the context of the MIMO-OFDM system. The channel estimator comprises an array of

PASTD modules, which performs recursive tracking of the MIMO-CIR. The resultant MIMO-CIR related

taps α̂ij;l[n] are filtered by an array of adaptive RLS prediction filters resulting in thea priori estimates

of the MIMO-CIR-related tapšαij;l[n + 1]. Finally, thea priori estimates of the subcarrier-related coeffi-

cientsȞ[n + 1, k] are obtained by applying the array of transform matricesW ij[n] provided by the PASTD

modules.

As outlined in Section 2.9, we propose a MIMO channel estimation scheme, which follows the decision-

directed channel estimation philosophy of Figure 2.1. The detailed structure of our MIMO-DDCE channel

estimator is illustrated in Figure 2.23. More specifically,our MIMO channel estimation scheme comprises

an array ofK per-subcarrier MIMO-CTF estimators, followed by a(nr ×mt)-dimensional array of paramet-

ric CIR estimators and a corresponding array of(nr × mt × L) CIR tap predictors, whereL is the number

of tracked CIR taps per link for the MIMO channel. The structure of both the parametric PASTD -aided

MIMO-CIR tap estimators and that of the RLS MIMO-CIR tap predictors is to a large extent identical to

those devised in Sections 2.6.2 and 2.7.4 in the context of our SISO channel estimation scheme advocated in

Section 2.8. On the other hand, our MIMO-CTF estimators may employ one of the recursive MIMO-CTF

tracking methods outlined in Sections 2.9.1.1, 2.9.1.2, or2.9.1.4.

The resultant MIMO-DDCE scheme illustrated in Figure 2.23 and employing the modified RLS MIMO-

CTF estimator of Algorithm 7, the PASTD aided CIR estimator of Algorithm 2 as well as the RLS CIR tap

predictor of Algorithm 3 is summarized in Algorithm 8.
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Algorithm 8 PASTD -aided MIMO-DDCE

MIMO-CTF Tracking:

for k = 1, . . . , K do

U[n, k] = diag
(
|ŝ[n, k]|2 − |s̃[n, k]|2

)
+ s̃[n, k]s̃[n, k]H (2.109a)

d[n, k] = y[n, k] − H̃[n, k]s̃[n, k] (2.109b)

Φ[n, k] = ζΦ[n, k] + U[n, k] (2.109c)

θ[n, k] = ζθ[n, k] + U[n, k]Ȟ[n, k] + s̃[n, k]dH[n, k] (2.109d)

H̃[n, k] = (Φ
−1[n, k]θ[n, k])H (2.109e)

end for k

CIR Tracking:

for i = 1, . . . , nr do, for j = 1, . . . , mt do

H1[n] = Ĥ ij[n] (2.109f)

for l = 1, 2, . . . , L do

α̂ij;l [n] = wH

ij;l [n − 1]H l[n] (2.109g)

λij;l [n] = ηλij;l [n − 1] + |α̂ij;l [n]|2 (2.109h)

el[n] = H l[n] − wij;l [n − 1]α̂ij;l [n] (2.109i)

wij;l [n] = wij;l [n − 1] + el[n](α∗
ij;l [n]/λij;l [n]) (2.109j)

H l+1[n] = H l[n] − wij;l[n]α̂ij;l [n] (2.109k)

end for l

end for i, end for j

CIR Prediction:

for i = 1, . . . , nr do, for j = 1, . . . , mt do

for l = 1, 2, . . . , L do

e[n] = α̂l [n]− α̌l [n] = α̂l[n] − qH

l [n − 1]α̂l[n − 1] (2.109l)

ql [n] = ql[n − 1] + kl[n − 1]e∗[n] (2.109m)

α̌l [n + 1] = qH

l [n]α̂l[n] (2.109n)

g[n] = Pl[n − 1]α̂l[n] (2.109o)

kl[n] =
g[n]

β + α̂H

l [n]g[n]
(2.109p)

Pl[n] =
1

β
(I − kl [n]α̂H

l [n])Pl[n − 1] (2.109q)

end for l

end for i, end for j

CTF Reconstruction:

for i = 1, . . . , nr do, for j = 1, . . . , mt do

Ȟ ij[n + 1] = W ij[n]α̌ij[n + 1] (2.109r)

end for i, end for j



2.9.2. PASTD -Aided DDCE for MIMO-OFDM 81

2.9.2.1 PASTD -Aided MIMO-DDCE Performance Analysis
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Figure 2.24: The Mean Square Error exhibited by the2x2 SDM-4QAM-OFDM system employ-

ing the SDM PASTD-aided DDCE scheme of Algorithm 8. The PASTD-DDCE parameters areζ =

0.1, 0.3, · · · , 0.9 as well asη = 0.95, β = 0.9. We considered the scenarios of encountering Doppler

frequencies of (a)fD = 0.001 and (b)fD = 0.005. The abscissa represents the average SNR recorded at the

receive antenna elements. We employ COST-207 BU channel model [119]. Additional system parameters

are summarized in Table 1.4.

In this section we would like to characterize the achievableperformance of the MIMO-DDCE scheme

of Algorithm 8 in the context of the MIMO-OFDM system of Figure 1.13. More specifically, we consider

a 2x2 MIMO-QPSK-OFDM system havingK = 128 orthogonal QPSK-modulated subcarriers. The sys-

tem parameters are outlined in Table 1.4. We employ an OFDM-frame-variant channel model having the

time-variant 7-tap PDP characterized by the COST-207 BU channel model of [119], as detailed in Section

1.7.2. Additionally, each individual propagation path undergoes fast Rayleigh fading at an OFDM-symbol-

normalized Doppler frequency offD = 0.001 and fD = 0.005. The resultant channel can be characterised

as a multi-path Rayleigh-fading channel with slowly-fluctuating PDP.

Firstly, Figure 2.24 characterizes the achievable MSE performance of the MIMO-DDCE method of

Algorithm 8 for different values of the MIMO-CTF tracking scheme’s forgetting factorζ. Figures 2.24(a)

and 2.24(b) correspond to encountering the Doppler frequencies of fD = 0.001 and0.005, respectively. As

may be concluded from Figure 2.24, the optimum value of the forgetting factorζ is largely dependent on

the SNR as well as on the Doppler frequency encountered. Nevertheless, the compromise value ofζ = 0.7

appears to constitute a relatively good choice in the practical range of SNR values and Doppler frequencies.
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Figure 2.25: TheMean Square Error exhibited by the2 × 2 SDM-4QAM-OFDM system employing the

SDM PASTD-aided DDCEscheme of Algorithm 8. The PASTD-DDCE parameters areη = 0.9, 0.95 and

0.99 as well asζ = 0.7, β = 0.9. We considered the scenarios of encountering the Doppler frequencies

of (a) fD = 0.001 and (b) fD = 0.005. The abscissa represents the average SNR recorded at the receive

antenna elements. We employ COST-207 BU channel model [119]. Additional system parameters are

summarized in Table 1.4.

Secondly, Figure 2.25 characterizes the achievable MSE performance of the MIMO-DDCE method of

Algorithm 8 for different values of the PASTD aided CIR tracking scheme’s forgetting factorη. Figures

2.25(a) and 2.25(b) correspond to encountering the Dopplerfrequencies offD = 0.001 and0.005, respec-

tively. Similarly to the choice of the optimum MIMO-CTF tracking forgetting factorζ, the optimum value

of the PASTD aided CIR tracking forgetting factorη is largely dependent on the SNR as well as on the

Doppler frequency encountered and the compromise value ofη = 0.95 appears to constitute a good choice

across the practical range of SNR values and Doppler frequencies.

Furthermore, Figure 2.26 characterizes the achievable MSEperformance of the MIMO-DDCE method

of Algorithm 8 for different ranksL of the PASTD aided CIR tracking-related estimated subspace, while

assuming a constant value of the forgetting factorsη = 0.95 and ζ = 0.7. Figures 2.26(a) and 2.26(b)

correspond to encountering the Doppler frequencies offD = 0.001 and0.005, respectively. From Figure

2.26 we may conclude that a relatively high performance of the PASTD aided CIR estimator may be achieved

when assuming that the rank of the estimated CTF signal subspace isL = 4, regardless of the actual number

of paths constituting the multi-path CIR encountered.

In order to further characterize the performance of the resultant MIMO channel estimation scheme, we
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Figure 2.26: TheMean Square Error exhibited by the2x2 SDM-4QAM-OFDM system employing the

SDM PASTD-aided DDCEscheme of Algorithm 8 and trackingL = 2, 4, 6 and8 CIR taps. The PASTD-

DDCE parameters areζ = 0.7, η = 0.95 andβ = 0.9. We considered the scenarios of encountering the

Doppler frequencies of (a)fD = 0.001 and (b) fD = 0.005. The abscissa represents the average SNR

recorded at the receive antenna elements. We employ COST-207 BU channel model [119]. Additional

system parameters are summarized in Table 1.4.

would like to use the estimation efficiency criteriaκ of Equation 2.85. In the case of a MIMO systems, the

channel estimation efficiency factorκ may be redefined as follows

κ =
1

σ2
e γ

Lmtnr

K
, (2.110)

whereLmtnr denotes the total number of the independent channel-related parameters estimated. The value

of the channel estimation efficiency factorκ corresponding to the PAST-aided MIMO-DDCE scheme consid-

ered may be obtained empirically using the results depictedin Figure 2.26. Specifically we haveκ = −4dB.

Finally, Figure 2.27 characterizes the achievable BER performance of the rate12 turbo-coded SDM-

QPSK-OFDM system employing the MIMO-PASTD-DDCE method of Algorithm 8. The DDCE param-

eters areζ = 0.7, L = 4, η = 0.95 and β = 0.9. Furthermore, we assumed a pilot overhead of 10%.

Figures 2.27(a) and 2.27(b) correspond to the 4x4 and 8x8 MIMO scenarios, respectively. We considered

encountering the Doppler frequencies offD = 0.001, 0.003 and0.005. Observe, that the system proposed

attains a virtually error-free performance of a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting

a total bit rate of 8 bits/s/Hz and having a pilot overhead of only 10%, at SNR of 10dB and normalized

Doppler frequency of0.003, which corresponds to the mobile terminal speed of roughly 65 km/h3.

3Additional system parameters are characterized in Table 1.4.



2.10. Conclusions 84

10-5

10-4

10-3

10-2

10-1

100

 0  5  10  15  20

B
E

R

SNR [dB]

past-4qam-fr10-4x4 : 01-Sep-2006

fD=0.001
fD=0.003
fD=0.005

ζ=0.7,η=0.95,β=0.9
L=4, 4x4

(a)

10-5

10-4

10-3

10-2

10-1

100

 0  5  10  15  20
B

E
R

SNR [dB]

past-4qam-fr10-8x8 : 01-Sep-2006

fD=0.001
fD=0.003
fD=0.005

ζ=0.7,η=0.95,β=0.9
L=4, 8x8

(b)

Figure 2.27: BERversusSNR performance exhibited by the rate1
2 turbo-coded (a) 4x4 and (b) 8x8SDM-

QPSK-OFDM system employing theMIMO-PASTD-DDCE method of Algorithm 8. The abscissa rep-

resents the average SNR recorded at the receive antenna elements. We employ COST-207 BU channel

model [119]. Additional system parameters are summarized in Table 1.4.

2.10 Conclusions

In this chapter we have developed a decision directed channel estimation scheme, which is suitable for

employment in a wide range of multi-antenna multi-carrier communication systems. Our key findings may

be summarized as follows:

• In Section 2.2 we have emphasised the significant advantagesof the decision directed approach to

channel estimation over its pilot-based counterpart.

• Correspondingly, in Section 2.3 we have derived a decision directed channel estimation scheme.

• In Section 2.4 we have discussed an MMSE CTF estimator and demonstrated its advantages in com-

parison to the LS-based CTF estimator.

• In Section 2.5 we discuss the benefits of employing the fractionally-spaced CIR-based channel esti-

mation scheme in comparison to the conventional sample-spaced CIR-based approach.

• Furthermore, in order to facilitate a relatively low complexity FS-CIR estimation in Section 2.5 we

employed a subspace tracking method, which is capable of recursive tracking the channel’s delay

profile.
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• In Section 2.9 we have extended the scope of the proposed PASTD-aided DDCE scheme to the context

of multi-antenna systems.

• Specifically, in Section 2.9.2.1 we demonstrated that an 8x8-QPSK-OFDM system, having a total

bit rate of 8 bits/s/Hz and employing the soft-decision and PASTD aided MIMO-DDCE scheme of

Algorithm 8, while having a pilot overhead of only 10% exhibits a virtually error-free performance at

an SNR of 10dB.

• The optimum values of the relevant DDCE configuration parameters are summarized in Table 2.2.

Table 2.2: mRLS-PASTd-RLS MIMO-DDCE configuration parameters.

Parameter Value

mRLS CTF estimator forgetting factorζ 0.7

PASTd CIR estimator forgetting factorη 0.95

PASTd CIR estimator no. tapsL 4

RLS CIR tap predictor forgetting factorβ 0.9

Our future research is related to reducing the pilot-overhead required, potentially leading to semi-blind

channel estimation schemes.



Chapter3
Signal Detection for MIMO-OFDM Systems

3.1 Outline

In this chapter we would like to discuss and compare the performance of several SDM detection methods

available in the literature. Specifically, in Section 3.3.1we demonstrate that the linear increase in capacity,

predicted by the information-theoretic analysis [29], mayindeed be achieved by employing a relatively low-

complexity linear SDM detection method, such as the MMSE SDMdetection technique [101]. Secondly,

in Section 3.4.1 we show that a substantially better performance can be achieved by employing a non-linear

Maximum Likelihood (ML) SDM detector [83, 102, 103], which constitutes the optimal detection method

from a probabilistic sequence-estimation point of view. Toelaborate a little further, the ML SDM detector

is capable of attaining transmit diversity infully-loadedsystems, where the number of transmit and receive

antennas is equal. Moreover, as opposed to the linear detection schemes considered, the ML SDM detector

is capable of operating in therank-deficientsystem configuration, when the number of transmit antennas

exceeds that of the receive antennas. Unfortunately, however, the excessive computational complexity asso-

ciated with the exhaustive search employed by the ML detection method renders it inapplicable to practical

implementation in systems having a large number of transmitantennas. Subsequently, in Sections 3.4.2

and 3.4.3 we explore a range of advanced non-linear SDM detection methods, namely the SIC and Genetic

Algorithm-aided MMSE detection, respectively, where the latter may potentially constitute an attractive

compromise between the low complexity of the linear SDM detection and the high performance of the ML

SDM detection schemes. Indeed, we will demonstrate in Section 3.4.3 that the SDM detection method based

on the SIC as well as on the GA-MMSE detector [100] are both capable of satisfying these requirements.

In Section 3.5 our discourse evolves further by proposing anenhancement of the SDMD schemes consid-

ered by employing both Space-Frequency Interleaving (SFI)and Space-Frequency Walsh-Hadamard Trans-

form (SFWHT)-aided spreading. The performance benefits of employing SFI and SFWHT are quantified in
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Section 3.5. Finally, our conclusions are summarized in Section 3.7.

3.2 SDM/V-BLAST OFDM Architecture

In a simple SDM/V-BLAST OFDM architecture [97] the incomingdata-stream is demultiplexed intomt

parallel data-streams. Each of the resultant data-streamsis independently channel encoded and OFDM-

modulated. The resultantmt OFDM-modulated signals are processed by a bank ofmt synchronised trans-

mitters, which operate within the same frequency band. Eachof themt transmitters comprises a conventional

OFDM transmitter havingK subcarriers and an OFDM-symbol period ofT. In contrast to the D-BLAST

scheme [84], the V-BLAST system configuration [97] imposes no special requirements on the particular

structure of each of the multiple transmitters employed. Thus each of the transmitters can be thought of as

a single-user transmitter employing a single transmit antenna. The SDM-OFDM architecture is illustrated

in Figure 3.1. Observe that the structure of the SDM scheme depicted in Figure 3.1 is equally applicable to

point-to-point SDM systems, as well as to systems supporting multiple users, each employing one or more

transmit antennas. Consequently, the system configurationconsidered in this section is equivalent to the

uplink multi-user SDMA-OFDM system discussed in [28].
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Figure 3.1: Schematic of an SDM-OFDM BLAST-type transceiver. In contrast to Figure 1.14, here the de-

multiplexed data substreams associated with different transmit antennas are channel encoded independently,

which makes this system model equavalent to a multi-user SDMA system.
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3.3 Linear Detection Methods

The simple phylosophy of the linear SDM detector is to recover the signal vectorx[n, k] ∈ Cmt transmitted

from the mt elements of the transmit antenna array at time instancen and OFDM-subcarrierk from the

corresponding signal vectory[n, k] ∈ Cnr, which is described by the received signal vector of Equation

(1.25) recorded at thenr elements of the receiver antenna array at time instancen and OFDM-subcarrierk.

More explicitly, we have

x̂[n, k] = WH[n, k]y[n, k], (3.1)

whereW[n, k] ∈ Cnr×mt is the corresponding linear SDM detector weight-matrix, which is designed to

yield the optimal linear estimate of the transmitted signalvectorx[n, k], as detailed henceforth.

By substituting Equation (1.25) into (3.1) we have

x̂i = wH

i y

= wH

i (Hx + v)

= wH

i (H)ixi
︸ ︷︷ ︸

x̂i;S

+ wH

i

mt

∑
j=1;j 6=i

(H)jxj

︸ ︷︷ ︸

x̂i;I

+ wH

i v
︸︷︷︸

x̂i;N

(3.2)

= Hii;effxi + vi;eff, (3.3)

where(H)i is theith column of the channel matrixH, while wi denotes theith column of the weight-matrix

W. We also define the corresponding additive componentsx̂i;S, x̂i;I and x̂i;N of the estimated signal̂xi as

suggested by Equation (3.2), where the subscripts S, I and N denote the Signal, Interference and the AWGN-

related Noise signal components, respectively. Furthermore, we define the corresponding quantities seen in

Equation (3.3) as in [28], namely as

Hii;eff = wH

i (H)i and vi;eff = x̂i;I + x̂i;N, (3.4)

which are the effective channel coefficient and the effective interference-plus-noise component, respectively.

The choice of the particular linear SDM detector weight-matrix W is dependent on the optimization

criterion used. A number of examples of the relevant optimalisation criteria are discussed in [28] and

include maximising the Signal-to-Interference Ratio (SIR) as in the Least Squares (LS) method, maximising

the Signal-to-Interference-plus-Noise Ratio (SINR) as inMinimum Mean Square Error (MMSE) technique,

as well as maximising the SIR, while ensuring a partial suppression of the AWGN as in the Minimum

Variance (MV) method. When maximizing the SINR, which can beexpressed as

SINRi =
σ2

i;S

σ2
i;I + σ2

i;N

, (3.5)
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the associated MMSE method [28, Section 17.2.6.1] constitutes an optimal linear approach to the problem

of the SDM detection. Thus, in this report we will limit our discussion of the linear SDM detection methods

to the characterization of the MMSE SDM detector.

3.3.1 Minimum Mean Square Error Detection

As advocated in [28], the problem of maximizing theSINR of Equation (3.5) is equivalent to minimizing

the mean square error at the output of the linear SDM detectorof Equation (3.1). The MSE of the linear

SDM detector of Equation (3.1) may be expressed as

MSE =E
{

∆xH∆x
}

=E
{
(x − WHy)H(x − WHy)

}
. (3.6)

Differentiating the MSE of Equation (3.6) with respect to the elements of the liner SDM detector weight

matrix W yields

∂ MSE

∂W
=

∂

∂W∑
i

∆x∗i ∆xi

=E

{

∑
i

(
∂

∂W
∆x∗i ∆xi + ∆x∗i

∂

∂W
∆xi

)}

= − 2E
{

y(x − WHy)H
}

= − 2E
{

y∆xH
}

= 0 (3.7)

= − 2E
{

yxH − yyHW
}

= − 2(Ryx − RyW) = 0, (3.8)

where0 ∈ Cnr×mt is a zero matrix, while the cross-correlation and auto-correlation matricesRyx andRy of

the transmitted and received signals, respectively are given by

Ryx =E
{
(Hx + v)xH

}

=HE
{

xxH
}

= HRx (3.9)

and

Ry =E
{
(Hx + v)(Hx + v)H

}

=HE
{

xxH
}

HH + E
{

vvH
}

=HRxHH + Rv

=HRxHH + σ2
v I. (3.10)
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Observe that Equation (3.7) represents the so-calledorthogonality principle[101]. More specifically, the

extremum of the cost function defined by the MSE of Equation (3.6) occurs, when the estimation error signal

∆x is orthogonal to the received signaly. From Equation (3.8) we can deduce that

WMMSE = (Ry)
−1Ryx. (3.11)

Furthermore, substituting Equations (3.10) and (3.9) into(3.11) yields

WMMSE = (HRxHH + σ2
v I)−1HRx. (3.12)

Equation (3.12) may be further expanded as follows

W =(R−1
x H−1(HRxHH + σ2

v I))−1

=((HHH
1

σ2
v

Rx + I)σ2
v R−1

x H−1)−1

=
1

σ2
v

HRx(HHH
1

σ2
v

Rx + I)−1. (3.13)

Finally, substituting the Hermitian transpose of the weight matrix W of Equation (3.13) into Equation (3.1)

yields the MMSE SDM detector, which can be expressed as

x̂ = (RH

x;SNRHHH + I)−1RH

x;SNRHHy, (3.14)

where we define the SNR-dependent auto-correlation matrix of the transmitted space-division signal vector

x as Rx;SNR = 1
σ2

v
Rx. In the typical case of mutually independent transmitted signal substreamsRx;SNR

may be expressed asRx;SNR = diag
(
σ2

i /σ2
v

)
, whereσ2

i is the transmission power corresponding to theith

transmit antenna element. Furthermore, in the scenario, where all the transmit antenna elements transmit

the same powerσ2
i = σ2

x /mt, i = 1, · · · , mt we have

Rx;SNR =
σ2

x

mtσ2
v

I =
γ

mt
I, (3.15)

where as before,γ is the average SNR value recorded at the receive antenna elements. Hence, the expression

in Equation (3.14) can be further simplified by substitutingEquation (3.15) into (3.14), yielding

x̂ =

(
γ

mt
HHH + I

)−1 γ

mt
HHy. (3.16)

3.3.1.1 Generation of Soft-Bit Information for Turbo Decoding

The BER associated with the process of communicating over a fading noisy MIMO channel can be dra-

matically reduced by means of employing channel coding. A particularly effective channel coding scheme

is constituted by thesoft-input soft-outputturbo coding method. Turbo coding however requiressoft in-

formation concerning the bit decisions at the output of the SDM detector, in other words thea posteriori

information regarding the confidence of the bit-decision isrequired.
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The derivation of an expression for the low-complexity evaluation of the soft-bit information associated

with the bit estimates of the linear SDM detector’s output characterized by Equation (3.16) is given in [28].

Here, we present a brief summary of the results deduced in [28].

The soft-bit value associated with themth bit of the QAM symbol transmitted from theith transmit

antenna element is determined by the log-likelihood function defined in [136]

Lim = ln
P {bim = 1|x̂i, Hii;eff}
P {bim = 0|x̂i, Hii;eff}

, (3.17)

which is the logarithm of thea posterioriprobabilities’ ratio associated with the logical values of1 and0

of the mth bit corresponding to the QAM symbol transmitted from theith transmit antenna. The term̂xi

in Equation (3.17) denotes the estimate of the transmitted signal x obtained by applying the linear SDM

detection method considered, whileHii;eff is the effective channel coefficient defined by Equation (3.2),

which can be evaluated as theith element on the main diagonal of the effective channel matrix given by

Heff = WHH, whereW is the linear SDM detector’s weight matrix associated with the particular linear

SDM detection method employed. More explicitly, in the caseof the MMSE SDM detector of Equation

(3.16) we have

Heff =

(
γ

mt
HHH + I

)−1 γ

mt
HHH. (3.18)

The PDF of Equation (3.17) can be expressed as [28, Section 17.2.5]

P {bim = b | x̂i, Hii;eff} = ∑
x̌∈Mb

m

P {x̌i|x̂i, Hii;eff} , (3.19)

whereMb
m denotes the specific subset of the total setM of constellation points associated with the modu-

lation scheme employed, which have a logical valueb at theirmth bit position, namely we have

Mb
m = { x̌ |x̌ ∈ M, bm = b} , b ∈ {0, 1} (3.20)

andbm denotes themth bit associated with the constellation pointx̌. Furthermore, it is demonstrated in [28,

Section 17.2.5] that

P {x̌i|x̂i, Hii;eff} =
1

(πσ2
vi;eff

)
exp

(

− 1

σ2
vi ;eff

|x̂i − Hii;eff x̌i|2
)

. (3.21)

Consequently, substituting Equation (3.19) and (3.21) into (3.17) yields

Lim = ln

∑x̌∈M1 exp

(

− 1
σ2

vi;eff

|x̂i − Hii;eff x̌
0
i |2
)

∑x̌∈M0 exp

(

− 1
σ2

vi;eff

|x̂i − Hii;eff x̌
1
i |2
) . (3.22)
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Figure 3.2: Bit Error Rate exhibited by the QPSK-modulatedSDM-OFDM system employing anMMSE

SDM detector of Equation (3.14) andmt = nr = 1, · · · , 6 transmit and receive antennas. The abscissa rep-

resents the average SNR recorded at the receive antenna elements. The system parameters are summarized

in Table 2.1.

3.3.1.2 Performance Analysis of the Linear SDM Detector

In this section, we present our simulation results for the SDM-OFDM system employing the MMSE SDM

detection schemes described in Section 3.3.1.

Our simulations were performed in the base-band frequency domain and the system configuration char-

acterised in Table 2.1 is to a large extent similar to that used in [38]. We assume having a total band-

width of 800kHz. The OFDM system utilises 128 QPSK-modulated orthogonal subcarriers. For Forward

Error Correction (FEC) we use12 -rate turbo coding [26] employing two constraint-lengthK = 3 Recur-

sive Systematic Convolutional (RSC) component codes and the standard124-bit WCDMA UMTS turbo

code interleaver of [131]. The octally represented RCS generator polynomials of (7,5) were used. Finally,

throughout this report we stipulate the assumption of perfect channel knowledge, where the knowledge of

the frequency-domain subcarrier-related coefficientsH[n, k] is deemed to available in the receiver.

Figure 3.2 demonstrates the ability of the SDM-OFDM system employing theMMSE SDM detector of

Equation (3.16) to exploit the available MIMO channel capacity gain in thefully loaded system configura-

tion, namely when the number of the transmit antenna elements mt is equal to that of the receiver antenna

elementsnr. Figure 3.2 depicts the achievableBER performance of the SDM-OFDM system considered

as a function of the average SNR recorded at each of the receiver antenna elements. More explicitly, the

results depicted in Figure 3.2 illustrate that the SDM-OFDMsystem employingmt = nr = 6 transmit and
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Figure 3.3: Bit Error Rate performance exhibited by theSDM-QPSK-OFDM system employing an

MMSE SDM detector of Equation (3.14) andmt = 3, 4, 5 and6 transmit antennas, as well asnr = 4

receive antennas. The abscissa represents the average SNR recorded at the receive antenna elements. The

system parameters are summarized in Table 2.1.

receive antennas, as well as theMMSE SDM detector of Equation (3.16) is capable of achieving an SNR

gain of about1dB at the target BER of10−3, when compared to the same system employing a single antenna

element at both the transmitter and receiver.

Figure 3.3 demonstrates the SDM-OFDM system’s capability to detect the spatially multiplexed signals

arriving from various number of transmit antennas, when employing the MMSE SDM detection method of

Equation (3.16) and having a constant number ofnr = 4 receive antenna elements. Specifically, we aim

for exploring the performance of the MMSE SDM detector in theover-loadedsystem scenario, where the

number of transmit antenna elements exceeds that of the receiver elements. Figure 3.3 demonstrates the

achievable BER performance of the MMSE SDM detector considered as a function of the average SNR

recorded at each of the receiver antenna elements. We can seethat the MMSE SDM detector exhibits a

relatively good performance, whenever the number of transmit antenna elements is lower than or equal to

the number of the receiver antenna elements. As seen in Figure 3.3, the system exhibits a diversity gain

of about2dB recorded in terms of the SNR at the target BER of10−3, when comparing the scenarios of

mt = 3 and mt = 4 receiver antenna elements. On the other hand, however, the MMSE SDM detector

of Equation (3.16) exhibits a severe performance degradation in theover-loaded scenario, namely when

we havemt > nr, which is confirmed by the curves corresponding to the scenarios of mt = 5 and 6

characterised in Figure 3.3.
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3.4 Non-Linear SDM Detection Methods

In Section 3.3 we discussed the linear approach to the problem of SDM detection. The major advantage of

the linear detection strategy is its conceptual simplicityand corresponding low computational complexity.

Unfortunately however, as it is evident from our discussions in Section 3.3, the output of the linear SDM

detector contains a substantial amount of residual interference.

In this section we explore a family ofnon-linear SDM detection methods. We would like to commence

our discourse with the derivation of the Maximum Likelihood(ML) SDM detection method, which consti-

tutes an optimal solution of the SDM detection problem from the maximum likelihood sequence detection

point of view. Unfortunately however, the brute-force ML detection method does not provide a feasible

solution to the generic SDM detection problem as a result of its excessive computational complexity. Nev-

ertheless, it provides an important benchmark for the overall achievable performance of a generic SDM

detector.

We will then continue our discussions by considering two additional non-linear SDM detection meth-

ods, which achieve a sub-optimal performance at a realisticcomputational complexity. More explicitly, in

Section 3.4.2 we will consider the SIC-aided SDM detection method. Furthermore, in Section 3.4.3 we will

invoke the Genetic Algorithm-aided MMSE SDM detector.

3.4.1 Maximum Likelihood Detection

The ML method [28, 71, 137] constitutes an optimal SDM detection method in the sense of ana posteriori

probability. The simple philosophy of the ML detection is based on an exhaustive search throughall pos-

sible values of the transmitted signal vectorx with the aim of determining the value, which is most likely

to have been transmitted. Clearly, the major drawback of this strategy is its excessive computational com-

plexity. Specifically, the number of potential candidate values of the signal vectorx[n, k] of themt transmit

antennas associated with thekth OFDM subcarrier of thenth OFDM symbol is given byMmt = 2rmt , where

M is the number of phasor-constellation points comprising the M-QAM/M-PSK constellation employed,

while r is the corresponding number of bits perM-QAM/M-PSK modulated symbol. More explicitly, this

relationship suggests that the number of the potential signal vector candidates to be examined by the ML

detector increases exponentially with the number of transmitter antennas, as well as with the number of bits

per modulated symbol. The resultant computational complexity may become excessive for systems employ-

ing a high number of transmit antennas and/or high-level modulation schemes, which renders it unsuitable

for practical applications. As noted above, however, the performance of the ML SDM detector constitutes

an important benchmarker for the performance evaluation ofother, more practical SDM detection schemes.
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Let us recall that our channel model described by Equation (1.25) was given by

y = Hx + w, (3.23)

where, as before, we omit the OFDM subcarrier and symbol indicesk andn, respectively. As outlined above,

the output of the ML SDM detector considered comprises a signal vector candidatêx, which maximises the

a posterioriprobability function

x̂ = arg max
x̌∈Mmt

P {x̌|y, H} , (3.24)

whereMmt is the set ofall possiblecandidate symbol values of the transmitted signal vectorx, namely we

have

Mmt =
{

x̌ = (x̌1, · · · , x̌mt)
T; x̌i ∈ M

}
(3.25)

andM denotes the entire set ofM complex constellation points associated with the particular M-QAM/M-

PSK modulation scheme employed.

It follows from the Bayes’ theorem [136] that the conditional probability of Equation (3.24) can be

expressed as

P {x̌|y, H} = P {y|x̌, H} P {x̌}
P {y} , (3.26)

where all possible values of the transmitted signal vectorx̌ are assumed to be equally probable and therefore

we haveP {x̌} = 1/Mmt = const. Moreover, we have

P {y} = ∑
x̌∈Mmt

P {y|x̌, H} P {x̌} = const., (3.27)

which follows from the probability function normalisationproperty of

∑
x̌∈Mmt

P {x̌|y, H} ≡ 1. (3.28)

We can therefore infer that

x̂ = arg max
x̌∈Mmt

P {x̌|y, H} ⇔ x̂ = arg max
x̌∈Mmt

P {y|x̌, H} . (3.29)

As it was pointed out in [28], the signal vectory recorded at thenr receive antenna elements can be repre-

sented as a sample of multi-variate complex Gaussian distributed random variables with the meanHx and

the covariance matrix given by Equation (3.10), which may besummarised asy ∼ CN (Hx, Ry), where

we denote the complex-values normal distribution having a mean given by the vectorµ and the covariance

matrix C asCN (µ, C). The corresponding Probability Density Function (PDF) canbe thus expressed as

in [101]

P {y|x, H} =
1

(πσ2
w)nr

exp

(

− 1

σ2
w

‖y − Hx‖2
2

)

. (3.30)
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The PDF in Equation (3.30) has a form ofP {J} = αe−βJ, whereα and β are constants and we define

J(x̌) = ‖y − Hx̌‖2
2. Clearly,P {J} is a monotonically decreasing function of its argumentJ. Consequently,

the maximum of thea posterioriprobability function of Equation (3.24) can be substitutedby the minimum

of the corresponding argumentJ(x̌), such that we have

x̂ = arg min
x̌∈Mmt

J(x̌), (3.31)

where again,J(x̌) is defined as an Euclidean distance-based cost-function, which may be expressed as

J(x̌) = ‖y − Hx̌‖2
2 =

mt

∑
i=1

∣
∣
∣
∣
∣
yi −

nr

∑
j=1

Hij x̌j

∣
∣
∣
∣
∣

2

. (3.32)

3.4.1.1 Generation of Soft-Bit Information

Based on our arguments in Section 3.3.1.1, the soft-bit value associated with themth bit of the QAM symbol

transmitted from theith transmit antenna element is determined by the log-likelihood function defined in

[136]

Lmi = ln
∑

x̌∈M1;mt
mi

P {y|x̌, H}
∑

x̌∈M0;mt
mi

P {y|x̌, H} ; (3.33)

where we define

Mb;mt

mi =
{

x̌ = (x̌1, · · · , x̌mt)
T; x̌j ∈ M for j 6= i, x̌i ∈ Mb

m

}

(3.34)

andMb
m denotes the specific subset of the entire setM of constellation points of the modulation scheme

employed, which comprises the bit valueb = {0, 1} at themth bit position.

Substituting Equation (3.30) into (3.33) yields

Lmi = ln
∑

x̌∈M1;mt
mi

exp
(

− 1
σ2

w
‖y − Hx̌‖2

)

∑
x̌∈M0;mt

mi

exp
(

− 1
σ2

w
‖y − Hx̌‖2

) . (3.35)

Note that Equation (3.35) involves summation over2rmt−1 exponential functions. This operation may po-

tentially impose an excessive computational complexity for large values ofmt and/orr. As demonstrated

in [28] however, the expression in (3.35) may be closely approximated by a substantially simpler expression,

namely by

Lmi ≈
1

σ2
w

[

‖y − Hx̌0
m‖2 − ‖y − Hx̌1

m‖2
]

, (3.36)

where we have

x̌b
m = arg min

x̌∈Mb;mt
mi

‖y − Hx̌‖2, b = 0, 1. (3.37)
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Figure 3.4: Bit Error Rate exhibited by the QPSK-modulatedSDM-OFDM system employing anML

SDM detector of Equation (3.24) andmt = nr = 1, · · · , 6 transmit and receive antennas. The abscissa rep-

resents the average SNR recorded at the receive antenna elements. The system parameters are summarized

in Table 2.1.

3.4.1.2 Performance Analysis of the ML SDM Detector

In this section, we present our simulation results characterizing the SDM-OFDM system employing the ML

SDM detection schemes described in Section 3.4.1. Our simulation setup is identical to that described in

Section 3.3.1.2 and the corresponding simulation parameters are summarised in Table 2.1.

Figure 3.4 demonstrates that the SDM-OFDM system employingthe ML SDM detector of Equation

(3.31) is capable of exploiting the available MIMO channel’s multiplexing gain in thefully loaded system

scenario, when the number of the transmit antenna elementsmt is equal to that of the receiver antenna

elementsnr. More specifically, Figure 3.4 depicts the achievableBER performance of the SDM-OFDM

ML detector considered as a function of the average SNR recorded at the receiver antenna elements.

The results depicted in Figure 3.4 illustrate that the SDM-OFDM ML detector havingmt = nr = 6

transmit and receive antennas exhibits an SNR gain of3dB at the target BER of10−3, when compared to

the same system employing a single antenna element at both the transmitter and receiver, as well as a factor

six higher throughput.

Additionally, Figure 3.5 characterizes the capability of the SDM-OFDM system employing theML

SDM detector of Equation (3.31) and having a constant numberof nr = 4 receive antenna elements, to

detect the multiplexed signals arriving from various numbers of transmit antenna elements. Specifically,
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Figure 3.5: Bit Error Rate performance exhibited by theSDM-QPSK-OFDM system employing anML

SDM detector of Equation (3.24) andmt = 3, 4, 5 and6 transmit antennas, as well asnr = 4 receive

antennas. The abscissa represents the average SNR recordedat the receive antenna elements. The system

parameters are summarized in Table 2.1.

we aim for exploring the performance of theML SDM detector in theoverloadedsystem scenario, where

the number of transmit antenna elements exceeds that of the receiver elements and thus we havemt > nr.

Figure 3.5 demonstrates the achievable BER performance of the SDM-OFDM system employing theML

SDM detector as a function of the average SNR recorded at the receive antenna elements. We can see that

as opposed to the MMSE SDM detector discussed in Section 3.4.1, theML SDM detector exhibits a good

performance both when we havemt ≤ nr, as well as in the overloaded system scenario, when the number of

transmit antenna elements exceeds the number of the receiveantenna elements,i. e. when we havemt > nr.

3.4.2 SIC Detection

The SIC-assisted SDM detector was proposed by Foschiniet al. in [84] and it was discussed in further detail

in [97,98,138–140].

In order to commence our discourse, let us recall the philosophy of the linear SDM detector discussed

in Section 3.3, where the detection of the transmitted signal vector x[n, k] was performed using a linear

transformation described by Equation (3.1), namely by

x̂[n, k] = WH[n, k]y[n, k], (3.38)

whereW[n, k] ∈ Cnr×mt is the corresponding linear SDM detector weight-matrix.
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As it was further inferred in Section 3.3, the correspondingSINR at the output of the linear SDM detector

may vary considerably across different elements of the transmitted signal vectorx[n, k], as substantiated

by Equation (3.5). Consequently, as suggested in [28], the overall MSE at the output of the linear SDM

detector employed is dominated by the SINR associated with the transmitted signal component having the

lowest signal power [28] determined by∑j |Hij|2. This observation suggests that a considerably higher

performance can be achieved by employing successive interference cancellation.

Following the SIC paradigm, the detection of the transmitted signal vectorx[n, k] associated with thekth

OFDM subcarrier of thenth OFDM symbol is performed in a successive manner, where at each detection

iteration i we detect a single vector componentxi[n, k] using the linear MMSE SDM detection method

discussed in Section 3.3.1. We then modify the received signal vectory[n, k] by removing the remodulated

interfering signal components and repeat the aforementioned linear detection process in order to estimate

the next transmitted signal componentxji+1
. The iterative process described above is then repeated until the

transmitted signal components associated with all transmitter antenna elements are detected. In this section

we will demonstrate that the successive structure of the detection process results in a substantially improved

SIR for the weaker signal components. Note that in our forthcoming derivation we, once again, omit the

OFDM symbol and subcarrier indicesn andk, which does not restrict the generality of the results obtained,

since the space-devision detection process described is performed independently for each pair of time and

frequency domain indices[n, k].

More specifically, we commence our SIC detection process with a linear detection of the transmitted

signal componentxj1 , as suggested by Equation (3.1), where we have

x̂j1 = wH

1y1, (3.39)

andw1 = (W)j1 is the j1th column of the SDM MMSE detector’s weight matrix describedby Equation

(3.13), whiley1 is assumed to be identical to the original received signal vector y.

In the next step, the interference imposed by the just detected and remodulated signal componentxj1 is

subtracted from the received signaly1, yielding

y2 = y1 − (H)j1 Q(x̂j1), (3.40)

where(H)j1 is thej1th column of the channel matrixH, while Q(x) represents the slicing or hard-decision

operation performed in the receiver in order to estimate thetransmitted information-carrying QAM/PSK

symbol. The resultant partially-decontaminated signaly2 comprises the contributions of a reduced number

of interferers. In order to detect our next desired transmitted signal componentxj2 we now have to calculate

the updated linear SDM detector weight matrixW2, which may be readily achieved by substituting the

effective channel matrixHj1
, obtained by zeroing columnj1 of the original channel matrixH, into Equation
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(3.13) yielding

W2 = Hj1
(HH

j1
Hj1

+ mtσ
2
wI)−1, (3.41)

where we follow the notation employed in [138] and correspondingly Hji
denotes the matrix obtained by

zeroing columnsj1, · · · , ji of the original matrixH. By substituting the termŝxj1 , w1 andy1 of Equation

(3.39) by the corresponding termsx̂j2 , y2 of Equation (3.40) andw2 = (W)2 of Equation (3.41), we arrive at

the desired estimate of next transmitted signal component.Finally, the iterative detection process described

above is repeated, until all desired transmitted signal components are successfully detected.

As it was argued in [138], the order in which the detection of the transmitted signal components

xj[n], j = 1, · · · , mt is performed is important for the overall performance of thedetection process. More-

over, as it was demonstrated in [138], the optimal ordering arises if the “best first” successive detection

strategy is applied, where the best possible performance isachieved, when at each iterationi of the SIC

detection process the desired signal component is selectedaccording to the selection criterion of

ji+1 = argmax
j

‖(Hji
)j‖2, (3.42)

implying that the least attenuated ,i.e. the highest-power antenna’s signal is detected first.

The SDM SIC detection process employing the MMSE detection method of Section 3.3.1 is summarised

in Algorithm 9.

3.4.2.1 Performance Analysis of the SIC SDM Detector

In this section we present our performance results for the SDM-OFDM system employing the SIC SDM

detection scheme described in Section 3.4.2. The simulation setup is identical to that described in Section

3.3.1.2 and the corresponding simulation parameters are summarised in Table 2.1.

Figure 3.6 characterizes the ability of the SDM-OFDM systememploying theSIC SDM detector of

Algorithm 9 to exploit the available MIMOmultiplexing gain in thefully loaded system configuration,

when the number of the transmit antenna elementsmt is equal to that of the receiver antenna elements

nr. More explicitly, Figure 3.6 depicts the achievableBER performance of the SDM-OFDM SIC system

considered as a function of (a) the average SNR recorded at the receiver antenna elements, as well as (b)

versus the correspondingEb/N0 value for various numbers ofmt = nr = 1, · · · , 6 transmit and receive

antenna elements.

More specifically, the results portrayed in Figure 3.6 illustrate on the SNR scale that the SDM-OFDM

SIC system havingmt = nr = 6 transmit and receive antennas exhibits an SNR gain of about2dB at the

target BER of10−3, when compared to the same system employing a single antennaelement at both the

transmitter and receiver.
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Algorithm 9 MMSE-aided V-BLAST SIC SDM Detector

y1 = y[n]

W1 = H(HHH + mtσ
2
wI)−1

j1 = arg max
j

‖(H)j‖2 (3.43a)

for i = 1, 2, . . . , mt do

wji = (Wi)ji (3.43b)

x̂ji [n] = wH

ji
yi (3.43c)

yi+1 = yi − (H[n])ji Q(x̂ji) (3.43d)

Wi+1 = Hji
(HH

ji
Hji

+ mtσ
2
wI)−1 (3.43e)

ji+1 = argmax
j

‖(Hji
)j‖2 (3.43f)

end for

Furthermore, Figure 3.7 illustrates the capability of the SDM-OFDM system employing theSIC SDM

detector of Algorithm 9 and having a constant number ofnr = 4 receive antenna elements to detect the

multiplexed signal arriving from various numbers of transmit antenna elements. Specifically, we aim for

exploring the attainable performance of theSIC SDM detector in theoverloadedsystem scenario, where

the number of transmit antenna elements exceeds that of the receiver antenna elements and thus we have

mt > nr. Figure 3.7 demonstrates the achievable BER performance ofthe SDM-OFDM system employing

theSIC SDM detector as a function of the average SNR recorded at the receive antenna elements. In can

be seen by comparing Figures 3.7 and 3.3 that in an overloadedscenario theSIC SDM detector considered

performs better than the MMSE SDM detector of Section 3.3.1.Nevertheless, observe from the comparison

of Figures 3.7 and 3.5 that a substantial performance degradation may still be observed in comparison

to the ML SDM detector of Section 3.4.1. A more detailed comparison of the achievable performance

corresponding to the various SDM detection methods considered will be carrier out in Section 3.6.

3.4.3 Genetic Algorithm-Aided MMSE Detection

Genetic Algorithms (GA) [99,141] constitute a family of optimization algorithms often utilized for finding

approximate solutions to optimization problems having irregular error surfaces associated with local min-

ima, such as in interference, rather than noise-limited propagation environments [142]. Genetic Algorithms



3.4.3. Genetic Algorithm-Aided MMSE Detection 102

10-5

10-4

10-3

10-2

10-1

100

 0  5  10  15  20

B
E

R

SNR [dB]

sdm-ofdm-sicd-fl : 28-Aug-2006

mt=nr=
1
2
3
4
5
6

Figure 3.6: Bit Error Rate exhibited by the QPSK-modulatedSDM-OFDM system employing anSIC

SDM detector of Equation (3.38) andmt = nr = 1, · · · , 6 transmit and receive antennas. The abscissa rep-

resents the average SNR recorded at the receive antenna elements. The system parameters are summarized

in Table 2.1.

use biologically-inspired search and optimization methods, such as inheritance, mutation, natural selection

and recombination (or crossover) of genes, each representing for example a bit string, describing a potential

candidate of the transmitted multiplexed signal vector. Again, the GA’s individuals are represented as strings

of discrete symbols, such as for instance, 0s and 1s, but using different encoding schemes is also possible.

In each generation, pairs of parent individuals are selected from the current population based on theirfit-

nessproperties. They are modified (mutated or recombined) to form a new population, which becomes the

current population in the next iteration of the algorithm.

Genetic algorithms were found to be highly efficient in numerous global search and optimisation prob-

lems, especially when their solution using conventional methods is not feasible, or otherwise would impose

an excessive computational complexity. GAs were first applied to the problem of multi-user detection by

Junttiet al. in [100] and Wanget al. in [143]. They were then documented in great detail in [142].

In our case, we explore the achievable performance of the GA-aided SDM detection method in the

the context of the SDM-OFDM system of Section 1.8.3. We employ an SDM-MMSE detector described

in Section 3.3.1 as our solution in the initial population atthe input of the GA-aided SDM detector. The

detailed description of GA-aided detection and the particular configuration of the GA employed is beyond

the scope of this report. The configuration of the GA employedhere is identical to that described in much

detail in [144]. The interested readers may also refer to [142] for further insight.
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Figure 3.7: Bit Error Rate performance exhibited by theSDM-QPSK-OFDM system employing anSIC

SDM detector of Equation (3.38) andmt = 3, 4, 5 and6 transmit antennas, as well asnr = 4 receive

antennas. The abscissa represents the average SNR recordedat the receive antenna elements. The system

parameters are summarized in Table 2.1.

In the next section, we explore the achievable performance of the GA-aided SDM detector in the context

of the SDM-OFDM system of Figure 3.1. The simulation setup ofthe SDM-OFDM system is identical to

that described in Section 3.3.1.2, as summarized in Table 2.1, while details concerning the configuration of

the GA-MMSE SDM detector employed can be found in Table 3.1.

3.4.3.1 Performance Analysis of the GA-MMSE SDM Detecor

The achievable BER performance of the SDM-OFDM system of Figure 3.1 employing theGA-MMSE

SDM detection method described in [144] is depicted in Figure 3.8. More explicitly, Figure 3.8 demon-

strates the ability of the SDM-OFDM system employing theGA-MMSE SDM detector [144] to exploit

the available MIMO capacity gain in thefully loaded system configuration, when the number of transmit

antenna elementsmt is equal to that of the receiver antenna elementsnr. To elaborate a little further, Figure

3.8 depicts the achievableBER performance of the SDM-OFDM system considered as a functionof the

average SNR recorded at each of the receiver antenna elements. As can be seen in Figure 3.8, the SDM-

OFDM system employing theGA-MMSE SDM detector andmt = nr = 6 transmit and receive antennas

exhibits an SNR gain of above2dB at the target BER of10−3, when compared to the same system of Table

2.1 employing a single antenna element at both the transmitter and receiver.
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Population initialization method Output of the MMSE MUD

Mating Pool Creation Strategy Pareto-Optimality

Selection method Fitness-Proportionate

Cross-over operation Uniform cross-over

Mutation operation M-ary mutation

Elitism Enabled

Incest prevention Enabled

Population sizeX Varied

Number of generationsY Varied

Mutation probabilitypm 0.1

Table 3.1: The configuration parameters of the GA-aided SDM detector [144].

3.5 Performance Enhancement Using Space-Frequency Interleaving

Employing frequency-domain interleaving is common practice in OFDM transceivers [28], since it enables

the exploitation of the available Frequency Domain (FD) diversity provided by a frequency-selective wire-

less fading channel. In this section we explore the further benefits of employing space-frequency interleav-

ing in the context of the SDM-OFDM system architecture investigated.

3.5.1 Space-Frequency-Interleaved OFDM

The structure of the Space-Frequency Interleaved (SFI) SDM-OFDM system considered is illustrated in

Figure 3.9. Observe, that in contrast to the system architecture portrayed in Figure 3.1 the set of OFDM-

subcarrier related data substreams at the outputs of the bank of channel encoders seen in Figure 3.9 are

jointly interleaved, resulting in the space-frequency interleaved signal vectorsxi, wherei = 1, · · · , mt is the

index corresponding to the different transmit antenna elements. Correspondingly, at the SDM-SFI-OFDM

receiver of Figure 3.9 the set of detected OFDM-subcarrier related signal vectorŝxi are space-frequency

deinterleaved, before they are processed by the bank of channel decoders portrayed in Figure 3.9. As a result,

the impact of the channel impairments, such as fading and interference, is uniformly spread across the data

substreams associated with the different transmit antennaelements. In other words, the SDM-SFI-OFDM

system considered is capable of more efficiently exploitingboth the space and frequency diversity benefits

of the wireless MIMO channel. Consequently, we may expect that the SDM-SFI-OFDM system advocated

will outperform the SDM-OFDM system of Section 3.2 in terms of the achievable BER performance.
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Figure 3.8: Bit Error Rate exhibited by the QPSK-modulatedSDM-OFDM system employing anSIC

SDM detector described in [144] andmt = nr = 1, · · · , 6 transmit and receive antennas. The abscissa rep-

resents the average SNR recorded at the receive antenna elements. The system parameters are summarized

in Table 2.1.

3.5.1.1 Performance Analysis of the SFI-SDM-OFDM

As a test-case for exploring the achievable performance of the SDM-SFI-OFDM scheme advocated, we

employ the GA-MMSE SDM detector characterized in Section 3.4.3. Figure 3.10 demonstrates the ability

of the SDM-SFI-OFDM system employing theGA-MMSE SDM detector of Section 3.4.3 to exploit the

available MIMO channel capacity gain in thefully loaded system configuration, namely when the number

of the transmit antenna elementsmt is equal to that of the receiver antenna elementsnr. Specifically, Figure

3.10 depicts the achievableBER performance of the SDM-OFDM system considered as a functionof the

average SNR recorded at each of the receiver antenna elements. Furthermore, the results depicted in Figure

3.10 illustrate that the SDM-OFDM system employingmt = nr = 6 transmit and receive antennas, as well

as theGA-MMSE SDM detector is capable of achieving an SNR gain of3dB at the target BER of10−3,

when compared to the same system employing a single antenna element at both the transmitter and receiver.

3.6 Performance Comparison and Discussion

In this section we compare the achievable performance of theSDM detection methods considered in Sections

3.3 and 3.4 in the context of both the SDM-OFDM and SDM-SFI-OFDM systems of Sections 3.2 and

3.5.1, respectively. More specifically, Figure 3.11 portrays the achievable BER performance of the SDM-
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Figure 3.9: Schematic of a SDM-SFI-OFDM transceiver. In contrast to theSDM-OFDM scheme charac-

terized in Figure 3.1, here the OFDM-subcarrier related data substreams associated with different transmit

antenna elements are space-frequency interleaved at the output of the channel encoder.

MMSE detector of Section 3.3.1, as well as that of the ML, SIC and GA-MMSE SDM detectors described

in Sections 3.4.1, 3.4.2 and 3.4.3, respectively. Figures 3.11 (a) and (b) correspond to the scenarios of

mt = nr = 2 and6 transmit and receive antenna elements, respectively. Furthermore, the hollow markers in

Figures 3.11 (a) and (b) correspond to the SDM-OFDM scheme characterized in Figure 3.1, while the bold

markers correspond to the SDM-SFI-OFDM arrangement portrayed in Figure 3.9.

It can be seen in Figures 3.11 (a) and (b) that the SNR performance of the non-linear SDM detec-

tion methods, namely that of the ML, SIC and GA-MMSE detectors of Sections 3.4.1, 3.4.2 and 3.4.3,

respectively, is significantly higher than the corresponding performance of the linear MMSE SDM detector

characterized in Section 3.3.1. This conclusion holds for the scenarios of both the SDM-OFDM and SDM-

SFI-OFDM systems. Furthermore, the SNR performance of the GA-MMSE detector is within 1dB margin

of the SNR performance exhibited by the ML SDM detector in both the SDM-OFDM and SDM-SFI-OFDM

scenarios.

By comparing Figures 3.11 (a) and (b) we may conclude that theSNR performance of all the SDM

detection methods considered improves upon increasing thenumber of the transmit and receive antenna

elements. Additionally, Figure 3.11(b) suggests that for ahigh number of transmit and receive antennas

the achievable performance of the turbo-coded SDM-SFI-OFDM system employing the ML SDM detector

of Section 3.4.1 and communicating over the dispersive fading channel categorized by the Bug’s chanel

model [118] approaches the performance attained over an AWGN channel. Specifically, in the scenario of

mt = nr = 6 characterized in Figure 3.11(b) the SNR performance of the turbo-coded SDM-SFI-OFDM

system communicating over the dispersive fading channel categorized by the Bug’s chanel model [118] is
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Figure 3.10: Bit Error Rate exhibited by the rate1
2 turbo-coded QPSK-modulatedSDM-SFI-OFDM

system employing theGA-MMSE SDM detector described in [144] andmt = nr = 1, · · · , 6 transmit and

receive antennas. The abscissa represents the average SNR recorded at the receive antenna elements. The

achievable performance of the SDM-OFDM system employing the GA-MMSE detector was characterized

in Figure 3.8. The OFDM system parameters are summarized in Table 2.1 and the corresponding GA

configuration parameters are outlined in Table 3.1.

within a 2dB margin of the corresponding performance in AWGNchannel.

Finally, it can be seen in Figures 3.11 (a) and (b) that the SDM-SFI-OFDM system employing the

SDM detectors considered outperforms its SDM-OFDM counterpart. Quantitatively, in the scenario of

mt = nr = 6, the SDM-SFI-OFDM system employing the ML, SIC or GA-MMSE SDM detector exhibits

an SNR gain of about 1dB, when compared to its SDM-OFDM counterpart. In the case of employing the

linear MMSE detector, the corresponding SNR difference between the SDM-SFI-OFDM and SDM-OFDM

systems is about 2dB at the target BER of10−3. It should be noted that the performance gains portrayed here

are dependent on the particular channel model considered. The diversity gain associated with employing the

SFI method becomes higher if the channel considered is less dispersive,i.e. the corresponding power delay

profile characterizing the channel considered comprises less non-zero taps.

3.7 Conclusions

In this chapter we investigated the attainable performancebenefits of employing multiple-antenna-aided

SDM-OFDM architectures invoked in wireless communicationsystems in the context of apoint-to-point
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Figure 3.11: Bit Error Rate exhibited by the rate12 turbo-coded QPSK-modulatedSDM-OFDM system of

Section 3.2, as well as by theSDM-SFI-OFDM system employing the SDM detection methods of Sections

3.3 and 3.4. The abscissa represents the average SNR recorded at the receive antenna elements and the

results conrrespond to the cases of (a)nr = mt = 2 and (b)nr = mt = 6. The OFDM system parameters

are summarized in Table 2.1, while the corresponding GA configuration parameters are outlined in Table

3.1.

system scenario, where twopeerterminals employing multiple antennas communicate over a time-varying

frequency-selective fading channel. We have demonstratedthat the linear capacity increase, predicted by

the relevant information-theoretic analysis [82] can indeed be achieved by employing a relatively low-

complexity linear detection technique, such as the MMSE detector. We also showed that the ML detector is

capable of attaining significant transmit diversity gains in fully-loadedsystems, where the number of trans-

mit and receive antennas is identical. Furthermore, the ML detector is capable of adequately performing

in a over-loadedsystem configuration, where the number of transmit antennasexceeds that of the receive

antennas. Subsequently, we explored the potential of a range of additional advanced non-linear SDM de-

tection methods, which may potentially constitute an attractive compromise between the low complexity of

the MMSE linear detector and the high performance of the ML detector. More explicitly, we demonstrated

that the family of detection methods based on SIC as well as GA-aided MMSE detection are capable of sat-

isfying these challenging requirements. Finally, we proposed a novel technique termed here as SFI, which

may be employed in the SDM system architecture advocated andmay be beneficially combined with all the

aforementioned detection techniques, resulting in a further SNR performance improvement of up to 2dB.

The SNR values required by different SDM detection schemes considered in order to achieve the target BER
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Table 3.2: SDM detection SNR [dB] required for a target BER of10−4.

Detection method 2x2 2x2 SFI 6x6 6x6 SFI

ML 8.8 8.1 7.7 5.9

GA-MMSE 8.8 8.1 7.8 7.6

SIC 12.0 10.2 9.8 8.3

MMSE 11.5 10.1 10.7 8.1

of 10−4 are summarized in Table 3.2.



Chapter4
Approximate Log-MAP SDM Detection

4.1 Outline

As it was pointed out in [28] , the “brute-force” ML detectionmethod does not provide a feasible solu-

tion to the generic SDM detection problem owing to its excessive computational complexity. Nevertheless,

since typical wireless communication systems operate at moderate-to-high SNRs, Reduced Search Algo-

rithms (RSA) may be employed, which are capable of approaching the ML solution at a complexity, which

is considerably lower than that imposed by the ML detector of[28] . The most potent among the RSA

methods found in the literature is constituted by the SphereDecoder (SD) [104]. The SD was first proposed

for employment in the context of space-time processing in [105], where it was utilized for computing the

ML estimates of the modulated symbols transmitted simultaneously from multiple transmit antennas. The

complex-valued version of the sphere decoder, which is capable of approaching the channel capacity was

proposed by Hochwald and ten Brink in [106]. The subject was further investigated by Damenet al. in [107].

Subsequently, an improved version of the Complex Sphere Decoder (CSD) was advocated by Phamet al.

in [108]. The issue of achieving near-capacity performance, while reducing the associated complexity was

revisited by Wang and Giannakis in [114,145]. Further results on reduced complexity CSD were published

by Zhao and Giannakis in [113]. Finally, CSD-aided detection was considered by Tellamburaet al. in a

joint channel estimation and data detection scheme explored in [57], while a revised version of the CSD

method, namely the so-called Multistage Sphere Decoding (MSD) was introduced in [109,111].

In this chapter we would like to introduce a novel Optimized Hierarchy RSA (OHRSA)-aided SDM

detection method, which may be regarded as an advanced extension of the CSD method portrayed in [108].

The algorithm proposed extends the potential range of applications of the CSD methods of [106] and [108],

as well as reduces the associated computational complexity, rendering the algorithm attractive for employ-

ment in practical systems.
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The method proposed, which we refer to as the Soft-output OPtimized HIErarchy (SOPHIE) algorithm

exhibits the following attractive properties:

1. It can be employed in the so-called rank-deficient scenario, where the number of transmit antenna

elements exceeds that of the receive antenna elements. A particularly interesting potential application

is found in a Multiple Input Single Output scenario, where the system employs multiple transmit

antennas and a single receive antenna. Moreover, the associated computational complexity is only

moderately increased even in heavily overloaded scenariosand it is almost independent of the number

of receive antennas.

2. As opposed to the conventional CSD schemes, the calculation of the sphere radius is not required and

therefore the method proposed is robust to the particular choice of the initial parameters both in terms

of the achievable performance and the associated computational complexity.

3. The method proposed allows for a selected subset of the transmitted information-carrying symbols to

be detected, while the interference imposed by the undetected signals is suppressed.

4. The overall computational complexity required is only slightly higher than that imposed by the linear

MMSE multiuser detector designed for detecting a similar number of users.

5. Finally, the associated computational complexity is fairly independent of the channel conditions quan-

tified in terms of the Signal-to-Noise Ratio encountered.

The rest of this chapter is constructed as follows. In Section 4.2.1 we derive the OHRSA-aided ML

SDM detector, which benefits from the optimal performance ofthe ML SDM detector [28], while exhibiting

a relatively low computational complexity, which is only slightly higher than that required by the low-

complexity MMSE SDM detector [28]. To elaborate a little further, in Section 4.2.2 we derive a bit-wise

OHRSA-aided ML SDM detector, which allows us to apply the OHRSA method of Section 4.2 in high-

throughput systems, which employ multi-level modulation schemes, such asM-QAM [28].

In Section 4.2.3 our discourse evolves further by deducing the OHRSA-aided Max-Log-MAP SDM

detector, which allows for an efficient evaluation of the soft-bit information and therefore results in highly

efficient turbo decoding. Unfortunately however, in comparison to the OHRSA-aided ML SDM detector

of Section 4.2.2 the OHRSA-aided Max-Log-MAP SDM detector of Section 4.2.3 exhibits a substantially

higher complexity. Consequently, in Section 4.2.5 we derive an approximate Max-Log-MAP method, which

we refer to as Soft-output OPtimized HIErarchy (SOPHIE) SDMdetector. The SOPHIE SDM detector

combines the advantages of both the OHRSA-aided ML and OHRSA-aided Max-Log-MAP SDM detec-

tors of Sections 4.2.2 and 4.2.3, respectively. Specifically, it exhibits a similar performance to that of the

optimal Max-Log-MAP detector, while imposing a modest complexity, which is only slightly higher than
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that required by the low-complexity MMSE SDM detector [28].The computational complexity as well as

the achievable performance of the SOPHIE SDM detector of Section 4.2.5 are analysed and quantified in

Sections 4.2.5.1 and 4.2.5.2, respectively.

Our conclusions are summarized in Section 4.3. Specifically, we report achieving a BER of10−4 at

SNRs ofγ = 4.2, 9.2 and14.5 dB in high-throughput 8x8 rate-1
2 turbo-codedM = 4, 16 and64-QAM

systems communicating over dispersive Rayleigh fading channel. Additionally, we report achieving a BER

of 10−4 at SNRs ofγ = 9.5, 16.3 and22.8 dB in high-throughput rank-deficient 4x4, 6x4 and 8x4 rate-1
2

turbo-coded 16-QAM systems, respectively.

4.2 OHRSA-Aided SDM Detection

4.2.1 OHRSA-Aided ML SDM Detection

We commence our discourse by deriving an OHRSA-aided ML SDM detection method for a constant-

modulus modulation scheme, such asM-PSK, where the transmitted symbolss satisfy the condition of

|s|2 = 1, ∀s ∈ M, andM denotes the set ofM complex-valued constellation points. In the next section,

we will then demonstrate that the method derived is equally applicable for high-throughput multi-level

modulation schemes, such asM-QAM.

Let us recall that our system model described in detail in Section 1.8 is given by

y = Hs + w, (4.1)

where we omit the OFDM subcarrier and symbol indicesk andn, respectively. As outlined in [28] , the

ML SDM detector provides anmt-antenna-based estimated signal vector candidateŝ, which maximizes the

objective function defined as the conditionala posterioriprobability functionP {š|y, H} over the setMmt

of legitimate solutions. More explicitly, we have

ŝ = arg max
š∈Mmt

P {š|y, H} , (4.2)

whereMmt is the set ofall possible mt-dimensional candidate symbol vectors of themt-antenna-based

transmitted signal vectors. More specifically, we have

Mmt =
{

š = (š1, · · · , šmt)
T; ši ∈ M

}
. (4.3)

Furthermore, it was shown in [28] that we have

P {š|y, H} = A exp

[

− 1

σ2
w

‖y − Hš‖2

]

, (4.4)
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whereA is a constant, which is independent of any of the values{ši}i=1,··· ,mt
. Thus, it may be shown [28]

that the probability maximization problem of Equation (4.2) is equivalent to the corresponding Euclidean

distance minimization problem. Specifically, we have

ŝ = arg min
š∈Mmt

‖y − Hš‖2, (4.5)

where the probability-based objective function of Equation (4.2) is substituted by the objective function

determined by the Euclidean distance between the received signal vectory and the corresponding product

of the channel matrixH with thea priori candidate of the transmitted signal vectorš ∈ Mmt .

Consequently, our detection method relies on the observation, which may be summarized in the follow-

ing lemma.

Lemma 1. The ML solution of Equation (4.2) of a noisy linear problem described by Equation (4.1) is

given by

ŝ = arg min
š∈Mmt

{
‖U(š − x̂)‖2

}
, (4.6)

whereU is an upper-triangular matrix having positive real-valuedelements on the main diagonal and satis-

fying

UHU = (HHH + σ2
wI), (4.7)

while

x̂ = (HHH + σ2
wI)−1HHy (4.8)

is the unconstrained MMSE estimate of the transmitted signal vectors, which was derived in [28] .

Note 1: Observe that Lemma 1 imposes no constraints on the dimensions, or rank of the matrixH of

the linear system described by Equation (4.1). This property is particularly important, since it enables us

to apply our proposed detection technique to the scenario ofover-loadedsystems, where the number of

transmit antenna elements exceeds that of the receive antenna elements.

Note 2: As substantiated by Equation (4.5), it is sufficient to provethat the following minimization prob-

lems are equivalent

ŝ = arg min
š∈Mmt

‖y − Hš‖2 (4.9)

⇔ ŝ = arg min
š∈Mmt

‖U(š − x̂)‖2. (4.10)
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Proof of Lemma 1: It is evident that in contrast to the matrixHHH, the matrix(HHH + σ2
wI) of Equation

(4.6) is always Hermitian and positively definite, regardless of the rank of the channel matrixH associated

with the particular MIMO channel realization encountered.Consequently, it may be represented as the

product of an upper-triangular matrixU and its Hermitian adjoint matrixUH using for example the Cholesky

factorization method [146].

Let U be the matrix generated by the Cholesky decomposition of theHermitian positive definite matrix

(HHH + σ2
wI) of Equation (4.7). More specifically, we have

UHU = (HHH + σ2
wI), (4.11)

whereU is an upper-triangular matrix having positive real-valuedelements on its main diagonal.

Upon expanding the objective function of Equation (4.6) andsubsequently invoking Equation (4.7) we

obtain

J(š) = ‖U(š − x̂)‖2

= (š − x̂)HUHU(š − x̂)

= (š − x̂)H(HHH + σ2
wI)(š − x̂)

= šH(HHH + σ2
wI)š − x̂H(HHH + σ2

wI)š

− šH(HHH + σ2
wI)x̂ + x̂H(HHH + σ2

wI)x̂. (4.12)

Furthermore, substituting Equation (4.8) into (4.12) yields

J(š) = šHHHHš − yHHš − šHHHy

+ σ2
wšHš + yHH(HHH + σ2

wI)−1HHy

= ‖y − Hš‖2 + σ2
wšHš + yH(H(HHH + σ2

wI)−1HH − I)y
︸ ︷︷ ︸

ψ

. (4.13)

Observe that in the case of a system employing a constant-modulus modulation scheme, such asM-PSK,

where we havěsHš = 1, ψ of Equation (4.13) constitutes a real-valued scalar and itsvalue does not depend

on the argumenťs of the minimization problem formulated in Equation (4.6). Consequently, the mini-

mization of the objective functionJ(š) of Equation (4.13) can be reduced to the minimization of the term

‖y − Hš‖2, which renders it equivalent to the minimization problem ofEquation (4.9). This completes the

proof.

Using Lemma 1, in particular the fact that the matrixU is an upper-triangular matrix, the objective
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function J(š) of Equation (4.13) may be reformulated as follows

J(š) = ‖U(š − x̂)‖2

= (š − x̂)HUHU(š − x̂)

=
mt

∑
i=1

∣
∣
∣

mt

∑
j=i

uij(šj − x̂j)
∣
∣
∣

2
=

mt

∑
i=1

φi(ši), (4.14)

whereJ(š) andφi(ši) are positive real-valued cost and sub-cost functions, respectively. Elaborating a little

further we have

φi(ši) =
∣
∣
∣

mt

∑
j=i

uij(šj − x̂j)
∣
∣
∣

2

=
∣
∣
∣uii(ši − x̂i) +

mt

∑
j=i+1

uij(šj − x̂j)

︸ ︷︷ ︸

ai

∣
∣
∣

2
. (4.15)

Note that the termai is a complex-valued scalar, which is independent of the specific symbol valueši of the

ith element of thea priori candidate signal vectořs.

Furthermore, letJi(ši) be a Cumulative Sub-Cost (CSC) function recursively definedas

Jmt(šmt) = φmt(šmt) = |umtmt(šmt − x̂mt)|2 (4.16a)

Ji(ši) = Ji+1(ši+1) + φi(ši), i = mt−1, · · · , 1, (4.16b)

where we define the candidate subvector asši = [ši, · · · , šmt ]. Clearly, Ji(ši) exhibits the following proper-

ties

J(š) = J1(š1) > J2(š2) > · · · > Jmt(šmt) > 0 (4.17a)

Ji(ši) = Ji({šj}, j = i, · · · , mt) (4.17b)

for all possible realizations of̂x ∈ Cmt and š ∈ Mmt, where the spaceCmt contains all possible uncon-

strained MMSE estimateŝx of the transmitted signal vectors.

Equations (4.17a) and (4.17b) enable us to employ a highly efficient reduced search algorithm, which

decreases the number of objective function evaluations of the minimization problem outlined in Equation

(4.6) to a small fraction of the setMmt . This reduced-complexity search algorithm is outlined in the next

section.
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4.2.1.1 Search Strategy

Example 1. OHRSA-ML 3x3 BPSK

Consider a BPSK system havingnr = mt = 3 transmit and receive antennas, which is described by

Equation (4.1). The transmitted signals, the received signaly as well as the channel matrixH of Equation

(4.1) are exemplified by the following values

s =









1

−1

1









, y =









0.2

0.8

−1.2









, H =









0.5 0.4 −0.2

0.4 −0.3 0.2

0.9 1.8 −0.1









. (4.18)

Our task is to obtain the ML estimate of the transmitted signal vector s. Firstly, we evaluate the triangular

matrix U of Equation (4.7) as well as the unconstrained MMSE estimatex̂ of Equation (4.8). The resultant

quantities are given by

U =









1.15 1.48 −0.10

0 1.18 −0.15

0 0 0.40









, x̂ =









0.85

−1.05

−0.01









. (4.19)

Observe that the direct slicing of the MMSE estimatex̂ will result in an erroneously decided signalŝ =
[

1 −1 −1
]T

. Subsequently, following the philosophy outlined in Section 4.2.1, for each legitimate

candidateš ∈ Mmt of the mt-antenna-based composite transmitted signal vectors we calculate the cor-

responding value of the cost functionJ(š) of Equation (4.14) using the recursive method described by

Equation (4.16). The search process performed is illustrated in Figure 4.1(a). Each evaluation step, namely

each evaluation of the CSC functionJi(ši) of Equation (4.16b) is indicated by an elliptic node in Figure

4.1(a). The label inside each node indicates the order of evaluation as well as the corresponding valueJi(ši)

of the CSC function inside the brackets. Furthermore, the branches corresponding to the two legitimate

values ofši = −1 and1 are indicated using the dashed and solid edges and nodes, respectively.

More specifically, commencing from the top of Figure 4.1(a),at recursive stepi = 3 we calculate the

CSC function of Equation (4.16a) associated with all legitimate values of the last element of the signal

vectors, where we have

J3(š3 = −1) = |u33(š3 − x̂3)|2 = (0.40(−1 − (−0.01)))2 = 0.15 (4.20)

and

J3(š3 = 1) = (0.40(1 − (−0.01)))2 = 0.16. (4.21)
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The corresponding values ofJ3(š3 = −1) = 0.15 and J3(š3 = 1) = 0.16 are indicated by the nodes 1 and

8 in Figure 4.1(a). Observe that therecursivenature of the search process considered suggests that the latter

value of J3(š3 = 1) is not considered until the entire search branch originating from the more promising

node 1 associated with the lower CSC value of0.15 is complited. Consequently, the valueJ3(š3 = 1) is the

8th value of the CSC function to be evaluated, which is indicated by the corresponding node’s index 8.

Furthermore, at recursive stepi = 2 for each hypothesised valueš3 we calculate both the quantitya2

of Equation (4.15) as well as the sub-cost function of Equation (4.15) and the corresponding CSC function

of Equation (4.16b) associated with all legitimate values of the last-but-one element of the signal vectors.

Explicitly, for š3 = −1 we have

a2 = u23(š3 − x̂3) = −0.15(−1 − (−0.01)) = 0.15 (4.22)

and

J2(š2 = −1, š3 = −1) = J3(š3 = −1) + φ2(š2 = −1, š3 = −1)

= J3(š3 = −1) + |u22(š2 − x̂2)) + a2|2

= 0.15 + (1.18(−1 − (−1.05)) + 0.15) = 0.20

J2(š2 = 1, š3 = −1) = J3(š3 = −1) + φ2(š2 = 1, š3 = −1)

= 0.15 + (1.18(1 − (−1.05)) + 0.15) = 6.79. (4.23)

The corresponding values ofJ2(š2 = [−1,−1]) = 0.20 and J2(š2 = [1,−1]) = 6.79 are indicated by the

nodes 2 and 5 in Figure 4.1(a).

Finally, at recursive indexi = 1 for each hypothesised subvectorš2 we calculate the quantitya1(š2)

and the sub-cost functionφ1(š1) of Equation (4.15) as well as the correspondingtotal cost functionJ(š1 =

−1, š2) and J(š1 = 1, š2) of Equation (4.14) associated with all legitimate values ofthe first element of the

signal vectors. Specifically, for the left-most search branch of Figure 4.1(a) corresponding to thea priori

candidatěs2 = [−1,−1] we have

a1 = u12(š2 − x̂2) + u13(š3 − x̂3)

= 1.48(−1 −−1.05) +−0.10(−1 −−0.01) = 0.17 (4.24)
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and

J1(š1 = −1, š2 = −1, š3 = −1)

= J2(š2 = −1, š3 = −1) + φ1(š1 = −1, š2 = −1, š3 = −1)

= J2(š2 = −1, š3 = −1) + |u11(š1 − x̂1)) + a1|2

= 0.20 + (1.15(−1 − 0.85) + 0.17) = 4.03,

J1(š1 = 1, š2 = −1, š3 = 1)

= J2(š2 = −1, š3 = −1) + φ2(š1 = 1, š2 = −1, š3 = −1)

= 0.20 + (1.15(1 − 0.85) + 0.17) = 0.31. (4.25)

Upon completing the entire search process outlined above wearrive at eight values of the total cost function

J(š) associated with eight legitimate 3-bit solutions of the detection problem considered. The eight different

candidate solutions are indicated by the eight bottom-mostelliptic nodes in Figure 4.1(a). Clearly, the ML

solution is constituted by the search branch terminating atnode 11 of Figure 4.1(a) and having the minimum

value J(š) = 0.19 of the total cost function.

Observe that the difference between the values ofJ3(š3 = −1) and J3(š3 = 1) associated with nodes

1 and 8 in Figure 4.1(a) is quite small and thus the potential of finding the ML solution along either of

the search branches commencing at nodes 1 and 8 in Figure 4.1(a) may not be recognised with a high

degree of confidence. On the other hand, the difference between the values of the CSC function along two

complementary search branches commencing at nodes 1 and 8 becomes substantially more evident, if we

apply thebest-firstdetection strategy suggested in [147]. More specifically, we sort the columns of the

channel matrixH in the increasing order of their Euclidean or square norm. The resultant reordered channel

matrix H′ as well as the corresponding triangular matrixU and the unconstrained MMSE estimatex̂′ may

be expressed as

H′ =









−0.2 0.5 0.4

0.2 0.4 −0.3

−0.1 0.9 1.8









, U′ =









0.44 −0.25 −0.73

0 1.12 1.35

0 0 1.11









, x̂′ =









−0.01

0.85

−1.05









. (4.26)

The search tree generated by applying the aforementioned search process and using the modified quantities

H′, U′ and x̂′ is depicted in Figure 4.1(b). Note the substantial difference between the values of the CSC

function J3(š3 = −1) andJ3(š3 = 1) associated with the nodes 1 and 8. Moreover, by comparing thevalue

of the CSC functionJ3(š3) of node 8 with that of the total cost functionJ(š) of node 7 we can conclude that

the search along the branch commencing at node 8 is in fact redundant.
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In order to further optimize our search process, at recursive steps ofi = 3 and2 we first calculate the

sub-cost functionsφ3(š3 = {−1, 1}) andφ2(š3, š2 = {−1, 1}) of Equation (4.15). We then compare the

values obtained and continue with the processing of the specific search branch corresponding to the smaller

value of the sub-cost functionφi(ši) first. The resultant search tree is depicted in Figure 4.1(c). Observe

that in Figure 4.1(c) the minimum value of the total cost function J(š) = 0.19 is obtained faster, namely in

3 evaluation steps in comparison to 7 steps required by the search tree of Figure 4.1(b).

Finally, we discard all the search branches commencing at nodes having an associated value of the CSC

function, which is in excess of the minimum total cost function value obtained. Specifically, we discontinue

the search branches commencing at nodes 5 and 8 having the CSCfunction values in excess of0.19, namely

4.03 and5.15, respectively. The resultant reduced search tree is depicted in Figure 4.1(d). Note that the ML

solution is obtained in 6 evaluation steps in comparison to the 14 steps required in the case of the exhaustive

search of Figure 4.1(a). In conclusion, upon performing theapproprite reordering of the obtained ML

estimate, we arrive at the correct value of the transmitted signal vectorŝ =
[

1 −1 1
]T

.
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0(0)

1(0.15) 8(0.16)

2(0.20) 5(6.79)

3(4.03) 4(0.31) 6(7.79) 7(17.67)

9(0.17) 12(5.34)

10(4.79) 11(0.19) 13(5.99) 14(14.99)

(a)

0(0)

1(0.00) 8(5.15)

2(4.03) 5(0.06)

3(4.03) 4(4.79) 6(0.31) 7(0.19)

9(5.64) 12(13.78)

10(7.79) 11(5.99) 13(17.67) 14(14.99)

(b)

0(0)

1(0.00) 8(5.15)

2(0.06) 5(4.03)

3(0.19) 4(0.31) 6(4.03) 7(4.79)

9(5.64) 12(13.78)

10(5.99) 11(7.79) 13(14.99) 14(17.67)

(c)

0(0)

1(0.00) 6(5.15)

2(0.06) 5(4.03)

3(0.19) 4(0.31)

(d)

Figure 4.1: Examples of a search tree formed by the OHRSA-ML SDM detectorin the scenario of a system

employing BPSK modulation,mt = nr = 3 transmit and receive antennas and encountering average SNRs

of 10dB. The labels indicate the order of evaluation, as wellas the corresponding valueJi(ši) of the CSC

function of Equation (4.16), as seen in the brackets. The dashed and solid arrows indicate the values of

ši = −1 and1, respectively.



4.2.1. OHRSA-aided ML SDM Detection 121

4.2.1.2 Generalization of the OHRSA-ML SDM Detector

Let us now generalize and substantiate further the detection paradigm derived in Example 1. Firstly, we

commence the recursive search process with the evaluation of the CSC function valueJmt(šmt) of Equation

(4.16a). Secondly, at each recursive stepi of the search algorithm proposed we stipulate a series of hy-

potheses concerning the value of theM-ary transmitted symbolsi associated with theith transmit antenna

element and subsequently calculate the conditioned sub-cost function Ji(ši) of Equation (4.16b), where

ši = (ši, · · · , šmt)
T denotes the subvector of themt-antenna-based candidate vectorš comprising only the

indices higher than or equal toi. Furthermore, for each tentatively assumed value ofši we execute a suc-

cessive recursive search stepi − 1, which is conditioned on the hypotheses made in all preceding recursive

stepsj = i, · · · , mt. As substantiated by Equations (4.15) and (4.16b), the value of the CSC functionJi(ši)

is dependent only on the values of the elements{šj}j=i,··· ,mt
of thea priori candidate signal vectorš, which

are hypothesized from stepj = mt up to the present stepi of our recursive process. At each arrival at the

stepi = 1 of the recursive process, a complete candidate vectorš is hypothesized and the corresponding

value of the cost functionJ(š) formulated in Equation (4.14) is evaluated.

Observe that the recursive hierarchical search procedure described above may be employed to perform

an exhaustive search through all possible values of the transmitted signal vectořs and the resultant search

process is guaranteed to arrive at the ML solutionšML, which minimizes the value of the cost function

J(š) of Equation (4.14). Fortunately however, as opposed to other ML search schemes, the search process

described above can be readily optimized, resulting in a dramatic reduction of the associated computational

complexity. Specifically, the potential optimization complexity gain originates from the fact that most of

the hierarchical search branches can be discarded at an early stage of the recursive search process. The

corresponding optimization rules proposed may be outlinedas follows.

Rule 1. We reorder the system model of Equation (4.1) as suggested in[147]. Specifically, we apply the

best-firstdetection strategy outlined in [28, pp.754-756] , which implies that the transmitted signal vector

components are detected in the decreasing order of the associated channel quality. As it was advocated

in [28, pp.754-756] , the quality of the channel associated with the ith element of the transmitted signal

vectors is determined by the norm of theith column of the channel matrixH. Consequently, for the sake of

applying thebest-firstdetection strategy, the columns of the channel matrixH are sorted in the increasing

order of their norm. Thus, the resultant, column-reorderedchannel matrixH complies with the following

criterion

‖(H)1‖2 ≤ ‖(H)2‖2 ≤ · · · ≤ ‖(H)mt‖2, (4.27)
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where(H)i denotes theith column of the channel matrixH. Note that the elements of the transmitted signal

vectors are reordered correspondingly, but their original order has to be reinstated in the final stage of the

detection process.

Rule 2. At each recursive detection indexi = mt, · · · , 1, the potential candidate values{cm}m=1,··· ,M ∈ M
of the transmitted signal componentsi are considered in the increasing order of the correspondingvalue of

the sub-cost functionφi(ši) = φi(cm, ši+1) of Equation (4.15), where we have

φi(c1, ši+1) < · · · < φi(cm, ši+1) < · · · < φi(cM, ši+1),

and according to Equation (4.15)

φi(cm, ši+1) = |uii(cm − x̂i) + ai|2

= uii|cm − x̂i +
ai

u2
ii

|2. (4.28)

Consequently, the more likely candidatescm of the ith element of the transmitted signal vectors are exam-

ined first. Observe that the sorting criterion of Equation (4.28) may also be interpreted as a biased Euclidean

distance of the candidate constellation pointcm from the unconstrained MMSE estimatex̂i of the transmitted

signal componentsi.

Rule 3. We define acut-off value of the cost fuctionJmin = min{J(š)} as the minimum value of the total

cost function obtained up to the present point of the search process. Consequently, at each arrival at step

i = 1 of the recursive search process, thecut-off value of the cost function is updated as follows

Jmin = min{Jmin, J(š)}. (4.29)

Rule 4. Finally, at each recursive detection stepi, only the high probability search branches corresponding

to the highly likely symbol candidatescm resulting in low values of the CSC function obeyingJi(cm) < Jmin

are pursued. Furthermore, as follows from the sorting criterion of the optimization Rule 2, as soon as the

inequality Ji(cm) > Jmin is encountered, the search loop at theith detection step is discontinued.

An example of the search tree generated by the algorithm invoking the Rules 1-4 described above is

depicted in Figure 4.2. The search trees shown correspond tothe scenario of using QPSK modulation and

employingmt = nr = 8 antenna elements at both the transmitter and the receiver. The cases of encountering

the average SNRs of (a) 10 and (b) 20 dB were considered. Each step of the search procedure is depicted as

an ellipsoidal-shaped node. The label associated with eachnode indicates the order of visitation, as well as

the corresponding value of the CSC functionJi(ši) formulated in Equation (4.16), as seen in the brackets.

As suggested by the fact that QPSK modulation is considered,at each recursive stepi, four ligitimate search
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branches are possible. However, as can be seen in Figure 4.2(a), only a small fraction of the potential search

branches are actually pursued. Observe that the rate of convergence of the algorithm proposed is particularly

rapid at high values of SNR. In the case of encountering low SNR values, the convergence rate decreases.

Nevertheless, the associated computational complexity isdramatically lower than that associated with an

exhaustive ML search.

The pseudo-code summarizing the recursive implementationof the OHRSA-based ML SDM detector

proposed is depicted in Algorithm 10.

Given the cost-functions of Equation (4.14) and the appropriately ordered matrixH of Equation (4.1),

the proposed algorithm may be viewed as a specific manifestation of a tree search algorithm [148]. Another

example of a tree search algorithm commonly employed in the design of communication systems constitutes

the well-known Viterbi algorithm [26, 149]. More specifically, the sub-cost function values of Equation

(4.15) may be regarded as being analogous to the branch metrics, while the CSC values of Equations (4.16)

as accumulated path metrics. It should be noted however, that the OHRSA-ML algorithm described here

and the classic tree-search-based Viterbi algorithm exhibit substantial differences. Specifically, the Viterbi

algorithm assumes that the branch metric is a function of thesystem states constituting one particular state

transition, which is equivalent to the assumption of havinga diagonal matrixU in Equation (4.7). Evidently,

this requirement cannot be satisfied by our generic MIMO system. Consequently, the tree-search-based

Viterbi algorithm cannot be applied to the search problem described above.

The operation of the OHRSA-ML SDM detector of Algorithm 10 isfurther exemplified in Figure 4.2

where we illustrate the search process corresponding to 8x8-QPSK signal detection in a MIMO fading chan-

nel characterized by the SNR values of (a) 10 and (b) 20 dB. Thelabels corresponding to each elliptic node

in Figure 4.2 indicate the order of visitation, as well as thecorresponding valueJi(ši) of the CSC function

of Equation (4.16), as seen in the brackets, corresponding to the signal subvectořsi associated with that

node. Observe that at each level of the search tree of Figure 4.2, we first explore the branch corresponding

to the lower value of the objective function. The actual ML solution in Figure 4.2(a) is attained in node 25

with the corresponding valueJi(š0) = 4.03 and is formed by the search branch comprising nodes 0-1-19-

20-21-22-23-24-25. Observe that the nodes forming the ML solution do not necessarily correspond to the

lowest value of the objective functionJi(ši) at each level of the search tree. The ML solution is attained in

(a) 41 and (b) 16 evaluation steps in comparison to the48 = 65536 evaluation steps required in the case of

the exhaustive ML search.
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Algorithm 10 OHRSA-aided ML SDM Detector

Sort{H}, such that ‖(H)1‖2 ≤ · · · ≤ ‖(H)mt‖2 (4.30a)

G = (HHH + σ2
wI) (4.30b)

U = CholeskyDecomposition(G) (4.30c)

x̂ = G−1HHy (4.30d)

Calculate Jmt (4.30e)

Unsort{ŝ} (4.30f)

function Calculate Ji(ši) (4.30g)

ai =
mt

∑
j=i+1

uij(šj − x̂j) (4.30h)

Sort{cm}, such that φi(c1) < · · · < φi(cM), (4.30i)

where φi(cm) = |uii(cm − x̂i) + ai|2 (4.30j)

for m = 1, 2, . . . , M do

ši = cm (4.30k)

Ji(ši) = Ji+1(ši+1) + φi(ši) (4.30l)

if Ji(ši) < Jmin then (4.30m)

if i > 0 then Calculate Ji−1 (4.30n)

else

Jmin = J(š) (4.30o)

ŝ = š (4.30p)

end if

end if

end for

end function
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0(0)

1(0.4) 33(2.55) 41(6.2)

2(1.45) 19(2.08) 32(5.52)

3(1.73) 18(4.18)

4(1.92) 17(4.86)

5(2.31) 16(4.34)

6(3.37) 11(3.68) 15(4.9)

7(3.46) 10(6.52)

8(4.07) 9(4.22)

12(3.9) 14(5.94)

13(4.11)

20(2.68) 31(4.07)

21(2.89) 30(6.09)

22(3.12) 29(5.77)

23(3.63) 28(5.13)

24(3.71) 27(6.84)

25(4.03) 26(5.1)

34(3.74) 38(3.95) 40(8.52)

35(3.78) 37(7.59)

36(5.43)

39(4.23)

(a)

0(0)

1(0) 16(0.91)

2(0.03) 15(1.88)

3(0.04) 14(0.88)

4(0.13) 13(1.14)

5(0.2) 12(1.66)

6(0.43) 11(1.58)

7(0.46) 10(2.7)

8(0.49) 9(2.07)

(b)

Figure 4.2: Examples of a search tree formed by the OHRSA-ML SDM detectorin the scenario of a system

employing QPSK modulation,mt = nr = 8 transmit and receive antennas and encountering average SNRs

of (a) 10dB and (b) 20dB. The labels indicate the order of visitation, as well as the corresponding value

Ji(ši) of the CSC function of Equation (4.16), as seen in the brackets. The ML solution is attained in (a)

41 and (b) 16 evaluation steps in comparison to the48 = 65536 evaluation steps required in the case of the

exhaustive ML search.
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4.2.2 Bitwise OHRSA ML SDM Detection

Example 2. OHRSA-ML QPSK 2x2

Let us now consider a QPSK system havingnr = mt = 3 transmit and receive antennas, which is described

by Equation (4.1). The transmitted signals, the received signaly as well as thebest-firstreordered channel

matrix H of Equation (4.1) are exemplified by the following values

s =




1 − 1

−1 − 1



, y =




0.2 + 1.1

1.4 + 1.7



,

H =




0.1 − 0.2 −0.7 − 0.6

0.3 + 0.4 −1.3 − 0.5



. (4.31)

As before, our task is to obtain the ML estimate of the transmitted signal vectors. Firstly, we apply the

OHRSA-ML method of Algorithm 10.

As suggested by Algorithm 10, we commence the detection process by evaluating the quantitiesU and

x̂ of Equations (4.30c) and (4.30d) respectively, which yields

U =




0.63 −0.85 + 0.27

0 1.45



, x̂ =




0.43 − 0.34

−1.10 − 0.79



. (4.32)

Furthermore, we proceed by calculatingfour values of the CSC functionJ2(š2 = cm), m = 1, · · · , 4 of

Equation (4.30l) associated with thefour different pointscm of the QPSK constellation. For instance, we

have

J2(š2 = −1 − 1) = φ2(š2 = −1 − 1) = |u22(š2 − x̂2)|2

= |1.45(−1 − 1 − (−1.10 − 0.79))|2 = 0.12. (4.33)

Subsequently, four QPSK symbol candidatescm are sorted in the order of increasing sub-cost function

φ2(cm), as described by Equation (4.30i) of Algorithm 10. For each hypothesized symbol valuěs2 = cm we

can now obtainfour values of the total cost functionJ(š) = J1(š1, š2) of Equation (4.30l) associated with

four legitimate values of̌s1 = cm. For instance, we have

J(š1 = 1 − 1, š2 = −1 − 1)

= J2(š2 = −1 − 1) + φ1(š1 = 1 − 1, š2 = −1 − 1)

= J2(š2 = −1 − 1) + |u11(š1 − x̂1)) + a1|2

= 0.12 + |0.63[1 − 1 − (0.43 − 0.34)] + (−0.03 + 0.21)|2 = 0.27, (4.34)

where the quantitya1 is given by Equation (4.30h) of Algorithm 10 as follows

a1(š2 = −1 − 1) = u12(š2 − x̂2)

= (−0.85 + 0.27)[−1 − 1 − (−1.10 − 0.79)] = −0.03 + 0.21. (4.35)
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As further detailed in Algorithm 10, we calculate the valuesof the total cost functionJ(š1, š2) only for the

specific hypothesišs2, for which the value of the CSC functionJ2(š2) is lower than the minimum valueJmin

obtained.

The resultant search tree is depicted in Figure 4.3(a), where as before, each evaluation step, namely each

evaluation of the CSC functionJi(ši) of Equation (4.30l) is indicated by an elliptic node. Moreover, the

label inside each node indicates the order of evaluation as well as the corresponding valueJi(ši) of the CSC

function inside the brackets. The branches corresponding to four legitimate values of the QPSK symbol are

indicated by the specific type of the edges and nodes. Specifically, the gray andblack lines indicate the

value of the real part of the QPSK symbolR{ši} = −1 and1, while thedashedandsolid lines indicate the

value of the imaginary partI{ši} = −1 and1.

Example 3. Bitwise OHRSA-ML QPSK 2x2

Let us consider a QPSK system identical to that described in Example 2 and attempt to derive an alternative

way of finding the ML estimate of the transmitted signal vector s using the bit-based representation of the

QPSK symbols. In order to describe this bit-based multiuserphasor constellation, let us develop a matrix

and vector-based mathematical model. Firstly, observe that each point of the QPSK constellationcm ∈ M
may be represented as the inner productcm = qTdm of a unique bit-based vectordm = [dm1, dm2]T, dml =

{−1, 1} and the vectorq = [1, 1]T. For instance we have

c1 = −1 − 1 = qTd1 =
[

1 1
]

·



−1

−1



. (4.36)

Furthermore, let us define a(4 × 2)-dimensional matrix

Q = I ⊗ q =




1 1 0 0

0 0 1 1



, (4.37)

whereI is (2 × 2)-dimensional identity matrix, while⊗ denotes thematrix direct product[150]. Conse-

quently, the QPSK-modulated signal vectors may be represented as

s =




1 − 1

−1 − 1



 = Qt =




1 1 0 0

0 0 1 1















1

−1

−1

−1











, (4.38)

wheret = [tT1, tT2]
T is a column supervector comprising the two bit-based vectors t1 andt2 associated with

the QPSK-modulated symbolss1 ands2, respectively.

Substituting Equation (4.38) into the system model of Equation (4.1) yields

y = HQt + w, (4.39)
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Moreover, sincet is a real-valued vector, we can elaborate a bit further and deduce a real-valued system

model as follows



R{y}
I{y}



 =




R{HQ}
I{HQ}



t +




R{w}
I{w}



 = H̃t + w̃, (4.40)

whereH̃ is a real-valued(4 × 4)-dimensional bitwise channel matrix, which may be expressed as

H̃ =




R{HQ}
I{HQ}



 =











0.1 0.2 −0.7 0.6

0.3 −0.4 −1.3 0.5

−0.2 0.1 −0.6 −0.7

0.4 0.3 −0.5 −1.3











. (4.41)

Thus, we arrive at the new system model of Equation (4.40), which may be interpreted as a(4 × 4)-

dimensional BPSK-modulated SDM sytem. By applying the OHRSA-ML method of Algorithm 10 we

have

U =











0.63 0 −0.85 −0.27

0 0.63 0.27 −0.85

0 0 1.45 0

0 0 0 1.45











, x̂ =











0.43

−0.34

−1.10

−0.79











. (4.42)

Furthermore, the first two steps of the recursive search process of Algorithm 10 are given by

J4(ť4 = −1) = |u44(ť4 − x̂4)|2

= |1.45(−1 − (−0.79))|2 = 0.10 (4.43)

and

a3(ť4 = −1) = u34(ť4 − x̂4)

= 0(−1 − (−0.79)) = 0,

J3(ť3 = −1, ť4 = −1) = |u33(ť3 − x̂3) + a3|2

= |1.45(−1 − (−1.10)) + (0)|2 = 0.12. (4.44)

Upon completing the recursive search process of Algorithm 10 we arrive at the search tree depicted in Fig-

ure 4.3(b). As before, each evaluation step, namely each evaluation of the CSC functionJi(ťi) of Equation

(4.30l) is indicated by an elliptic node. Moreover, the label inside each node indicates the order of eval-

uation as well as the corresponding valueJi(ťi) of the CSC function inside the brackets. The branches

corresponding to two legitimate valuesťi = −1 and1 are indicated using thedashedandsolid edges and

nodes, respectively.
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Observe that the ML estimatesŝ and t̂ of Figures 4.3 (a) and (b) are obtained within the same number

of evaluation steps. Nevertheless, the latter search procedure is constituted by lower-complexity real-valued

operations. Furthermore, in contrast to the detection method considered in Example 2, the search method

outlined in this QPSK-based example can be readily generalized for the scenario ofM-QAM SDM systems,

as demonstrated in the forthcoming section.

0(0)

1(0.12) 6(6.69) 7(9.31) 8(15.88)

2(0.27) 3(1.03) 4(1.35) 5(2.11)

(a)

0(0)

1(0.10) 8(6.67)

2(0.12) 7(9.31)

3(0.16) 6(1.24)

4(0.27) 5(1.03)

(b)

Figure 4.3: Examples of a search tree formed by the (a) OHRSA-ML and (b) BW-OHRSA-ML SDM

detectors in the scenario of a system employing QPSK modulation, mt = nr = 3 transmit and receive

antennas and encountering average SNRs of 10dB. The labels indicate the order of execution, as well as the

corresponding valueJi(ši) of the CSC function of Equation (4.16), as seen in the brackets.
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4.2.2.1 Generalization of the BW-OHRSA-ML SDM Detector

In this section we generalize the result obtained in Section4.2.1 to the case of systems employing hyper-

rectangular modulation schemes, namelyM-QAM, where each modulated symbol belongs to a discrete

phasor constellationM = {cm}m=1,··· ,M. It is evident that each phasor pointcm of an M-QAM constella-

tion map may be represented as the inner product of a unique bit-based vectordm = {dml = −1, 1}l=1,··· ,b

and the correspondingquantisation vectorq. Specifically, we have

cm = qTdm. (4.45)

Some examples of the quantization vectors corresponding tothe modulation schemes of BPSK, QPSK,

16-QAM as well as 64-QAM are portrayed in Table 4.1.

Table 4.1: Examples of quantization vectors.

Modulation scheme qT

BPSK [1]

QPSK 1√
2
[1, ]

16QAM 1√
10

[1, 1, 2, 2]

64QAM 1√
42

[1, 1, 2, 2, 4, 4]

Furthermore, we define a(bmt × mt)-dimensionalquantization matrixQ = I ⊗ q, whereI is an(mt ×
mt)-dimensional identity matrix andq is the aforementionedquantization vector, while ⊗ denotes the

matrix direct product[150]. Consequently theM-QAM-modulated signal vectors may be represented as

s = Qt, (4.46)

wheret = [tT1, · · · , tTmt
]T is a column supervector comprising the bit-based vectorsti associated with each

transmitted signal vector componentsi. Substituting Equation (4.46) into the system model of Equation

(4.1) yields

y = HQt + w. (4.47)

Moreover, sincet is a real-valued vector, we can elaborate a bit further and deduce a real-valued system

model as follows

ỹ =




R{y}
I{y}



 =




R{HQ}
I{HQ}



t +




R{w}
I{w}



 = H̃t + w̃, (4.48)

whereH̃ is a real-valued(2nr × bmt)-dimensional bitwise channel matrix. Observe in Equation (4.47) that

the requirement of having constant-modulus symbols is satisfied by the modified system model of Equation
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Algorithm 11 Bit-Wise OHRSA-aided ML SDM Detector

H̃ =

[ R{HQ}
I{HQ}

]

(4.49a)

Sort{H̃}, such that ‖(H̃)1‖2 ≤ · · · ≤ ‖(H̃)r‖2 (4.49b)

G = (H̃HH̃ + σ2
wI) (4.49c)

U = CholeskyDecomposition(G) (4.49d)

x̂ = G−1H̃Hỹ (4.49e)

Calculate Jr (4.49f)

Unsort{t̂} (4.49g)

function Calculate Ji (4.49h)

ai =
mt

∑
j=i+1

uij(ťj − x̂j) (4.49i)

Sort{d}, such that φi(d1) < φi(d2), (4.49j)

where φi(d) = |uii(d − x̂i) + ai|2 (4.49k)

for m = 1, 2 do (4.49l)

ťi = dm (4.49m)

Ji = Ji+1 + φi(ťi) (4.49n)

if Ji < Jmin then (4.49o)

if i > 0 then Calculate Ji−1 (4.49p)

else

Jmin = J0 (4.49q)

t̂ = ť (4.49r)

end if

end if

end for

end function

(4.47), since we have|ti|2 = 1 and thus the method described in Section 4.2.1 and summarized in Algorithm

10 is applicable for the evaluation of the bitwise ML estimate t̂ of Equation (4.47). Consequently, we apply

the following changes to Algorithm 10:

1. Include the evaluation of the bitwise channel matrixH̃ in (4.49a) and

2. Adjust the number of candidate bit values ofti to dm = {−1, 1} in (4.49l).

Hence we arrive at a new detection technique, namely the Bitwise OHRSA-aided ML SDM detector, which

is summarized in Algorithm 11.

In order to further explore the operation of Algorithm 11 letus consider the search tree diagram depicted

in Figure 4.4. The search-tree diagram depicted in Figure 4.4 corresponds to the scenario of a system, which

employs QPSK modulation andmt=nr=8 transmit and receive antennas, while operating at the average
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SNR of 6 dB. Each circular node in the diagram represents a bitcandidatěti. The bold and hollow nodes

denote the binary values of the bitťi = {−1, 1} assumed in the current step of the recursive search process.

The corresponding signal vector candidatesťi = {ťj}j=i,··· ,r of the transmitted bit-based signal vectort are

represented by the complete search branches starting at topnode 0 and ending at the bottom, namely at level

16 of the search tree. Furthermore, the values of the CSC function Ji(ťi) associated with each branchťi of

the search tree of Figure 4.4 are indicated by both the colourand thickness of the transitions connecting each

child or descendentnodeťi with the correspondingparentnodeťi+1. The reference scale of the objective

function values ranging fromJ = 0 at the top tree level 0 to a value ofJ = 2.6 at the bottom tree level 16

is depicted on the left of Figure 4.4. For instance, the first attained signal candidate associated with the left-

most search branch of Figure 4.4 may be associated with the 16-bit binary vectořt1 = [0111101000110111].

As suggested by the bottom node of the left-most search branch in Figure 4.4, the corresponding value of the

objective function isJ1 = J(ť1) ≈ 2.6. Subsequently, only the specific branches of the search treehaving

their objective function valuesJi(ťi) below J1 are pursued. The second candidate solution attained by the

search tree of Figure 4.4 is constituted by a binary vectorť2 = [0111101000100101], which differs from

the first candidatět1 in its last five bits and has the associated objective function value ofJ2 = J(ť2) ≈ 2.1.

Finally, the ML solution is constituted by the last search branch, reaching the bottom level 16 of the search

tree in Figure 4.4, namely the binary vectorťML = [1111001110100101] associated with the corresponding

objective function value ofJML = J(ťML) ≈ 1.7. Observe that the ML solution is attained in 139 evaluation

steps in comparison to the216 = 65536 evaluation steps required by the exhaustive ML search.
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1

0

2

0.17

3

0.34

4

0.52

5

0.69

6

0.86

7

1.04

8

1.21

9

1.38

10

1.56

11

1.73

12

1.91

13

2.08

14

2.25

15

2.43

16

2.6

0

139

Figure 4.4: Example of a search tree formed by the BW-OHRSA method of Algorithm 11 in the scenario

of QPSK,mt=nr=8 and an average SNR of 6 dB. Each circular node in the diagram represents a subvector

candidatěti = {ťj}j=i,··· ,r of the transmitted bit-based signal vectort. The bold and hollow nodes denote

the duo-binary values of the bitťi = {−1, 1} assumed. The corresponding value of the CSC functionJi(ťi)

quatified in Equation (4.17b) is indicated by both the color and the thickness of the transitions connecting

each child noděti with the corresponding parent nodeťi+1. The ML solution is attained in 139 evaluation

steps in comparison to the216 = 65536 evaluation steps required by the exhaustive ML search.
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4.2.3 OHRSA-aided Log-MAP SDM Detection

It is evident [28] that the BER associated with the process ofcommunicating over a noisy fading MIMO

channel can be dramatically reduced by means of employing channel coding. A particularly effective chan-

nel coding scheme is constituted by thesoft-input soft-outputturbo coding method [26]. Turbo coding,

however, requiressoft information concerning the bit decisions at the output of the SDM detector, in other

words thea posteriorisoft information regarding the confidence of the bit-decision is required.

The derivation of an expression for the low-complexity evaluation of the soft-bit information associated

with the bit estimates of the SDM detector’s output characterized by Equation (4.5) is given in [28]. Here,

we present a brief summary of the results deduced in [28].

The probability of themth bit of the QAM symbol transmitted from theith transmit antenna element is

determined by thelikelihood function, which may be expressed as follows [136]

P(bim) = ∑
š∈M1;mt

im

P(š)p(y|š, H), (4.50)

where we define

Mb;mt
im =

{

š = (š1, · · · , šmt)
T; šj ∈ M for j 6= i, ši ∈ Mb

m

}

(4.51)

andMb
m denotes the specific subset of the entire setM of modulation constellation phasors, which com-

prises the bit valueb = {0, 1} at themth bit position.

Correspondingly, the soft-bit value associated with themth bit of the QAM symbol transmitted from the

ith transmit antenna element is determined by the log-likelihood ratio (LLR) values defined in [136] as

Lim = log
P(bim = 1)

P(bim = 0)
= log

∑
š∈M1;mt

im

P(š)p(y|š, H)

∑
š∈M0;mt

im

P(š)p(y|š, H)
. (4.52)

However, the direct calculation of the accumulatea posterioriconditional probabilities in the nominator

and denominator of Equation (4.52) may have an excessive complexity in practice. Fortunately, as advocated

in [28], the LLR values characterized in Equation (4.52) maybe closely approximated as follows

Lim ≈ log





max
š∈M0;mt

im

P(š)p(š|y, Ĥ)

max
š∈M0;mt

im

P(š)p(š|y, Ĥ)



 , (4.53)

where we assume equiprobable transmitted phasorsš and hence may elaborate a little further. Namely, we

have

Lim ≈ log
p(y|š1

im, H)

p(y|š0
im, H)

, (4.54)

where we define

šb
im = arg max

š∈Mb;mt
im

p(y|š, H), b = 0, 1. (4.55)



4.2.3. OHRSA-aided Log-MAP SDM Detection 135

As suggested by the nature of Equation (4.54), the detectionprocess employing the objective function deter-

mined by Equations (4.54) and (4.55) is usually referred to as the Logarithmic MaximumA Posteriori(Log-

MAP) probability detector.

A practical version of the Log-MAP detector may be derived asfollows. Substituting Equation (4.4)

into Equations (4.52) and (4.50) yields

P(bim) = ∑
š∈Mb;mt

im

exp

(

− 1

nrσ2
w

‖y − Hš‖2

)

(4.56)

and

Lim = log
∑

š∈M1;mt
im

exp
(

− 1
nrσ2

w
‖y − Hš‖2

)

∑
š∈M0;mt

im

exp
(

− 1
nrσ2

w
‖y − Hš‖2

) , (4.57)

respectively. Note that Equation (4.57) involves two summations over2rmt−1 exponential functions. This

operation may potentially impose an excessive computational complexity for large values ofmt and/orr.

However, as demonstrated in [28], the expression in (4.57) may be closely approximated by a substantially

simpler expression, namely by

Lim ≈ 1

nrσ2
w

[

‖y − Hš0
im‖2 − ‖y − Hš1

im‖2
]

, (4.58)

where we have

šb
im = arg min

š∈Mb;mt
im

‖y − Hš‖2, b = 0, 1, (4.59)

and again,Mb;mt

im denotes the specific subset of the entire setMmt of signal vector candidates associated

with the modulation scheme employed, which comprises the bit valueb = {0, 1} at themth bit position of

the ith signal vector component.

The Log-MAP detector defined by Equations (4.58) and (4.59) may be applied for obtaining the soft-bit

information associated with the bitwise OHRSA ML SDM detector derived in Section 4.2.2. Consequently,

substituting the bitwise system model of Equation (4.47) into (4.58) and (4.59) yields

Li ≈
1

nrσ2
w

[

‖y − H̃ť0
i;min‖2 − ‖y − H̃ť1

i;min‖2
]

, (4.60)

where we have

ťb
i;min = arg min

ť∈Dm;r
i

‖y − H̃ť‖2, b = 0, 1 (4.61)

andDb;r
i denotes the subset of the entire setDr of (r = mt log2 M)-dimensional bitwise vectors, which

comprise the binary valuěti = db = {−1, 1} at theith bit position.
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Furthermore, substituting the bitwise objective functionof Equation (4.58) into (4.60) yields

Li ≈
1

nrσ2
w

[

J(ť0
i;min) + φ − J(ť1

i;min)− φ
]

=
1

nrσ2
w

[

J(ť0
i;min) − J(ť1

i;min)
]

, (4.62)

whereťm
i;min and the corresponding cost function valueJ(ťm

i;min) may be obtained by applying the constrained

OHRSA-aided ML detection method derived in Section 4.2.2.

Consequently, the evaluation of the bitwise Max-Log-MAP estimates of the transmitted bitwise signal

vector t involves repetitive evaluation of2r constrained ML estimateštm
i;min along with the associated2r

values of the objective functionJ(ťm
i;min).

Example 4. OHRSA-Log-MAP BPSK 3x3

Consider a BPSK system havingnr = mt = 3 transmit and receive antennas, which is described by

Equation (4.1). The transmitted signals, received signaly as well as the channel matrixH of Equation (4.1)

are exemplified by the following values

s =








−1

1

1








, y =








0.2

0.3

−0.5








, H =








0.1 −1 1.1

−0.2 0.7 −0.7

0.4 0.5 −0.5








. (4.63)

Observe that the channel matrixH of Equation (4.63) happens to bebest-firstordered and does not require

any further reordering. Furthermore, in our scenario of BPSK modulation the channel matrixH of Equation

(4.63) is equivalent to the bitwise channel matrixH̃ of Algorithm 12.

Subsequently, our task is to obtain the Log-MAP estimate of the transmitted signal vectort = s. We

apply the OHRSA-Log-MAP method of Algorithm 12. Firstly, weevaluate the triangular matrixU of Equa-

tion (4.82d) as well as the unconstrained MMSE estimatex̂ of Equation (4.82e). The resultant quantities are

given by

U =








0.56 −0.07 0.09

0 1.35 −1.35

0 0 0.46








, x̂ =








−0.80

−0.01

0.13








. (4.64)

Secondly, as further suggested by Algorithm 12, for each transmitted bitwise symbolti we calculate the

quantitiesJ(ť−1
i;min) and J(ť1

i;min) corresponding to the values of the cost functionJ(ť) of Equation (4.82o)

associated with the constrained ML estimates of the transmitted bitwise vectort with the ith bit-component

assuming values of−1 and1, respectively.

For instance, the cost function valueJ(ť−1
1;min) associated with the ML estimate of the bitwise signal
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vectort constrained by bit-component valueť1 = −1 may be calculated as follows

J3(ť3 = 1) = |u33(ť3 − x̂3)|2 = (0.46(1 − (0.13)))2 = 0.16,

a2(ť3 = 1) = u23(ť3 − x̂3) = −1.35(1 − (0.13)) = −1.17,

J2(ť2 = 1, ť3 = 1) = J3(ť3 = 1) + |u22(ť2 − x̂2) + a2|2

= 0.16 + |1.35(1 − (−0.01)) + (−1.17)|2 = 0.20. (4.65)

Furthermore, we have

a1(ť2 = 1, ť3 = 1) = u12(ť2 − x̂2) + u13(ť3 − x̂3)

= −0.07(1 − (−0.01)) + 0.09(1 − (0.13)) = 0.00,

J(ť−1
1;min) = J1(ť1 = −1, ť2 = 1, ť3 = 1)

= J2(ť2 = 1, ť3 = 1) + |u11(ť1 − x̂1) + a1|2

= 0.20 + |0.56(−1 − (−0.80)) + (0.00)|2 = 0.21. (4.66)

Observe that for the sake of brevity we omit the calculation of the CSC values outside the major search

branch of Algorithm 12,i. e. outside the search branch leading to the constrained ML estimate. The

corresponding search tree formed by the evaluation of the value of J(š−1
1;min) using Algorithm 12 is depicted

in Figure 4.5(a). Furthermore, Figures 4.5 (b)-(f) illustrate the search trees formed by the search sub-

processes of Algorithm 12 corresponding to the remainingfivevalues
{

J(šb
i;min)

}b=−1,1

i=1,··· ,3
.

Finally, upon completing the calculation of allsix values
{

J(šb
i;min)

}b=−1,1

i=1,··· ,3
we arrive at the following

matrix

Ĵ =
{

J(šb
i;min)

}b=−1,1

i=1,··· ,3
=








0.21 1.21

0.33 0.21

0.33 0.21








, (4.67)

where the elements of the matrixĴ, which we refer to as Minimum Cost Function (MCF) matrix, aredefined

as Ĵij = J(š
bj

i;min). Consequently, thesoft-bit vector representing the Log-MAP estimate of the transmitted

bitwise signal vectort may be expressed as

L =
1

σ2
w

[
(Ĵ)1 − (Ĵ)2

]
=








−9

1.2

1.2








, (4.68)

where(Ĵ)j denotes thejth column of the MCF matrix̂J defined in Equation (4.67).
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Figure 4.5: Example of search trees formed by the OHRSA-Log-MAP SDM detector of Algorithm 12 in

the scenario of a system employing BPSK modulation,mt = nr = 3 transmit and receive antennas and

encountering average SNRs of 10dB. The labels indicate the order of visitation, as well as the corresponding

valueJi(ťi) of the CSC function of Equation (4.82o), as seen in the brackets.
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Example 5. OHRSA Approximate Log-MAP BPSK 3x3

Again, consider a BPSK system identical to that described inExample 4. Specifically, we have a(3 × 3)-

dimensional real-valued linear system described by Equation (4.1) with the corresponding transmitted signal

s, the received signaly and the channel matrixH described in Equation (4.63). In this example we would

like to demonstrate an alternative search paradigm, which avoids the repetitive process characterized by

Algorithm 12 and examplified in Figure 4.5 of Example 4, whileobtaining a similar result.

Firstly, we apply the OHRSA-ML method of Algorithm 11. The triangular matrixU of Equation (4.49d)

as well as the unconstrained MMSE estimatex̂ of Equation (4.49e) are similar to those evaluated in Example

4 and are characterized by Equation (4.64). The resultant search process is characterized by the search tree

diagram portrayed in Figure 4.6(a).

Additionally, however, we define a(3× 2)-dimensional Minimum Cost Function (MCF) matrixĴ, which

will be used for evaluation of the soft-bit information, andassign to it an initial value of̂J = J0 1, where1 is

a (3 × 2)-dimensional matrix of ones andJ0 ≫ γ is some large constant, which should be greater than the

average SNR ofγ = 10 encountered. For instance let us assumeJ0 = 100. Subsequently, the cost-function-

related matrix̂J is updated according to a procedure to be outlined below eachtime when the search branch

forming the search tree portrayed in Figure 4.6(a) is terminated, regardless whether its termination occured

due to reaching the final recursive index value ofi = 1, or owing to exceeding the minimum value of the

cost functionJmin. More specifically, we update the elements of the matrixĴ corresponding to the bitwise

symbolsťj, j = i, · · · , 3 constituting the bitwise subvector candidateťi associated with the particular search

branch, as outlined below

Ĵjbj
= min

{

Ĵjbj
, Ji(ťi)

}

, j = i, · · · , 3, ťj = {−1, 1}bj
. (4.69)

For instance, upon completing the first, left-most search branch depicted in Figure 4.6(a) and associated

with the transmitted signal candidateť =
[

−1 1 1
]T

, namely upon reaching the node number 3 of the

search tree, the following update of the MCF matrixĴ is performed

Ĵ11 = min
{

Ĵ11, J(ť)
}

= min {100, 0.21} = 0.21

Ĵ22 = Ĵ32 = min {100, 0.21} = 0.21. (4.70)

Consequently, the matrix̂J becomes

Ĵ(3) =








0.21 100

100 0.21

100 0.21








(4.71)
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Furthermore, the states of the MCF matrix corresponding to the search steps 4, 5 and 6 of Figure 4.6(a) are

Ĵ(4) =








0.21 1.21

100 0.21

100 0.21








, Ĵ(5) =








0.21 1.21

6.45 0.21

100 0.21








, Ĵ(6) =








0.21 1.21

6.45 0.21

0.27 0.21








. (4.72)

Finally, by substituting the resultant value of the MCF matrix Ĵ(6) into Equation (4.68) we obtain the

following soft-bit estimate of the transmitted bitwise signal vectort

La =








−9

62.39

0.60








. (4.73)

Observe that the soft-bit estimateLa of Equation (4.73) appears to be considerably more reliablethan

the MMSE estimatêx of Equation (4.64). Specifically, as opposed to the MMSE estimate x̂ in Equation

(4.19) the direct slicing of the soft-bit estimateLa results in the correct signal vectors of Equation (4.63).

Moreover, the soft-bit estimateLa provides further information concerning the reliability of each estimated

bit, albeit the resultant soft-bit information of Equation(4.73) substantially deviates from the more reliable

exact Log-MAP estimateL given by Equation (4.68).

Fortunately, however, the precision of the soft-bit estimate La may be readily improved. Specifically,

we introduce an additional parameterρ, which will allow us to control the rate of convergence in thesearch

process of Algorithm 11 by increasing the threshold value ofthe CSC function, which controls the passage

of the recursive search process throughlow likelihoodsearch branches having CSC function valuesJi(ťi) in

excess ofρJmin, as opposed toJmin of Equation (4.49o) in Algorithm 11. Let us now execute the modified

OHRSA-ML method of Algorithm 11, where the conditionJi < Jmin of Equation (4.49o) is replaced by the

corresponding condition ofJi < ρJmin.

The search trees formed by the execution of the modified Algorithm 11 in the scenarios of setting (b)

ρ = 1.3 and (c)ρ = 2.0 are depicted in Figures 4.5 (b) and (c), respectively. Furthermore, the convergence

of the MCF matrixĴ as well as the resultant soft-bit estimateL in both scenarious may be characterized as

follows

(b) Ĵ(7) =








0.21 1.21

0.31 0.21

0.31 0.21








, Ĵ(8) =








0.21 1.21

0.31 0.21

0.31 0.21








, Lb =








−9

0.99

0.99








(4.74)

and

(c) Ĵ(8) =








0.21 1.21

0.33 0.21

0.33 0.21








, Ĵ(10) =








0.21 1.21

0.33 0.21

0.33 0.21








, Lc =








−9

1.2

1.2








, (4.75)
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where as before,̂J(n) denotes the state of the MCF matrix at search stepn corresponding to thenth node

of the search tree in Figures 4.5 (b) and (c). Note that the search processes characterized by Figures 4.5 (b)

and (c) merely expand the search process portrayed in Figure4.5(a). Consequently, for the sake of brevity,

the corresponding Equations (4.74) and (4.75) depict only the extra states of the MCF matrix introduced by

the expanded search procedure. For instance, the statesĴ(10) and Ĵ(8) of Equation (4.75) complement the

stateĴ(7) of Equation (4.74), as well as the statesĴ(6), Ĵ(5), Ĵ(4) and Ĵ(3) of Equations (4.71) and (4.72),

respectively.

Finally, by comparing the resultant soft-bit estimatesLa,Lb andLc of Equations (4.73), (4.74) and

(4.75) corresponding to the scaling values ofρ = 1.0, 1.3 and2.0 to the corresponding Log-MAP estimate

L of Equation (4.68), we may hypothesize that the value of the soft-bit estimate obtained by the modified

OHRSA-ML method of Algorithm 11 rapidly converges to the Log-MAP estimate of the OHRSA-Log-

MAP method of Algorithm 12 upon increasing the value of the parameterρ. As expected, there is a tradeoff

between the accuracy of the soft-bit information obtained and the corresponding computational complexity

associated with the particular choice ofρ. In the next section we will generalize the results obtainedin this

example and substantiate the aforementioned convergence-related hypothesis, as well as deduce the optimal

value of the associated scaling parameterρ.
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Figure 4.6: Example of the search trees formed by the modified OHRSA-ML SDM detector of Algorithm

11 using different values of the parameterρ, namely, (a)ρ = 1.0, (b) 1.3 and (c)2.0. We consider a system

employing BPSK modulation,mt = nr = 3 transmit and receive antennas and encountering an average

SNR of 10dB. The labels indicate the order of evaluation, as well as the corresponding valueJi(ši) of the

CSC function of Equation (4.16), as seen in the brackets.
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4.2.4 Soft-Input Soft-Output Max-Log-MAP SDM Detection

The OHRSA aided Max-Log-MAP SDM detection method outlined in Section 4.2.3 may be easily adopted

for the sake of expoiting anya priori bit-related soft information available. More specifically, in Section

4.2.3 we assumed having equiprobable transmitted phasorsš. Correspondingly, in order to accommodate

any availablea priori probability informationP(ťi) associated with the estimated bit valuesti, i = 1, · · · , r,

Equations (4.60) and (4.61) may be modified as follows

Li ≈
1

σ2
w

[

‖y − H̃ť0
i;min‖2 − ‖y − H̃ť1

i;min‖2
]

, (4.76)

and

ťb
i;min = arg min

ť∈Dm;r
i

{

−log(P(ť)) +
‖y − H̃ť‖2

σ2
w

}

, b = 0, 1, (4.77)

where, again,Db;r
i denotes the subset of the entire setDr of (r=mt log2 M)-dimensional bitwise vectors,

which comprise the binary valuěti = db = {−1, 1} at theith bit position.

In practice, the probability-related soft information associated with the estimated bit-valuesti is con-

veyed using the LLR valuesLi. Correspondingly logorithm of the probability valuelog(P(ť)) of Equation

(4.61) may be calculated as follows [26]

log(P(ť)) = ∑
i

P(ťi), (4.78)

where we have

P(ťi = −1) = JacLog(0,Li) (4.79)

and

P(ťi = 1) = 1 − JacLog(0,Li), (4.80)

whereJacLog(·) denotes the Jacobian logarithm [151] defined asJacLog(a, b) = log(ea + eb).

The resultanta priori probility valuesP(ťi) may be incorporated the OHRSA SDM detector of Algo-

rithm 11. Namely, cost function constituentφi of Equation (4.49k) is redefined for the sake of accomodating

thea priori log-probabilistic informationP(ťi) as follows

φi(d) = |uii(d − x̂i) + ai|2 − σ2
wP(ťi). (4.81)

The pseudo-code describing the implementation of the bitwise soft-input-soft-output OHRSA Max-Log-

MAP SDM detector is summarized in Algorithm 12.

Clearly, the repetitive nature of the search process entailing Equations (4.82f,i-r) in Algorithm 12 and ex-

emplified by Example 4 imposes a substantial increase in the associated computational complexity. Hence,
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Algorithm 12 Bitwise SISO-OHRSA-LogMAP SDM Detector

H̃ =

[ R{HQ}
I{HQ}

]

(4.82a)

Sort{H̃}, such that ‖(H̃)1‖2 ≤ · · · ≤ ‖(H̃)mt‖2 (4.82b)

G = (H̃HH̃ + σ2
wI) (4.82c)

U = CholeskyDecomposition(G) (4.82d)

x̂ = G−1H̃Hỹ (4.82e)

for i = 1, · · · , r

Lim =
1

σ2
w

[

J0
i;min − J1

i;min

]

(4.82f)

end for

Unsort{Li}i=1,··· ,r (4.82g)

function Calculate Jb
k;i (4.82h)

ai =
mt

∑
j=i+1

uij(ťj − x̂j) (4.82i)

if i = k then

d0 = {−1, 1}b (4.82j)

else

Sort{dm = −1, 1}, (4.82k)

such that φi(d0) < φi(d1), (4.82l)

where φi(dm) = |uii(dm − x̂i) + ai|2 − σ2
wP(ťi) (4.82m)

end if

for m = 0, 1 do

ťi = dm (4.82n)

Jk;i = Jk;i+1 + φi(dm) (4.82o)

if Ji < Jmin then (4.82p)

if i > 0 then Calculate Jb
k;i−1 (4.82q)

else

Jmin = Jb
k;min = Jb

k;0 (4.82r)

end if

end if

if i = k then break for loop

end for

end function
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in the next section we derive an OHRSA-aided approximate Log-MAP method, which is capable of ap-

proaching the optimum Log-MAP performance, while avoidingthe repetitive evaluation of Equation (4.82f)

in Algorithm 12 and therefore imposes considerably reducedcomplexity requirements.

4.2.5 Soft-Output Optimized Hierarchy-Aided Approximate Log-MAP SDM Detection

Let us define the(r × 2)-dimensional Bitwise Minimum Cost (BMC) function matrixĴ having elements as

follows

Ĵib = J(t̂b
i ), i = 1, · · · , r, b = −1, 1, (4.83)

wheret̂b
i is defined by Equation (4.59). Using the BMC matrix of Equation (4.83), Equation (4.62) may also

be expressed in a vectorial form as

L =
1

σ2
w

[
(Ĵ)1 − (Ĵ)2

]
, (4.84)

where, as before,(Ĵ)b denotes thebth column of the matrix̂J having elements defined by Equation (4.83).

Consequently, in order to evaluate the bit-related soft information we have to populate the BMC matrix

Ĵ of Equation (4.83) with the corresponding values of the costfunction of Equation (4.83). Observe, that

the evaluation of the ML estimatêt will situate half elements of the cost matrixĴ with the corresponing

minimum value of the cost function associated with the ML estimate, such that we have

Jib = J(t̂), i = 1, · · · , r, b = t̂i. (4.85)

Subsequently, let us introduce the following adjustments to Algorithm 11. Firstly, we introduce an additional

parameterρ, which we refer to as thesearch radius factor. More specifically, the parameterρ allows us to

control the rate of convergence for the tree search process of Algorithm 11 and affects the cut-off value

of a CSC function, which limits the passage of the recursive search process throughlow-likelihood search

branches having the a CSC function valueJi(ťi) in excess ofρJmin, as opposed toJmin. Thus, the following

rule replaces Rule 4 of Section 4.2.1.1.

Rule 4a At each recursive detection leveli, only the high-probability search branches correspondingto

the highly likely symbol candidatescm resulting in low values of the CSC function obeyingJi(cm) < ρJmin

are pursued. Furthermore, as follows from the sorting criterion of the optimisation Rule 2, as soon as the

inequality Ji(cm) > ρJmin is sutisfied, the search loop at theith recursive detection level is discontinued.

Secondly, we introduce an additional rule, which facilitates the evaluation of the elements of the BMC

matrix Ĵ of Equation (4.83). Explicitly, we postulate Rule 5.
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Rule 5 At each arrival at the bottom of the search tree, which corresponds to search level 1, the resultant

value of the branch cost functionJ(ť) is utilized to populate the elements of the BMC matrixĴ, which

correspond to the bitwise signal componentsťi comprising the obtained signal candidateť. Namely, we

have

Ĵib = min{ Ĵib, J(ť)}, i = 1, · · · , r, b = ťi. (4.86)

Subsequently, we suggest that the evaluation of the BMC matrix Ĵ, which is performed in the process

of the ML search of Algorithm 11 extended by Rule 4a and using Rule 5 will allow us to provide reliable

soft-bit information, while imposing a relatively low computational complexity. The main rationale of this

assumption will be outlined in our quantitative complexityand performance analysis portrayed in Section

4.2.5.1.

As we will further demonstrate in Section 4.2.5.1, the resultant approximate Log-MAP SDM detector

exhibits a particularly low complexity at high SNR values. On the other hand, at low SNR values the asso-

ciated complexity substantially increases. Consequently, in order to control the computational complexity

at low SNR values, we indroduce the additional complexity-control parameterγ. Our aim is to avoid the

computationally demanding and yet inefficient detection ofthe specific signal components, which have their

signal energy well below the noise floor. More specifically, we modify Equation (4.49p) of Algorithm 11

according to Rule 6.

Rule 6 The branching of the tree search described by Algorithm 11 istruncated, if the SNR associated

with the corresponding signal component is lower than the value of the complexity-control parameterγ. In

other words, the search along a given branch is truncated if we have‖Hi‖2

σ2
w

< γ.

Upon applying Rules 4, 5 and 6 in the context of the OHRSA-ML method of Algorithm 11, we arrive

at anapproximateOHRSA-Log-MAP SDM detector, which avoids the repetitive search required by the

OHRSA-Log-MAP SDM detector of Section 4.2.3. The resultantOHRSA-aided approximate Log-

MAP SDM detector, which we refer to as the Soft-output OPtimised HIErarchy (SOPHIE) SDM detector is

summarised in Algorithm 13.
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Algorithm 13 SOPHIE Approximate Log-MAP SDM Detector

H̃ =

[ R{HQ}
I{HQ}

]

(4.87a)

Sort{H̃}, such that ‖(H̃)1‖2 ≤ · · · ≤ ‖(H̃)r‖2 (4.87b)

G = (H̃HH̃ + σ2
wI) (4.87c)

U = CholeskyDecomposition(G) (4.87d)

x̂ = G−1H̃Hỹ (4.87e)

Calculate Jr (4.87f)

L =
1

σ2
w

[
(Ĵ)0 − (Ĵ)1

]
(4.87g)

Unsort{Li}i=1,··· ,r (4.87h)

function Calculate Ji (4.87i)

ai =
mt

∑
j=i+1

uij(ťj − x̂j) (4.87j)

Sort{d}, such that φi(d1) < φi(d2), (4.87k)

where φi(d) = |uii(d − x̂i) + ai|2 − σ2
wP(ťi) (4.87l)

for m = 1, 2 do (4.87m)

ťi = dm (4.87n)

Ji = Ji+1 + φi(ťi) (4.87o)

if Ji < ρJmin then (4.87p)

if i > 0 and
‖(H̃)i‖2

σ2
w

> γ then (4.87q)

Calculate Ji−1 (4.87r)

else

Jmin = min(Ji, Jmin) (4.87s)

for j = 1, · · · , r (4.87t)

Ĵjťj
= min{ Ĵjťj

, J(ť)}, j = 1, · · · , r (4.87u)

end for (4.87v)

end if

end if

end for

end function



4.2.5. Soft-Output Optimized Hierarchy-Aided Approximate Log-MAP SDM Detection 148

1
0

2
0.17

3
0.34

4
0.52

5
0.69

6
0.86

7
1.04

8
1.21

9
1.38

10
1.56

11

1.73

12
1.91

13
2.08

14
2.25

15
2.43

16
2.6

0

307

Figure 4.7: Example of a search tree formed by the SOPHIE SDM detector of Algorithm 11 in the scenario

of QPSK,mt = nr = 8 and an average SNR of 6 dB. The approximate Log-MAP solution is attained in

307 evaluation steps in comparison to32 · 215 = 1, 048, 576 evaluation steps required by the exhaustive

Log-MAP search. For more details on the notations employed in the diagram see the caption of Figure 4.4.
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4.2.5.1 SOPHIE Algorithm Complexity Analysis.

As it was pointed out in [28] , “the brute-force” ML SDM detection method does not provide a feasible

solution to the generic SDM detection problem, as a result ofthe excessive associated computational com-

plexity. More explicitly, the ML SDM detector advocated in [28] has a computational complexity, which is

of the order of

CML = O{Mmt · (3nr + 2nrmt)}, (4.88)

where3nr + 2nrmt is the complexity associated with a single search step, namely with the evaluation of the

objective function value‖Hš − y‖2, while Mmt is the number of legitimate candidates of the transmitted

signal vectors. Clearly, the order of complexity imposed by Equation (4.88) becomes excessive for a

large number of transmit antennas,e.g. in the case of employing 16QAM andmt = nr = 8 transmit

and receive antennas, where the computational complexity associated with ML detection is of the order of

107 complex operations per channel use, or109 complex operations per OFDM symbol formed byK =

128 subcarriers. Furthermore, the evaluation of the soft-bit information required by an efficient turbo-

decoder implementation imposes a further substantial increase of the associated computational complexity.

Specifically, the soft-output Log-MAP SDM detector advocated in [28] has a computational complexity,

which is of the order of

CLM = O{mt log2M · 2mt log2 M−1 · (3nr + 2nrmt)}. (4.89)

On the other hand, the MMSE SDM detector derived in [28] constitutes the low-complexity SDM de-

tector. The complexity imposed by the MMSE SDM detector of [28] may be shown to be of the order

of

CMMSE = O{m3
t + mtn

2
r + m2

t nr + mtnr}. (4.90)

Clearly, the MMSE SDM detector’s complexity is substantially lower than that associated with the ML

or Log-MAP SDM detectors. Specifically,e.g. only 1600 complex operations are required for detecting

16QAM signals transmitted and received bymt = nr = 8 transmit and receive antennas. Unfortunately,

however, as it was demonstrated in [28] the achievable performance exhibited by the linear MMSE SDM

detector is considerably lower than that attained by the optimal Log-MAP SDM detector advocated in [28] .

Moreover, linear SDM detectors, such as the MMSE detector does not allow for the high-integrity detection

of signals in the over-loaded scenario, where the number of the transmit antennas exceeds that of the receive

antennas.

Consequently, in Sections 4.2.2, 4.2.3 and 4.2.5 we have derived a family of methods, which com-

bine the advantageous properties of the ML and Log-MAP detection, while imposing a substantially lower
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complexity. In this section we demonstrate that the computational complexity associated with the SOPHIE-

aided Log-MAP SDM detector of Algorithm 13 is in fact only slightly higher than that imposed by the

low-complexity MMSE SDM detector advocated in [28] , while its performance is virtually identical to the

performance of the Log-MAP SDM detector [28] .

The direct calculation of the complexity associated with the OHRSA methods of Algorithms 11, 12 and

13 is infeasible, since the complexity a random variable, which is a function of several parameters, such as

the numbermt andnr of transmit and receive antennas, the average SNR encountered as well as the value

of the parameterρ in Algorithm 13. Therefore, we perform the corresponding complexity analysis using

computer simulations.
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Figure 4.8: (a) Computational complexity quantified in terms of the total number of real multiplica-

tions and additions per detected QPSK symbol and (b) the correspondingBER exhibited by the rate half

turbo-codedSDM-QPSK-OFDM system employing the different SDM detection methods considered at

SNR=6dB. The abscissa represents the numbermt = nr = 1, · · · , 8 of transmit and receive antenna ele-

ments. We employ COST-207 BU channel model [119]. We employ COST-207 BU channel model [119].

Additional system parameters are summarized in Table 1.4.

Figure 4.8(a) illustrates our comparison between the computational complexity required by different

SDM detection methods, namely the linear MMSE detector advocated in [28] , the SIC detector of [28,

pp.754-756] , the exhaustive search-based ML and Log-MAP detectors of [28] as well as the OHRSA-

aided ML, Log-MAP and SOPHIE SDM detectors of Algorithms 11,12 and 13, respectively. The results

depicted in Figure 4.8(a) correspond to thefully-loadedscenario, where we havemt = nr transmit and

receive antennas. Observe that the complexity associated with both the OHRSA-ML and SOPHIE SDM

detectors is only slightly higher than that imposed by the MMSE SDM detector and is in fact lower than the
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complexity imposed by the SIC SDM detector.

Furthermore, the achievable performance of the SDM-OFDM system employing the different SDM

detection methods considered is depicted in Figure 4.8(b).Observe that both the OHRSA-Log-MAP and

SOPHIE SDM detectors considerably outperform the linear MMSE detector. Moreover, the associated BER

decreases upon increasing the number of transmit and receive antennasmt = nr, which suggests that as

opposed to both the MMSE and the SIC SDM detectors, the OHRSA-Log-MAP SDM detector is capable of

achieving spatial diversity even in thefully-loadedsystem. In other words, it is capable of simultaneously

achieving both multiplexing and diversity gains, while maintaining a low computational complexity.

The relatively low performance of the OHRSA-ML SDM detectormay be attributed to the fact that it

produces no soft-bit information and therefore the efficiency of the turbo code employed is substantially

degraded. Moreover, observe that while the SIC SDM detectoroutperforms its MMSE counterpart at high

SNR values [28], the achievable performance of the two methods is fairly similar at low SNR values, such

as 6dB.
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Figure 4.9: Computational complexityquantified in terms of the total number of real multiplications and

additions per detected QPSK symbol. We consider theOHRSA-ML, OHRSA-Log-MAP andSOPHIE

SDM detection methods of Algorithms 11, 12 and 13, respectively. Additionally, we show the correspond-

ing computational complexity required by the low-complexity linear MMSE SDM detector as well as the

optimum exhaustive Log-MAP detector. The abscissa represents the average SNR encountered.

Additionally, Figure 4.9 illustrates the complexity imposed by the OHRSA methods of Algorithms 11,

12 and 13 as a function of the average SNR encountered. Figures 4.9 (a) and (b) portray the average

complexity encountered in the scenatios ofmt = nr = 8 andmt = 8, nr = 4 transmit and receive antennas,
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respectively. Observe that the complexity associated withboth the OHRSA-ML and SOPHIE methods of

Algorithms 12 and 13 is mainly determined by the numbermt of transmit antennas employed. Furthermore,

the complexity associated with the SOPHIE method closely matches that exhibited by the OHRSA-ML

method at high SNR values and the complexity exhibited by both methods is only slightly higher than the

complexity exhibited by the low-complexity MMSE SDM detector.

4.2.5.2 SOPHIE Algorithm Performance Analysis
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Figure 4.10: Bit Error Rate (top) and the associatedcomputational complexity per detected bit(botom)

exhibited by the4 × 4 16QAM-SDM-OFDM system employing theSOPHIE SDM detector of Algorithm

13 and assuming different values of search radius and searchresolution parameters (a)ρ and (b)γ. The

abscissa represents the averageEb/N0 recorded at the receive antenna elements. We employ COST-207 BU

channel model [119]. Additional system parameters are summarized in Table 1.4.

In this section we present our simulation results characterizing the SDM-OFDM system employing

the OHRSA-aided SDM detection schemes described in Section4.2. Our simulations were performed in

the base-band frequency domain and the system configurationcharacterised in Table 2.1 is to a large extent
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similar to that used in [38]. We assume having a total bandwidth of 800kHz. The OFDM system utilises 128

QPSK-modulated orthogonal subcarriers. For forward errorcorrection (FEC) we use12 -rate turbo coding

[26] employing two constraint-lengthK = 3 Recursive Systematic Convolutional (RSC) component codes

and the standard124-bit WCDMA UMTS turbo code interleaver of [131]. The octallyrepresented RCS

generator polynomials of (7,5) were used. Furthermore, we employ the eight-path urban non-line-of-sight

Bug Rayleigh-fading channel model characterised in [118].Finally, throughout this report we stipulate the

assumption of perfect channel knowledge, where the knowledge of the frequency-domain subcarrier-related

coefficientsH[n, k] is deemed to be available in the receiver.

Figure 4.10 characterises the achievable performance as well as the associated computational complexity

exhibited by the4 × 4 16QAM-SDM-OFDM system employing the SOPHIE SDM detector ofAlgorithm

13. More specifically, we analyse the associated performance versus complexity trade-offs of using various

values of the complexity-control parametersρ and γ. In Figure 4.10(a) we can observe how the achiev-

able BER performance (top) and the corresponding computational complexity depend on the value of the

parameterγ. Using the results depicted in Figure 4.10(a) we may conclude that the optimum choice of

the complexity-control parameterγ lies in the range0.5 − 0.8, where we have a minor BER performance

degradation of less than0.5 dB, while achieving up to two orders of magnitude complexityreduction at low

SNR values, when compared to the full-complexity SOPHIE algorithm assumingγ = 0.

On the other hand, Figure 4.10(b) portrays both the achievable BER performance and the associated

compexity of the4 × 4 16QAM-SDM-OFDM system for different values of the complexity-control pa-

rameterρ. We may conclude that the optimum trade-off between the attainable BER performance and the

associated complexity is achieved, when the value of the complexity-control parameterρ lies in the range of

1.3 − 1.5, where the BER performance degradation imposed does not exceed0.5 dB, while the associated

computational complexity is reduced by more than an order ofmagnitude, when compared to large values

of ρ, such as for instanceρ = 2.0.

Furthermore, Figure 4.11(a) demonstrates both the BER performance (top) and the associated computa-

tional complexity exhibited by the(8× 8) 4, 16 and 64QAM SDM-OFDM systems employing the SOPHIE

SDM detector of Algorithm 13. Figure 4.11(b) characterisesthe 16QAM-SDM-OFDM system employing

the SOPHIE SDM detector of Algorithm 13 and having a constantnumber ofnr = 4 receive antenna el-

ements in terms of its ability to detect the multiplexed signals arriving from various numbers of transmit

antenna elements. Specifically, we aim for exploring the performance of the SOPHIE SDM detector in the

overloaded system scenario, where the number of transmit antenna elements exceeds that of the receiver

elements and thus we havemt > nr. Indeed, the BER curves portrayed in Figure 4.11 (top) confirm the

near-Log-MAP performance of the SOPHIE SDM detector of Algorithm 13 in both systems employing

high-throughput modulation schemes as well as in the overloaded system scenario.
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Figure 4.12 characterizes the computational complexity imposed by the SOPHIE SDM detector of Al-

gorithm 13 as a function of the numbermt = nr of transmit and receive antennas. More specifically, we

consider three ranges of SNR values: low SNRs, the critical SNR, which corresponds to the “waterfall”

region of the BER versus SNR curve, as well as high SNRs, whichcorresponds to the error-free detection

region. In Figure 4.12 we may observe that the computationalcomplexity imposed by the SOPHIE detector

increases according to a polynomial law as a function of the number of transmit antennas for both high and

low SNRs.

Figure 4.13(a) demonstrates that the SDM-OFDM system employing the SOPHIE SDM detector of

Algorithm 13 is capable of exploiting the available MIMO channel’s multiplexing gain in the fully loaded

system scenario, when the number of the transmit antenna elementsmt is equal to that of the receiver antenna

elementsnr. More specifically, the results depicted in Figure 4.13(a) suggest that the SDM-OFDM SOPHIE

SDM detector havingmt = nr = 8 transmit and receive antennas exhibits an SNR-related diversity gain

of 2dB at the target BER of10−4, as well as a factor four higher throughput, when compared tothe same

system employing two antennas at both the transmitter and receiver.

Additionally, Figure 4.13(b) characterises the SDM-OFDM system employing the SOPHIE SDM detec-

tor of Algorithm 13 and having a constant number ofnr = 4 receive antenna elements in terms of its ability

to detect the multiplexed signals arriving from various numbers of transmit antenna elements. Specifically,

we aim for exploring the performance of the SOPHIE SDM detector in the over-loaded system scenario,

where the number of transmit antenna elements exceeds that of the receiver elements and thus we have

mt > nr. We can see that as opposed to the MMSE SDM detector [28] , the SOPHIE SDM detector exhibits

a good performance both when we havemt ≤ nr, as well as in the over-loaded system scenario, when the

number of transmit antenna elements exceeds the number of the receive antenna elements, i.e. when we

havemt > nr.
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Figure 4.11: Bit Error Rate (top) and the associatedcomputational complexity per detected bit(bottom)

exhibited by theSDM-OFDM system employing theSOPHIE SDM detector of Algorithm 13 and assuming

ρ = 1.3, γ = 0.8. (a) 8 × 8 system employing 4, 16 and 64 QAM, and (b) 16QAM system employing a

fixed number of 4 receive antennas, as well as 4, 6 and 8 transmit antennas. The abscissa represents the

averageEb/N0 recorded at the receive antenna elements. We employ COST-207 BU channel model [119].

Additional system parameters are summarized in Table 1.4.
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Figure 4.12: Computational complexity imposed by the MIMO-OFDM system employing the SOPHIE

SDM detector of Algorithm 13 and assumingρ = 1.3, γ = 0.8. The complexity is quantified in terms

of total number of real additions and multiplications as a function of the numbermt = nr of transmit

and receive antennas. We employ COST-207 BU channel model [119]. Additional system parameters are

summarized in Table 1.4.
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Figure 4.13: Bit Error Rate exhibited by theSDM-QPSK-OFDM system employingSOPHIE SDM

detector of Algorithm 13 in (a) fully-loaded scenario withmt = nr = 2, 4, 6 and8 transmit and receive

antennas, as well as (b) overloaded scenario with fixed number of nr = 4 receive antennas andmt =

3, 4, · · · , 8 transmit antennas. The abscissa represents the average value of Eb/N0 recorded at the receive

antenna elements and. We employ COST-207 BU channel model [119]. Additional system parameters are

summarized in Table 1.4.
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4.3 Conclusions

In this chapter we proposed a novel OHRSA-aided SDM detection method, which may be regarded as an

advanced extension of the CSD method. The algorithm proposed extends the potential range of applications

of the CSD methods, as well as reduces the associated computational complexity, rendering them a feasible

solution for implementation in practical systems.

Furthermore, we have shown that the OHRSA-aided SDM detector proposed combines the advantageous

properties of both the optimum-performance Log-MAP SDM detector and the minimum-complexity linear

MMSE SDM detector, which renders it an attractive alternative for implementation in practical systems.

More specifically, we have shown that the OHRSA-aided SDM detector proposed exhibits the following

advantageous properties 1–5 outlined in Section 4.2.

More specifically, the method can be employed in the over-loaded scenario, where the number of trans-

mit antenna elements exceeds that of the receive antenna elements, while the associated computational

complexity increases only moderately even in heavily overloaded scenarios and is almost independent of

the number of receive antennas. Furthermore, as opposed to standard CSD schemes [106], no calculation

of the sphere radius is required and therefore the method proposed is robust to the particular choice of the

initial parameters both in terms of the achievable performance and the associated computational complex-

ity. The overall computational complexity required is onlyslightly higher than that imposed by the linear

MMSE multiuser detector designed for detecting a similar number of users. Specifically, the computational

complexity per detected QAM symbol associated with both theMMSE and SOPHIE SDM detectors is of

the order ofO{m3
t }, wheremt is the number of transmit antennas. Finally, the associatedcomputational

complexity is fairly independent of the channel conditionsquantified in terms of the SNR encountered.
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Iterative Channel Estimation and Detection

for SDM-OFDM
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Figure 5.1: Schematic of an iterative turbo receiver employing an iterative decision-directed channel esti-

mator as well as an iterative detection and decoding module.

Despite the immense interest of both the academic and the industrial research communities, the con-

ception of a practical multiple-input multiple-output (MIMO) transceiver architecture, which is capable of

approaching the MIMO channel’s capacity in realistic channel conditions remains largely an open problem.

An important overview encompassing most major aspects of broadband MIMO-OFDM wireless commu-

nications including both channel estimation and signal detection, as well as time- and frequency-domain

synchronization was contributed by Stüberet al. [67]. Other important publications considering MIMO sys-

tems operating in realistic channel conditions include those by Münster and Hanzo [69], Liet. al. [66], Mai

et. al. [81], Ronenet. al. [116] as well as Qiaoet. al. [80]. Nevertheless, substantial contributions address-

ing all the major issues pertaining to the design of MIMO transceivers, namely error correction, space-time
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detection as well as channel estimation in realistic channel conditions remain scarce.

Against this background, in this chapter we would like to introduce an iterative, so calledturbo multi-

antenna-multi-carrier (MAMC) receiver architecture. Ourturbo receiver is illustrated in Figure 5.1. Fol-

lowing the philosophy of turbo processing [26], our turbo SDM-OFDM receiver comprises a succession of

detection modules, which iteratively exchange soft bit-related information and thus facilitate a substantial

improvement of the overall system performance.

More specifically, our turbo SDM-OFDM receiver comprises three major components, namely the soft-

feedback decision-directed channel estimator detailed inSection 2.9, followed by the soft-input-soft-output

OHRSA Log-MAP SDM detector derived in Section 4.2.3 as well as a classic parallel-concatenated soft-

input-soft-output turbo code [27]. Consequently, in this chapter we would like to analyze the achievable

performance of each individual constituent of our turbo receiver, as well as the achievable performance of

the entire iterative system. Our aim is to document the various design trade-offs, such as the achievable

error-rate performance, the attainable data-rate as well as the associated computational complexity.

Against this background, in this chapter we derive an iterative, so calledturbo multi-antenna-multi-

carrier (MAMC) receiver architecture. Our turbo receiver is illustrated in Figure 5.1. Following the philoso-

phy of turbo processing [26], our turbo SDM-OFDM receiver comprises a succession of detection modules,

which iteratively exchange soft bit-related information and thus facilitate a substantial improvement of the

overall system performance.

More specifically, our turbo SDM-OFDM receiver comprises three major components, namely, the soft-

feedback decision-directed channel estimator, discussedin detail in Section 2.9, followed by the soft-input-

soft-output OHRSA Log-MAP SDM detector derived in Section 4.2.3 as well as a soft-input-soft-output

serially concatenated turbo code [27]. Consequently, in this chapter we would like to analyze the achievable

performance of each individual constituent of our turbo receiver, as well as the achievable performance of

the entire iterative system. Our aim is to identify the optimum system configuration, while considering var-

ious design trade-offs, such as achievable error-rate performance, achievable data-rate as well as associated

computational complexity.

In Section 5.4.2.4 we demonstrate that our turbo SDM-OFDM system employing the MIMO-DDCE

scheme of Section 2.9 as well as the OHRSA Log-MAP SDM detector of Section 4.2.3 remains effec-

tive in channel conditions associated with high terminal speeds of up to 130 km/h, which corresponds to

the OFDM-symbol normalized Doppler frequency of 0.006. Additionally, we report a virtually error-free

performance for a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting an effective throughput of

8 MHz · 8 bits/s/Hz=64 Mbps and having a pilot overhead of only 10% atSNR of 7.5dB and a normalized

Doppler frequency of0.003, which corresponds to a mobile terminal speed of about 65 km/h.
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5.2 Turbo Forward Error Correction Coding
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Figure 5.2: Scematic of an iterative turbo decoder employing two parallelly-concatenated RSC codes.

The family of the so-calledturbo codes was first introduced by Berrouet. al. [27, 152, 153]. The

properties of turbo codes have been extensively studied in the context of various system architectures by

a multiplicity of authors, for instance Benedetto [154], Battail [155], Ömeret. al. [156] as well as Hanzo

et. al. [26]. The plausible conclusion of these studies was that turbo codes are capable of approaching the

capacity, while imposing a realistic computational complexity.

Consequently, at the first stage of our iterative turbo receiver architecture illustrated in Figure 5.1 we em-

ploy a turbo decoder. The detailed structure of the turbo decoder considered is depicted in Figure 5.2. More

specifically, our turbo decoder is constituted by a pair of parallel-concatenated soft-input-soft-output (SISO)

RSC decoders, which iteratively exchange information-bit-related extrinsic information in the form of LLR

valuesLex for the sake of attaining the highest possible reliability of the decoded information-carrying bits.

In this treatise we employed two rate-1
2 punctured RSC codes [156]. Observe that the parallel-concatenated

codes share the same information bits, while the corresponding parity bits at the output of the encoder are

punctured, which results in the overall concatenated code rate of 1
2 . The octally represented RCS generator

polynomials of (7,5) having the constraint length of 3 were used for both RCS codes. Observe that in the

introduction of this treatise, namely in Figure 1.3, we depict a serial-concatenated turbo decoder. In con-

trast, as seen in Figures 5.1 and 5.2, in this chapter we employed a parallel-concatenated code, reminiscent

of that derived in [27]. Both the parallel and the serial versions of turbo codes are applicable in our system.

Both methods were found to exhibit fairly similar performance, but in the rest of this chapter we will focus

our attention on the former.

In this section we would like to quantify the achievable performance of the turbo code considered in

the context of increasingly more sophisticated systems communicating under increasingly more realistic

channel conditions. We commence our discourse by characterizing the achievable BER performance of

the turbo code in the uncorrelated Rayleigh fading in Figure5.3. Subsequently, in Figure 5.4 we consider

the BER performance of the turbo code in the context of a 128-subcarrier OFDM system encountering

both uncorrelated Rayleigh fading in the time-domain as well as correlated fading having a time-domain
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correlation determined by the OFDM-symbol-normalized Doppler frequency spanning the range offD =

0.1 to 0.003.
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Figure 5.3: BER versusEb/N0 performance exhibited by the rate-1
2 parallel-concatenated turbo code in

uncorrelated non-dispersive Rayleigh fading using single-antenna single-carrier QPSK transmissions. The

CIR was the 7-path COST-207 BU model [119]. All our additional system parameters are summarized in

Table 1.4.

For the sake of characterizing the achievable BER performance, in Figure 5.3 we portray the BER per-

formance of the parallel-concatenated turbo decoder considered, when encountering uncorrelated Rayleigh

fading. More specifically, we considered a narrowband single-carrier QPSK-modulated system, which em-

ploys a time-domain random block interleaver encompassing1000 consecutive bits. Observe, that the BER

performance exhibited by the turbo decoder improves rapidly upon increasing the number of decoding iter-

ations performed. Furthermore, the decoder approaches itsbest possible performance aftereight iterations.

Consequently, in our further studies we consider performing idec = 8 iterations by the turbo decoder.

On a similar note, Figure 5.4 characterizes the achievable BER performance of the turbo decoder con-

sidered in the context of a QPSK-modulated OFDM system, while encountering a Rayleigh fading channel

exhibiting various correlation properties. For benchmarking purposes, we contrast the performance of a

narrow-band system encountering uncorrelated Rayleigh fading as well as that of aK = 128-subcarrier

OFDM system encountering a dispersive channel having uncorrelated time-domain Rayleigh fading taps

specified by the COST-207 Bad Urban (BU) 7-tap CIR [119]. In the frequency-domain this CIR results

in a corresponding correlated frequency-selective CTF. Furthermore, we also consider the more realistic

scenario of aK = 128-subcarrier OFDM system encountering correlated time-domain Rayleigh fading hav-

ing the Doppler frequencies offD = 0.1, 0.03 and0.003 as well as a dispersive CIR characterized by the
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Figure 5.4: BER versusEb/N0 performance exhibited by theK = 128-subcarrier single-antenna QPSK-

OFDM system employing a rate12 parallel-concatenated turbo code in correlated Rayleigh fading having

the OFDM-symbol-normalized Doppler frequencies offD = 0.1, 0.03 and0.003. The CIR was the 7-path

COST-207 BU model [119]. All additional system parameters are summarized in Table 1.4.

COST-207 BU model [119].

From Figure 5.4 we conclude that as expected, while our turbodecoder exhibits a good BER perfor-

mance [29] in uncorrelated Rayleigh fading, the corresponding BER performance recorded in correlated

fading is substantially degraded owing to the relatively low-memory 1000-bit turbo-interleaver, which is

unable to break up and randomize the long fading-induced error bursts.

5.3 Iterative Detection – Decoding
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Figure 5.5: Schematic of a MIMO receiver employing iterative joint detection and decoding.

Figure 5.5 portrays the schematic of the iterative space-time detector and decoder considered. Following

the philosophy of iterative turbo detection, the incoming subcarrier-related signal vectory[n, k] is processed

by the soft-input-soft-output OHRSA Log-MAP detector of Algorithm 12, which delivers the bit-relateda

posterioryLLR valuesLdet
apt. The resultant LLR valuesLdet

apt are then normalized and de-interleaved for the
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sake of generating thea priori bit-related LLR valuesLdec
apr, which may be utilized by the turbo decoder

of Figure 5.5. Subsequently, thea posterioriLLR valuesLdec
apt generated at the output of the decoder are

normalized, interleaved and fed back to the SDM detector in the form of thea priori LLR valuesLdet
apr. This

iterative detection process is continued foridet number of detection iterations.

As a next step, we would like to characterize the achievable performance of the iterative SDM detection

and decoding scheme illustrated in Figure 5.5. Throughout this section we stipulate the idealistic assumption

of having a perfect knowledge of the OFDM-subcarrier-related CTF.
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Figure 5.6: BER versusEb/N0 performance exhibited by theK = 128-subcarrier rate12 turbo-coded 4x4-

SDM-QPSK-OFDM system employing the iterative SDM detection and decoding scheme of Figure 5.5 in

uncorrelated time-domain Rayleigh fading channel characterized by the COST-207 BU model [119]. The

effective throughput of the system was4 · 2 · 1
2 = 4 bits/sec/Hz. All additional system parameters are

summarized in Table 1.4.

Firstly, for the sake of benchmarking, in Figure 5.6 we quantify the BER versusEb/N0 performance of

the iterative SDM detection and decoding scheme of Figure 5.5 in the context of a rate-1
2 turbo-coded 4x4-

SDM-QPSK-OFDM system communicating over the uncorrelatedtime-domain Rayleigh fading channel

characterized by the COST-207 BU model [119]. We consider carrying outidet = 1, 2, 3 and4 iterations for

the SDM detector, while performingidec = 8 iterations for the inner turbo decoder per each iteration ofthe

SDM detector. From Figure 5.6 we may observe that anEb/N0 gain of about 1 dB is achieved by invoking

idet = 3 iterations of the SDM detector and decoder in comparison to invoking a single detection iteration.

By contrast, only a minor furtherEb/N0 improvement may be achieved by invokingidet > 3 number of

iterations for the SDM detector and decoder complex of Figure 5.5.

Let us now consider the effects of realistic time-domain correlations encountered by our SDM-OFDM
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Figure 5.7: BER versusEb/N0 performance exhibited by the rate-1
2 turbo-coded 4x4-SDM-QPSK-OFDM

system employing the iterative SDM detection and decoding scheme of Figure 5.5 in realistic correlated

Rayleigh fading conditions when using the 7-path COST-207 BU CIR [119] and encountering the Doppler

frequencies offD = 0.1, 0.03 and0.003. The BER performance recorded in case of uncorrelated time-

domain Rayleigh fading is also shown for the sake of benchmarking. We invoked an iteration pattern of

(idet, idec) = (3, 8). The overall throughput was4 · 2 · 1
2 = 4 bits/sec/Hz. Additional system parameters

are summarized in Table 1.4.

system employing the iterative SDM detection and decoding scheme of Figure 5.5. Figure 5.7 characterizes

the achievable BER versusEb/N0 performance of the iterative SDM detection and decoding scheme, which

assumes the iteration pattern of(idet, idec) = (3, 8), in the context of a rate-1
2 turbo-coded 4x4-SDM-

QPSK-OFDM encountering the OFDM-normalized Doppler frequencies offD = 0.1, 0.03 and fD = 0.003.

The corresponding BER performance recorded in the uncorrelated time-domain Rayleigh fading conditions

when using the 7-path COST-207 BU CIR is also shown for the sake of benchmarking. In contrast to

the single antenna scenario characterized in Figure 5.4, wemay observe from Figure 5.7 that the BER

performance exhibited by the system encountering a realistic OFDM-symbol-normalized Doppler frequency

of fD = 0.003 lies within anEb/N0 range of0.8 dB from the corresponding BER curve exhibited by the

system encountering idealistic uncorrelated time-domainRayleigh fading conditions, when using the 7-

path COST-207 BU CIR. We may hence conclude that, as expected, our 4x4-SDM-QPSK-OFDM system

efficiently exploits the spatial-diversity potential inherent in the MIMO channel.

This conclusion is further supported by the results depicted in Figure 5.8, where we plot the BER

versusEB/N0 performance exhibited by the rate-1
2 turbo-coded SDM-QPSK-OFDM system employing

the iterative SDM detection and decoding scheme of Figure 5.5 and havingmt = nr = 1, 2, 4 and 8
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Figure 5.8: BER versusEb/N0 performance exhibited by the rate-1
2 turbo-coded SDM-QPSK-OFDM sys-

tem employing the iterative SDM detection and decoding scheme of Figure 5.5 and havingmt = nr = 1, 2, 4

and8 transmit and receive antennas. We invoked an iteration pattern of (idet, idec) = (3, 8). The 7-path

COST-207 BU channel model [119] was used and we assumed encountering the OFDM-symbol-normalized

Doppler frequency offD = 0.003. The overall throughput was 1,2,4 and8 · 2 · 1
2 = 8 bits/sec/Hz, respec-

tively. Additional system parameters are summarized in Table 1.4.

transmit and receive antennas. We assumed encountering an OFDM-symbol-normalized Doppler frequency

of fD = 0.003, while employing bit-interleaving acrossNd = 10 OFDM symbols. Observe that having

an interleaved block of bits spanning the duration ofNdTs = 10 Ts, which is substantially shorter than

channel’s coherence time of1/ fD ≈ 300 Ts corresponds to having virtually no time-domain diversity gain.

In other words, a relatively short interleaver is unable to break up and randomize the long fading-induced

error bursts. Consequently, we may conclude from Figure 5.8that the BER performance exhibited by the

single-antenna OFDM system is limited by the probability ofoccurrence of a precipitated burst of errors

in some of the OFDM symbols, which we may refer as anoutage[29] inherent in single-antenna Rayleigh

fading channels. On the other hand, SDM-OFDM systems operating in MIMO scenarios exhibit a BER

performance, which improves upon increasing the numbermt = nr of transmit and receive antennas.

5.4 Iterative Channel Estimation – Detection – Decoding

In this section we consider the transmission of a sequence ofconsecutive SDM-OFDM transmissionbursts,

which are processed independently. In other words, each of the self-contained SDM-OFDM transmission

bursts includes all the necessary data, such as for instancepilot signals, required for successful detection
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1 2 Np 1 2 1 2Nd Nd

2 Lf

bit-interleaved

Figure 5.9: OFDM transmission burst structure comprising a preamble ofNp full-pilot OFDM symbols

followed by a sequence ofL f data OFDM-symbol frames. Each data OFDM-symbol frame is preceded by

a single full-pilot OFDM symbol followed byNd information-carying OFDM symbols. Consequently, our

OFDM transmission burst accommodates a total number ofNp + L f full-pilot OFDM symbols as well as a

total number ofL f Nd information-carrying OFDM symbols.

and decoding of the information accommodated by the OFDM transmission burst. Correspondingly, each

SDM-OFDM transmission burst may be processed independently of the neighbouring bursts. This philos-

ophy is reminiscent of the packet-based transmission scheme adopted, for example, in the IEEE 802.11

a/g WLAN standard [157]. The structure of a single SDM-OFDM transmission burst considered is de-

picted in Figure 5.9. More specifically, our OFDM transmission burst portrayed in Figure 5.9 commences

with a channel-sounding preamble formed byNp number of pure pilot SDM-OFDM symbols. Subse-

quently, our SDM-OFDM transmission burst accommodates a sequence ofL f number of so-called OFDM-

symbol-frames. More explicitely, as seen in Figure 5.9, each OFDM-symbol-frame constitutes a single

bit-interleaved turbo-encoded codeword and comprises a single full-pilot SDM-OFDM symbol followed by

Nd number of information-carrying SDM-OFDM symbols.

For each SDM-OFDM transmission burst the detection processcommences with the initialization of

the channel estimator by utilizing the pilot SDM-OFDM symbols constituting the burst’s preamble, as seen

in Figure 5.9. Specifically, both the received signalsy[n] as well as the corresponding transmitted signals

s[n] associated with theNp pilot SDM-OFDM symbols constituting the burst preamble of Figure 5.9 are

sequentially fed into the channel estimator of Figure 2.1 for the sake of attaining an initial convergence for

the three adaptive filters constituting the decision-directed channel estimator of Figure 2.1.

During the first iteration of the detection process, which iscarried out for each subsequentNd-OFDM-

symbol data-frame of Figure 5.9 that commences with a full-pilot SDM-OFDM symbol associated with the

SDM-OFDM-symbol indexn, we perform a long-term prediction of the CIR-related taps using the CIR tap

predictor of Figure 2.1. More specifically, we aim for predicting the CIR associated with thelast OFDM

symbol of the current OFDM-symbol-frame of Figure 5.9, namely the one associated with the SDM-OFDM-

symbol index of(n + Nd). The CIRs associated with the remaining(Nd − 1) SDM-OFDM symbols hosted

by the current OFDM-symbol-frame are then obtained using linear interpolation between those associated
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with thenth pilot SDM-OFDM symbol preceding the current OFDM-symbol-frame and the predicted CIR

associated with the last(n + Nd) data OFDM symbol.

The predicted and interpolated MIMO-CTF coefficientsȞ[m], m = n + 1, . . . , n + Nd are utilized

for the sake of performing an initial detection of the information-carrying data SDM-OFDM symbolss[n].

Observe that in the possession of the CIRs and the corresponding CTFs associated with the entire SDM-

OFDM-symbol frame, we are able to employ the iterative SDM detection and decoding scheme outlined in

Section 5.3.

Iterative
Detector

y

Ĥ

s̃

y

d̂DDCE
Iterative

&Decoder

Figure 5.10: Schematic of an iterative turbo receiver employing the iterative decision-directed channel

estimator of Figure 2.1 as well as the iterative detection and decoding module of Figure 5.5.

The resultant tentative estimates of the data-bitsd, as well as the associated soft-bit information, corre-

sponding to the entire data SDM-OFDM-symbol frame of Figure5.9 are remodulated in order to generate

the soft reference signals̃[m], m = n + 1, . . . , n + Nd of Equation (2.98). The reference signals̃[m] is

fed back to the soft-input channel estimator of Algorithm 8 for the sake of refining the estimates of the CTF

coefficientsH[m], m = n + 1, . . . , n + Nd. The interaction between the iterative channel estimator of Al-

gorithm 8 and the iterative SDM detection and decoding module of Section 5.3 is illustrated in Figure 5.10.

The iterative channel estimation–detection–decoding process portrayed in Figure 5.10 is repeated, until a

sufficiently reliable detected SDM-OFDM symbolŝ is generated.

5.4.1 Mitigation of Error Propagation

As we noted in Section 2.3, the main difficulty associated with the decision-directed approach to channel

estimation is constituted by the potential error propagation, where the erroneous data decisions result in

erroneous channel estimation, which inflicts further precipitated data decision errors,etc. In other words,

the reliability of the estimated CTF coefficients degrades rapidly in the presence of decision errors routinely

occurring in the low SNR region. The resultant degradation of the channel state information accuracy

results in further decision errors and ultimately in divergence of the iterative channel estimation – data

detection process and in a subsequent avalanche of decisionerrors. As we pointed out in Section 2.9.1.4,

the soft feedbackassisted RLS CTF estimator of Algorithm 7 is capable of substantially mitigating the

effects of error propagation. Nevertheless, ensuring the stability of an iterative channel estimation – data

detection system in the presence of data decision errors remains a challenging issue. Consequently, for the

sake of mitigating the system’s vulnerability to error-propagation-related instability effects we propose the
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following method.

Firstly, after each channel estimation and SDM detection iteration, which is performed on theNd-SDM-

OFDM symbol data frame of Figure 5.9, we record the resultantMSE. The joint channel estimation and

SDM detection MSE may be expressed as follows

ei[n] =
n+Nd

∑
m=n+1

K

∑
k=1

‖y[m, k] − Ĥi[m, k]ŝi [m, k]‖2, (5.1)

where, as before,y[m, k] denotes the SDM signal associated with thekth subcarrier of themth SDM-OFDM

symbol and recorded at thenr receive antennas, whilêHi[m, k] andŝi[m, k] are the corresponding estimates

of the CTF coefficient matrix and the transmitted signal vector, which were obtained after theith iteration

of the channel estimation and detection process.

Subsequently, after carrying outice number of channel estimation iterations we select the particular pair

of CTF estimateŝHi[m, k] and data estimateŝsi[m, k], which correspond to the specific iteration resulting

in the minimum MSE. More explicitely, the decision rule employed may be expressed as

{
Ĥ[m, k], ŝ[m, k]

}
= arg min

i
ei[n], (5.2)

where we havem = n + 1, · · · , n + Nd; k = 1, · · · , K andi = 1, · · · , ice.

Let us now consider the scenario of encountering a large number of decision errors. Naturally, the deci-

sion errors in any of the iterations would result in a degraded channel estimation accuracy in the subsequent

iteration and hence even more decision errors as well as an inevitable increase of the corresponding MSE

ei[n]. Consequently, invoking the final-decision rule of Equation 5.2 substantially mitigates the system’s

avalanche-like error propagation and hence improves the system’s stability and robustness.

5.4.2 MIMO-PASTD-DDCE Aided SDM-OFDM Performance Analysis

5.4.2.1 Number of Channel Estimation – Detection Iterations

Firstly, we would like to characterize the BER performance gain attained by the iterative MIMO-PASTD -

DDCE in comparison to single-iteration channel estimation. More specifically, Figure 5.11 portrayes the

BER versusEb/N0 performance of the rate1/2 turbo-coded 4x4-SDM-QPSK-OFDM system employing

the MIMO-PASTD -DDCE of Algorithm 8 and invokingice = 1, 2, 3 and4 channel estimation iterations as

well asidet = 2 SDM detector iterations andidec = 4 iterations of the parallel-concatenated turbo decoder

per each iteration of the channel estimator. We assumed employing the transmission burst structure depicted

in Figure 5.9, where the corresponding parameters were given by (L f , Np, Nd) = (8, 8, 10), which yields

an overall pilot overhead ofε = (Np + L f )/(L f Nd) = 0.1, or in other words 10%. The 7-path COST-207

BU channel model was used and we assumed encountering the Doppler frequency offD = 0.003. As may
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Figure 5.11: BER versusEb/N0 performance exhibited by the rate-1
2 turbo-coded 4x4-SDM-4QAM-

OFDM iterative turbo receiver of Figure 5.10 employing the MIMO-PASTD-DDCE of Algorithm 8 and

invoking ice = 1, 2, 3 and4 channel estimation iterations as well as(idet, idec) = (2, 4) SDM detection

and turbo decoding iterations, respectively. The 7-path COST-207 BU channel model [119] was used and

we assumed encountering the OFDM-symbol-normalized Doppler frequency offD = 0.003. The overall

throughput was4 · 2 · 1
2 = 4 bits/sec/Hz. All additional system parameters are summarized in Table 1.4.

be concluded from Figure 5.11, the SDM-OFDM system employing the iterative channel estimation scheme

of Algorithm 8 exhibits anEb/N0 gain of about 2 dB, when comparing three iterations and a single iteration

of the channel estimator. Moreover, only a modest furtherEb/N0 gain may be achieved upon invoking a

higher number of channel estimation iterations.

5.4.2.2 Pilot Overhead

In order to provide further insights, Figure 5.12 characterizes the achievable BER versusEb/N0 perfor-

mance of the MIMO-PASTD -DDCE of Algorithm 8 in the context of employing differentmt andnr num-

bers of transmit as well as receive antennas. Specifically, we consider the SDM-QPSK-OFDM turbo receiver

of Figure 5.10, which invokes(ice, idet, idec) = (3, 2, 4) channel estimation, detection and decoding itera-

tions, respectively, while employingmt = nr = 1, 2, 4, 6 and8 transmit and receive antennas. Observe,

that the BER performance improves rapidly upon increasing the mt = nr number of transmit and receive

antennas, as long as it does not exceedmt = nr = 4. Furthermore, the BER performance degrades slowly

upon further increasing the number of antennas according tomt = nr > 4. The simple explanation of

this phenomenon is that as expected, the SDM-OFDM system benefits from the increased spatial diversity
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Figure 5.12:The BER versusEb/N0 performance exhibited by the rate-1
2 turbo-coded SDM-QPSK-OFDM

turbo receiver of Figure 5.10 employing the iterative MIMO-PASTD-DDCE of Algorithm 8 and usingmt =

nr = 1, 2, 4, 6 and8 transmit and receive antennas. The corresponding effective throughputs were1, 2, 4, 6

and8 · 2 · 1
2 = 8 bits/sec/Hz, respectively. The 7-path COST-207 BU channelmodel was used [119] and we

assumed encountering the Doppler frequency offD = 0.003. The pilot overhead of 10% and the iteration

pattern of(ice, idet, idec) = (3, 2, 4) were used. All additional system parameters are summarizedin Table

1.4.

associated with a higher number of antennas. On the other hand, as noted in Section 2.9, the channel es-

timation problem becomes increasingly more rank-deficientand hence the estimation accuracy of the CIR

taps as well as the corresponding subcarrier-related CTF coefficients degrades upon increasing the number

of independent spatial links constituting the MIMO channel. The overall system performance is determined

by the associated trade-off between the beneficial diversity gain increase and the inevitable degradation of

the estimated CTF accuracy. Ultimately, however, the deterioration of the estimated CTF accuracy does

not appear to constitute a major impediment. Quantitatively, as evidenced by the results of Figure 5.12, the

BER performance exhibited by the high-complexity system having mt = nr = 8 antennas lies within a 1

dB margin in comparison to the corresponding BER performance curve associated with the system having

mt = nr = 4 transmit and receive antennas. Observe that the 4x4 system exhibits the best recorded perfor-

mance and hence appears to represent an optimum tradeoff between the beneficial special diversity gain and

the system-size-related channel estimation accuracy degradation.
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Figure 5.13:BER versusEb/N0 performance exhibited by the rate-1
2 turbo-coded 4x4-SDM-QPSK-OFDM

turbo receiver of Figure 5.10 employing the MIMO-PASTD-DDCE scheme of Algorithm 8. The pilot

overhead was either 3, 10, 30, or 100%, which corresponds toε = 0.03, 0.1, 0.3 and1.0, respectively, where

we consider the idealistic scenario of having 100% pilots aswell as the scenario of perfect channel state

information for benchmarking purposes. The 7-path COST-207 BU channel model [119] was used and we

assumed encountering the Doppler frequency offD = 0.003. The iteration pattern of(ice, idet, idec) =

(3, 2, 4) was used. The effective throughput was4 · 2 · 1
2 = 4 bits/sec/Hz. All additional system parameters

are summarized in Table 1.4.

5.4.2.3 Performance of a Symmetric MIMO System

Subsequently, we would like to characterize the achievableBER performance exhibited by the SDM-QPSK-

OFDM turbo receiver of Figure 5.10 employing the MIMO-PASTD-DDCE scheme of Algorithm 8 and

using various densities of the dedicated pilot SDM-OFDM symbols. More specifically, in Figure 5.13 we

have plotted the rate1/2 turbo-coded QPSK-related BER exhibited by our SDM-OFDM system employing

mt = nr transmit and receive antennas. For benchmarking purposes we have included the BER versus

Eb/N0 performance of the SDM-OFDM system assuming perfect CIR knowledge, as well as assuming

channel estimation based on the idealistic scenario of having 100% pilots. Furthermore, we present our

results for the SDM-OFDM system using pilot overheads of 30,10 and 3%, which corresponds to the pilot

overhead ratio ofε = 0.3, 0.1 and0.003, respectively. We observe from Figure 5.13 that the 100% pilot-

based channel estimation results in an approximately 1 dBEb/N0 degradation in comparison to the perfect

CIR estimation scenario. Furthermore, the more realistic assumption of employing up to 10% dedicated

SDM-OFDM pilot symbols results in a furtherEb/N0 degradation of about 1.5 dB in comparison to the

100% pilot-based scenario. Additionally, a further reduction of the pilot overhead to as low as 3% of pilots
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results in anEb/N0 degradation of 2.5 dB in comparison to the 100% pilot-based scenario.

5.4.2.4 Performance of a Rank-Defficient MIMO System
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Figure 5.14:BER versusEb/N0 performance exhibited by the rank-deficient rate-1
2 turbo-coded 4x2-SDM-

QPSK-OFDM turbo receiver of Figure 5.10 employing the MIMO-PASTD-DDCE scheme of Algorithm

8. The pilot overhead was either 3, 10, 30, or 100%, which corresponds toε = 0.03, 0.1, 0.3 and 1.0,

respectively, where we consider the idealistic scenario ofhaving 100% pilots as well as the scenario of

perfect channel state information for benchmarking purposes. The 7-path COST-207 BU channel model

was used [119] and we assumed encountering the Doppler frequency of fD = 0.003. The iteration pattern

of (ice, idet, idec) = (3, 2, 4) was used. The effective throughput was4 · 2 · 1
2 = 4 bits/sec/Hz. All additional

system parameters are summarized in Table 1.4.

Similar phenomena may be observed in Figure 5.14, which characterizes the achievable BER perfor-

mance exhibited by a rank-deficient 4x2-SDM-QPSK-OFDM system. The 4x2 MIMO scenario constitutes

a particularly interesting detection problem. More specifically, let us consider thekth subcarrier of thenth

SDM-OFDM symbol. The computational challenge lies in the fact that we have to estimate as many asfour

transmittedM-QAM symbolssj[n, k], j = 1, . . . , 4 as well as the correspondingeight CTF coefficients

Hij[n, k], i = 1, 2, j = 1, . . . , 4, while utilising merely thetwo recorded signal samples ofyi[n, k], i = 1, 2.

Consequently, similarly to Figure 5.13 we have plotted the BER versusEb/N0 performance of the 4x2-

SDM-QPSK-OFDM system assuming perfect CSI as well as assuming channel estimation based on the

idealistic scenario of having 100% pilots. Furthermore, wehave plotted the BER corresponding to the sce-

narios of using pilot overheads of 30, 10 and 3%. Similarly tothe 4x4 scenario, assuming 100% pilot-based

channel estimation results in an approximately 1 dBEb/N0 degradation in comparison to the perfect CIR
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knowledge scenario. On the other hand, in contrast to the 4x4scenario characterized in Figure 5.13, in Fig-

ure 5.14 we may observe that the system employing 10% of dedicated SDM-OFDM pilot symbols results in

nearly 6 dBEb/N0 degradation in comparison to the 100% pilot-based scenario. Furthermore, an additional

reduction of the pilot overhead to 3% of pilots results in a system instability and hence no satisfactory BER

performance may be achieved, regardless of the SNR encountered.

5.5 Conclusions

Table 5.1: MIMO-PAST-DDCE aided SDM-OFDM performance summary: the SNR [dB] required for

attaining a target BER of10−4. The results were extracted from Figures 5.13 and 5.14.

Pilot to data ratio Perfect CSI ε = 1.0 ε = 0.3 ε = 0.1 ε = 0.03

4x4 4.8 5.7 7.2 7.4 8.6

4x2 12.1 12.8 15.8 17.6 –

In this chapter we have documented the performance trends exhibited by the proposed turbo SDM-

OFDM receiver of Figure 5.1, which comprises three main components, namely the soft-feedback decision-

directed MIMO channel estimator derived in Section 2.9, followed by the soft-input-soft-output OHRSA

Log-MAP SDM detector of Section 4.2.3 as well as a soft-input-soft-output parallel-concatenated turbo

code [27]. We analyzed the achievable performance of each individual constituent component of our turbo

receiver, as well as the attainable performance of the entire iterative system.

In order to summarize the attained results, the achievable BER performance of the iterative MIMO-

PAST-DDCE aided SDM-OFDM system considered in the context of both the symmetric MIMO config-

uration of Figure 5.13 as well as a rank-deficient MIMO configuration of Figure 5.14 are summarized in

Table 5.1. Specifically, we have found that our turbo SDM-OFDM system employing the MIMO-DDCE

scheme of Section 2.9 as well as the OHRSA Log-MAP SDM detector of Section 4.2.3 remains effective

in channel conditions associated with high terminal speedsof up to 130 km/h, which corresponds to the

OFDM-symbol normalized Doppler frequency of 0.006. Additionally, in Figure 5.12 we reported a virtu-

ally error-free performance for a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting an effective

throughput of 8 MHz· 8 bits/s/Hz=64 Mbps and having a pilot overhead of only 10% atan SNR of 7.5dB

and a normalized Doppler frequency of0.003, which corresponds to a mobile terminal speed of about 65

km/h1.

1Additional system parameters are characterized in Table 1.4.



Chapter6
Conclusions and Future Work

6.1 Achieved Results

In this treatise we characterized a suite of iterative turboreceivers suitable for employment in a wide range

of multi-antenna aided multi-carrier systems operating inrealistic rapidly-fluctuating channel conditions.

More specifically, we reported the following major findings:

• In Chapter 2 we derived an advanced decision directed channel estimation (DDCE) scheme, which

is capable of recursive tracking and prediction of the rapidly-fluctuating channel parameters, char-

acterized by time-variant statistics. More specifically, we employed the Projection Approximation

Subspace Tracking (PAST) [117] technique for the sake of tracking the channel transfer function’s

low-rank signal subspace and thus facilitated the high-accuracy tracking of the channel’s transfer

function, while imposing a relatively low computational complexity.

• Additionally, in Chapter 2 we introduced an advanced MIMO channel estimation scheme for multi-

antenna multi-carrier systems. Our advocated arrangementinvokes the aforementioned PAST aided

subspace technique in conjunction with an enhanced soft-decision aided RLS MIMO-CTF estimator,

which utilizes the modified RLS tracking technique outlinedin [40]. We demonstrated that our soft-

decision aided MIMO-DDCE scheme is suitable for multi-carrier systems employing a high number

of transmit and receive antennas for the sake of achieving a high throughput.

• In Chapter 4 we proposed a range of Optimized Hierarchy Reduced Search Algorithm (OHRSA)-

aided space-time processing methods, which may be regardedas an advanced extension of the Com-

plex Sphere Decoder (CSD), portrayed in [108]. The algorithm proposed extends the potential ap-

plication range of the CSD methods of [106] and [108], as wellas reduces the associated compu-

tational complexity. Moreover, the OHRSA-aided SDM detector proposed is capable of achieving
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the near-optimum performance of the Log-MAP SDM detector, while imposing a substantially lower

computational complexity, which renders it an attractive design alternative for practical systems.

• Finally, in Chapter 5 we amalgamated both the soft decision feedback aided MIMO channel estimation

scheme of Chapter 2 as well as the Log-MAP SDM detection method derived in Chapter 4 into an

iterative receiver architecture. Additionally, we carried out an analysis of the associated design trade-

offs.

In the following chapter we will summarize some of the major conclusions of this study and propose promis-

ing directions for future work.

6.1.1 Channel Estimation

The DDCE scheme proposed in Chapter 2 is suitable for employment in both OFDM and MC-CDMA

systems. We analysed the achievable performance of the estimation scheme considered in conjunction with

a realistic dispersive Rayleigh fading channel model having a realistic Fractionally-Spaced (FS) rather than

an idealized Symbol-Spaced (SS) Power Delay Profile (PDP).

Specifically, in Section 2.5.1 we proposed the MMSE FD-CTF estimator, which is suitable for employ-

ment in both OFDM and MC-CDMA systems. In Section 2.5 we continued our discourse with the derivation

of both sample-spaced as well as fractionally-spaced CIR estimators. In Section 2.5.5 we performed a com-

parison between the two methods considered and demonstrated the advantages of the fractionally-spaced

scheme. Subsequently, in Section 2.6 we developed a parametric fractionally-spaced CIR tap tracking tech-

nique, which facilitates low-complexity channel estimation in realistic channel conditions characterized by

time-variant fractionally-spaced power delay profiles. More specifically, we employ the deflation PAST

method of Algorithm 2 for the sake of recursive tracking of the CTF’s covariance matrix and for the sub-

sequent tracking of the corresponding CIR taps. We demonstrated that the PAST-aided DDCE scheme

proposed exhibits a good performance over the entire range of practical propagation conditions.

In Section 2.7 we discussed two major CIR tap prediction strategies, namely the robust predictor, which

was capable of guaranteeing a certain level of performance under specified worst-case PDP conditions,

as well as the adaptive RLS predictor. In Figures 2.18 and 2.19 of Section 2.7.5 we characterized and

compared the achievable performance of both methods considered and drew conclusions concerning their

relative merits. Specifically, we demonstrated that the RLSprediction technique outperforms its robust

counterpart over the entire range of the relevant channel conditions.

Subsequently, in Section 2.9 we addressed the problem of channel estimation in multi-antenna aided

multi-carrier systems. Specifically, we proposed a DDCE scheme, which is suitable for employment in
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a wide range of multi-antenna aided multi-carrier systems capable of operating over the entire range of

practical channel conditions. In particular, we considered a generic MIMO-OFDM system employingK

orthogonal frequency-domain subcarriers as well as havingmt andnr transmit and receive antennas, respec-

tively. The MIMO channel estimation scheme derived in Section 2.9 comprises an array ofK per-subcarrier

MIMO-CTF estimators, followed by a(nr × mt)-dimensional array of parametric CIR estimators and a

corresponding array of(nr × mt × L) CIR tap predictors, whereL is the number of CIR taps tracked per

each link of the MIMO channel.

In Section 2.9.1 we explored a family of recursive MIMO-CTF tracking methods, which were combined

with the aforementioned PAST-aided CIR-tracking method ofSection 2.6 as well as with the RLS CIR tap

prediction method of Section 2.7.4 in order to create an efficient channel estimation scheme for MIMO-

OFDM systems. More specifically, in Section 2.9.1 we considered both hard- and soft-feedback assisted

LMS and RLS CIR tap tracking algorithms as well as the modifiedRLS algorithm, which is capable of

improved exploitation of the soft information associated with the decision-based estimates.

Finally, in Figures 2.24–2.27 of Section 2.9.1.5 we documented the achievable performance of the

resultant MIMO-DDCE scheme employing the recursive CTF tracking of Section 2.9.1 followed by the

parametric CIR tap tracking and CIR tap prediction techniques of Sections 2.6 and 2.7, respectively. We

demonstrated that the MIMO-DDCE scheme proposed exhibits agood performance over the entire range

of practical conditions. More specifically, both the BER as well as the corresponding MSE performance of

the channel estimation scheme considered was characterized in the context of a turbo-coded MIMO-OFDM

system in Figures 2.24–2.27. We demonstrated that the MIMO-DDCE scheme proposed remains effective

in channel conditions associated with high terminal speedsof up to 130 km/h, which corresponds to the

OFDM-symbol normalized Doppler frequency of 0.006. Additionally, we reported a virtually error-free

performance for a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting a total bit rate of 8 bits/s/Hz

and having a pilot overhead of only 10%, at an SNR of 10dB and normalized Doppler frequency of0.003,

which corresponds to a mobile terminal speed of about 65 km/h.

In conclusion, the performance of the PAST aided MIMO-DDCE scheme derived in Chapter 2 may be

characterized based on the MSE performance results depicted in Figure 6.1. More specifically, the MSEσ2
e

exhibited by the channel estimation scheme considered may be expressed as

σ2
e =

1

κγ

Lmtnr

K
, (6.1)

whereL is the number of the estimated CIR taps, whilemt andnr are the numbers of transmit and receive

antennas, respectively. Correspondingly,Lmtnr denotes the total number of the independent channel-related

parameters estimated, whileγ is the average SNR encountered at the receiver. Furthermore, we employ the

estimation efficiency factorκ of Equation 2.110. The value of the parameterκ was determined empirically

using Equation 2.110, yieldingκ = 4 dB.
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Figure 6.1: The Mean Square Error exhibited by the (a) 1x1 and (b) 2x24QAM-OFDM system em-

ploying thePASTD CIR estimator of Algorithm 2 and trackingL = 2, 4, 6 and8 CIR taps. The value

of the PASTD forgetting factor wasη = 0.95. The OFDM symbol normalized Doppler frequency was

fD = 0.001. The abscissa represents the average SNR recorded at the receive antenna elements.

6.1.2 Signal Detection in MIMO Systems

In Chapter 3, we have performed an overview study of several popular SDM detection methods avail-

able in the literature. Specifically, in Section 3.3.1 we demonstrated that the linear increase in capacity,

which was predicted by the information-theoretic analysisof [29], may indeed be achieved by employing

a relatively low-complexity linear SDM detection method, such as the MMSE SDM technique [101]. Sec-

ondly, in Section 3.4.1 we showed that a substantially better performance can be achieved by employing the

higher-complexity non-linear Maximum Likelihood (ML) SDMdetector [83, 102, 103], which constitutes

the optimal detection method from a probabilistic sequence-estimation point of view. To elaborate a little

further, the ML SDM detector is capable of attaining transmit diversity in fully-loadedsystems, where the

number of transmit and receive antennas is equal. Moreover,as opposed to the linear detection schemes

considered, the ML SDM detector is capable of operating in the rank-deficientsystem configuration, when

the number of transmit antennas exceeds that of the receive antennas. Unfortunately, however, the exces-

sive computational complexity associated with the exhaustive search employed by the ML detection method

renders it inapplicable to practical implementation in systems having a high number of transmit antennas.

Subsequently, in Sections 3.4.2 and 3.4.3 we explored a range of advanced non-linear SDM detection meth-

ods, namely both a SIC and a Genetic Algorithm-aided MMSE detector, respectively, where the latter may

constitute an attractive compromise between the low complexity of the linear SDM detector and the high
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performance of the ML SDM detection schemes. Indeed, we demonstrated in Section 3.4.3 that both the

SDM detection method based on the SIC as well as the GA-MMSE detector [100] are capable of satisfying

these requirements.

In Chapter 4 we have focused our attention on a family of potent Reduced Search Algorithm (RSA)

aided space-time processing methods, the members of which exhibit a particularly advantageous trade-off

between the achievable performance and the associated computational complexity, namely the family of

the Sphere Decoding-aided SDM detection methods. Consequently, a set of novel OHRSA-aided SDM

detection methods was outlined in Section 4.2. Specifically, in Section 4.2.1 we derived the OHRSA-aided

ML SDM detector, which benefits from the optimal performanceof the ML SDM detector [28], while

exhibiting a relatively low computational complexity, which is only slightly higher than that required by

the low-complexity MMSE SDM detector [28]. To elaborate a little further, in Section 4.2.2 we derived a

bit-based OHRSA-aided ML SDM detector, which allows us to apply the OHRSA method of Section 4.2 in

high-throughput systems, which employ multi-level modulation schemes, such asM-QAM [28].

In Section 4.2.3 we deduced the OHRSA-aided Max-Log-MAP SDMdetector, which allows for an

efficient evaluation of the soft-bit information and therefore results in highly efficient turbo decoding. Un-

fortunately however, in comparison to the OHRSA-aided ML SDM detector of Section 4.2.2 the OHRSA-

aided Max-Log-MAP SDM detector of Section 4.2.3 still exhibits a substantially higher complexity. Con-

sequently, in Section 4.2.5 we derive an approximate Max-Log-MAP method, namely the SOPHIE SDM

detector. The SOPHIE SDM detector combines the advantages of both the OHRSA-aided ML and OHRSA-

aided Log-MAP SDM detectors of Sections 4.2.2 and 4.2.3, respectively. Specifically, it exhibits a similar

performance to that of the optimal Max-Log-MAP detector, while imposing a modest complexity, which

is only slightly higher than that required by the low-complexity MMSE SDM detector [28]. The computa-

tional complexity as well as the achievable performance of the SOPHIE SDM detector of Section 4.2.5 were

analysed and quantified in Sections 4.2.5.1 and 4.2.5.2, respectively.

Our related conclusions were summarized in Section 4.3. Specifically, based on Figure 4.11 and we re-

ported achieving a BER of10−4 at SNRs ofγ = 4.2, 9.2 and14.5 in high-throughput 8x8 rate-1
2 turbo-coded

M = 4, 16 and64-QAM systems communicating over a dispersive Rayleigh fading channel. Additionally,

recall from Figure 4.10 that we reported achieving a BER of10−4 at SNRs ofγ = 9.5, 16.3 and22.8 in

high-throughput rank-deficient 4x4, 6x4 and 8x4 rate-1
2 turbo-coded 16-QAM systems, respectively.

6.1.3 Iterative Reciever Architecture

In Chapter 5 we derived an iterative, so-calledturbo multi-antenna-multi-carrier (MAMC) receiver archi-

tecture. Following the philosophy of turbo processing [26], our turbo SDM-OFDM receiver of Figure 5.1
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comprises a succession of detection modules, which iteratively exchange soft bit-related information and

thus facilitate a substantial improvement of the overall system performance.

More specifically, our turbo SDM-OFDM receiver comprises three major components, namely, the soft-

feedback decision-directed channel estimator discussed in detail in Section 2.9, followed by the soft-input-

soft-output OHRSA Log-MAP SDM detector derived in Section 4.2.3 as well as a soft-input-soft-output

serially concatenated turbo code [27]. Consequently, in Figures 5.3–5.14 of Chapter 5 we analyzed the

achievable performance of each individual constituent component of our turbo receiver, as well as the achiev-

able performance of the entire amalgamated iterative system. We aimed at identifying the optimum system

configuration, while considering various design trade-offs, such as the achievable BER performance, the

attainable data-rate as well as the associated computational complexity.

In Section 5.4.2.4 we demonstrated that our turbo SDM-OFDM system employing the MIMO-DDCE

scheme of Section 2.9 as well as the OHRSA Max-Log-MAP SDM detector of Section 4.2.3 remains ef-

fective in channel conditions associated with high mobile speeds of up to 130 km/h, which corresponds to

the OFDM-symbol normalized Doppler frequency of 0.006. Additionally, in Figure 5.13 we reported a vir-

tually error-free performance for a rate1/2 turbo-coded 8x8-QPSK-OFDM system, exhibiting an effective

throughput of 8 MHz· 8 bits/s/Hz=64 Mbps and having a pilot overhead of only 10% atan SNR of 7.5dB

and a normalized Doppler frequency of0.003, which corresponds to a mobile terminal speed of about 65

km/h.

In conclusion, we would like to offer the following important observations. The potential performance

gain achievable by an iterative multi-antenna multi-carrier system may be dissected into several major re-

gions, where we may identify thediversity gainregion, thedetection gainregion as well as theiterative

gain region. Consider the BER versus SNR performance curves depicted in Figure 6.2.

• Firstly, the diversity gain region may be associated with the interval spanning the SNR values of

Figure 6.2, which lie between the performance curves 1 and 2 corresponding to the scenarios of low

and high diversity ranks1, respectively. Correspondingly, the achievable diversity gain may be realized

by attaining a sufficient diversity rank contributed by the combination of the channel and waveform

parameters. This phenomenon is exemplified, for instance, by Figure 5.8 of Section 5.3.

• The detection gain region may be identified as the region of the SNR values located between the

performance curves 2 and 3 of Figure 6.2, which correspond tothe systems employing for example

a linear MMSE detector and a near-optimum Max-Log-MAP detector, respectively. The achievable

detection gain may be realized by the means of employing an efficient MIMO detection method rem-

1Quantitatively speaking, the low diversity rank channel isa channel, where the distribution of the total channel energy is

reminiscent toχ2
2D distribution, withD ≈ 1. Correspondingly, the high diversity channels are channels, where we haveD ≫ 1.
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Figure 6.2: BER versus SNR performance of an iterative multi-antenna multicarrier system in dispersive

Rayleigh fading channel. We consider the scenarios of 1. lowdiversity rank, 2. high diversity rank and

suboptimum SDM detector, 3. high diversity rank and optimumSDM detector and 4. high diversity rank

and iterative optimum SDM detector and decoder.

iniscent of the OHRSA method derived in Chapter 4. This phenomenon is exemplified, for instance,

by Figure 3.11 of Section 3.6.

• Finally, the iterative gain region corresponds to the interval of the SNR values located between the

performance curves 3 and 4 of Figure 6.2, which correspond tothe systems employing a single as

well as eight detection and decoding iterations. Correspondingly, the attainable iterative gain may

be realized by employing iterative detection and decoding,which invokes iterative exchange of the

soft bit-related information and thus facilitates the efficient exploitation of the diversity rank avail-

able. This phenomenon is exemplified, for instance, by Figures 5.3 and 5.6 of Sections 5.2 and 5.3,

respectively.

6.2 Future work

6.2.1 Semi-Analytical Model

The family of state-of-the-art communication systems invokes a conglomerate of complex mathematical

algorithms. The analytical expressions describing the behaviour of these algorithms are often hard to de-

rive. Correspondingly, the performance of complex systemsis typically evaluated using extensive software
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Figure 6.3: Mobile wireless communication system analysis methodology.

simulations. Unfortunately however, the multiplicity of effects imposed by the different phenomena in the

complex systems considered tend to obscure the important trends and trade-offs, which have to be consid-

ered in the process of system design and optimization.

Consequently, we propose a semi-analytic methodology, which facilitates the prediction of the perfor-

mance achievable by a system characterised by a specific ensemble of system and channel parameters.

The proposed semi-analytical technique attempts to dissect the complex problem of system performance

analysis into a set of factors originating from different aspects of both the channel and the waveform char-

acteristics, thus exposing the various trends and trade-offs inherent in the design of an efficient wireless

mobile smart-antenna-aided multicarrier communication system.

Let us consider the system analysis methodology characterized in the stylised illustration of Figure 6.3,

where we identify two sets of parameters, which characterize our system. Firstly, at the left of the figure we

have a set ofchannel parameters, which comprizes the Doppler frequencyfD, the RMS delay spreadτrms,

the angular spreadσ2
a as well as the AWGN varianceσ2

w. Additionally, we have to consider the statistical

distribution of the CIR taps-related fading coefficients. Secondly, for each channel-related parameter, we

have the correspondingwaveform parameter, as seen at the right of Figure 6.3. Namely, we have the bit-

interleaver depthT, the signal bandwidthB, the numbersmt and nr of transmit and receive antennas as
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Figure 6.4: BER versus SNR performance of uncodedM-QAM in Gaussian and Rayleigh channels. The

markers characterize the simulated results correspondingto M = 4, 16 and 64. The solid and dashed

lines show the corresponding calculated BER versus SNR for Gaussian and Rayleigh channels, respectively,

obtained using the semi-analytical model.

well as the signal to noise ratioγ. Additionally, we have the statistical distribution of theenergy associated

with the transmitted symbols, which is determined by the particular coding, spreading and modulation

scheme. Some examples of the possible symbol-power distributions include the constant power in the case

of a PSK modulation, the quantized multi-level uniform distribution in the case ofM-QAM as well as the

near-Rayleigh power distribution in the cases of CDMA and OFDM.

Consequently, our aim is to derive a set of semi-analytical expressions, which would describe the in-

terdependencies between the aforementioned system parameters and a set of criteria characterizing the per-

formance of the mobile wireless communication system considered. Specifically, we choose four major

performance criteria, which form the performance metric depicted in Figure 6.3, namely we consider the

BER, Complexity, Throughputas well asLatency.

We have completed a feasibility study and our preliminary results suggest that a semi-analytical model

may be devised for characterizing the various phenomena, which is capable of accounting for the majority

of the effects featuring in Figures 6.4–6.9, which determine the performance of a complex mobile wireless

communication system. Some examples of these aspects, which may be taken into account in a correspond-

ing model include

• Modulation scheme,e.g.4,16,64 QAM (Figures 6.4 and 6.7).
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Figure 6.5: BER versus SNR performance of an uncoded QPSK system communicating over aχ2
D-

distributed flat-fading channel. The markers portray the simulated results associated with the diversity ranks

D = 1, 2, · · · , 32. The solid lines show the corresponding calculated BER versus SNR curves obtained

using the semi-analytical model.

• Coding scheme,e.g. block, convolutional, turbo code with a given number of decoding iterations

(Figure 6.6).

• MIMO system dimensions,i.e. number of transmit and receive antennas (Figure 6.7).

• Multi-user environment,i.e. number of coherent and non-coherent users (Figures 6.7 and 6.8).

• Channel correlation properties,i.e. Doppler frequency, delay spread (Figure 6.5).

• MIMO detection complexity (Figures 6.8 and 6.9).

• Imperfect channel estimation (Figure 6.10).
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Figure 6.6: BER versus SNR performance of a turbo code in uncorrelated flat Rayleigh channel. The

markers characterize the simulated results, while invoking 1 to 16 iterations of the turbo decoder. The lines

show the corresponding calculated SNR versus BER obtained using the semi-analytical model.
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Figure 6.7: BER versus SNR performance exhibited by theK = 128-subcarrier single-antenna QPSK-

OFDM system employing a rate12 parallel-concatenated turbo code in a correlated Rayleighfading having

the OFDM-symbol-normalized Doppler frequencies offD = 0.1, 0.03 and0.003. The CIR was the 7-path

COST-207 BU model [119]. All additional system parameters are summarized in Table 1.4. The markers

characterize the simulated results, while invokingidec = 8 turbo decoder iterations. The solid lines show

the corresponding calculated SNR versus BER obtained usingthe semi-analytical model.
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Figure 6.8: BER versus SNR performance exhibited by a rate-1
2 turbo coded 8x8 OFDM system employing

4,16 and 64-QAM and communicating over a dispersive Rayleigh fading channel. The markers portray the

simulated results, while the solid lines show the corresponding results obtained using the semi-analytical

model.
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Figure 6.9: BER versus SNR performance exhibited by a turbo coded 16QAM-SDM-OFDM system using

mt = 4, 6 and8 transmit antennas as well as4 receive antennas. The markers characterize the simulated re-

sults. The solid lines show the corresponding calculated SNR versus BER obtained using the semi-analytical

model.
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Figure 6.10:BER versus SNR performance exhibited by a rate-1
2 turbo coded QPSK-MIMO-OFDM system

employing numbersnr = mt = 1, 2, 4, 6 and8 of transmit and receive antennas and using the PAST-MIMO-

DDCE scheme of Section 2.9, while communicating over dispersive Rayleigh fading channel. The markers

portray the simulated results, while the solid lines show the corresponding results obtained using the semi-

analytical model.
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6.2.2 EXIT Chart Aided Optimization for Turbo Architecture

EXtrinsic Information Transfer (EXIT) chart aided analysis constitutes a powerful semi-analytic tool, which

enables the visualisation and analysis of the convergence properties of iterative decoding algorithms. EXIT

charts, originally developed by ten Brink [158] for the analysis of turbo codes, provide an insight into the

interaction between different soft-input-soft-output component modules comprising a turbo system, such as

for example the joint turbo receiver depicted in Figure 5.1,thus facilitating the design of a highly efficient

system, which is capable of achieving a near-optimum performance. EXIT chart aided optimization of

turbo equalisation was explored by Tüchleret al. [159] and was further developed by Otnes [160]. The

application of EXIT charts in the context of iterative MIMO detection and decoding was first considered by

ten Brink [161]. An example of a typical EXIT chart is depicted in Figure 6.11
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BER Bit Error Rate

BLAST Bell Labs Layered Space-Time

CIR Channel Impulse Response

CSC Cumulative Sub-Cost

CSD Complex Sphere Decoder

CSI Channel State Information

CTF Channel Transfer Function

D-BLAST Diagonal BLAST

DDCE Decision Directed Channel Estimation

DFT Discrete Fourier Transform

FD-CTF Frequency-Domain Channel Transfer Function

FEC Forward Error Correction

FS Fractionally-Spaced

FS-CIR Fractionally-Spaced CIR

GA Genetic Algorithms

GA-MMSE Genetic Algorithm-aided MMSE

LLR log-likelihood ratio

Log-MAP Logarithmic MaximumA Posteriori

LS Least Squares
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MAMC multi-antenna-multi-carrier

MC-CDMA Multi-Carrier Code Division Multiple Access

MCF Minimum Cost Function

MIMO Multiple-Input Multiple-Output

ML Maximum Likelihood

MMSE Minimum Mean Square Error

MUD Multi-User Detection

MV Minimum Variance

NLOS Non-Line-Of-Sight

NMSE Normalized Mean Square Error

OFDM Orthogonal Frequency Division Multiplexing

OHRSA Optimized Hierarchy RSA

OHRSA Optimized Hierarchy Reduced Search Algorithm

PAST Projection Approximation Subspace Tracking

PDF Probability Density Function

PDP Power Delay Profile

PIC Parallel Interference Cancellation

PSD Power Spectral Density

RF Radio Frequency

RMS Root Mean Square

RSA Reduced Search Algorithm

RSA Reduced Search Algorithms

RSC Recursive Systematic Convolutional

SD Sphere Decoder

SDM Space Devision Multiplexing

SDM Space Division Multiplexing

SDMA Space Devision Multiple Access

SDMD SDM Detection

SIC Successive Interference Cancellation
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SINR Signal-to-Interference-plus-Noise Ratio

SIR Signal-to-Interference Ratio

SISO Single Input Single Output

SOPHIE Soft-output OPtimized HIErarchy

SS Symbol-Spaced

STBC Space-Time Block Codes

STC Space-Time Codes

STTC Space-Time Trellis Codes

V-BLAST Vertical BLAST

WHT Walsh-Hadamard Transform

WSS Wide Sense Stationary
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[35] P. Höher, S. Kaiser, and P. Robertson, “Pilot-symbol-aided channel estimation in time and frequency,”

in IEEE Global Telecommunications Conference: The Mini-Conference, Phoenix, AZ, November

1997, pp. 90–96.

[36] ——, “Two-dimensional pilot-symbol-aided channel estimation by Wiener filtering,” inIEEE Inter-

national Conference on Acoustics, Speech and Signal Processing, Munich, Germany, April 1997, pp.

1845–1848.

[37] O. Edfords, M. Sandell, J.-J. van de Beek, S. Wilson, andP. Börjesson, “OFDM channel estimation

by singular value decomposition,”IEEE Transactions on Communications, vol. 46, pp. 931–939, July

1998.

[38] Y. Li, L. Cimini, and N. Sollenberger, “Robust channel estimation for OFDM systems with rapid

dispersive fading channels,”IEEE Transactions on Communications, vol. 46, no. 7, pp. 902–915,

April 1998.

[39] M. Münster and L. Hanzo, “RLS-adaptive parallel interference cancellation assisted decision-directed

channel estimation for OFDM,” inProcessdings of IEEE Wireless Communications and Networking

Conference, vol. 1, New Orleans, Lousiana, USA, 16-20 March 2003, pp. 50–54.
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[159] M. Tüchler, R. Koetter, and A. Singer, “Turbo equalization: principles and new results,”IEEE Trans-

actions on Communications, vol. 50, no. 5, pp. 754–767, 2002.
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Hàmorskỳ, J. [54] . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Hagenauer, J. [151] . . . . . . . . . . . . . . . . . . . . . . . 143

Haidong Zhu, [74] . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Haimovich, A.M. [68] . . . . . . . . . . . . . . . . . . . . . . . 5

Halford, S.D. [60] . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Halford, S.D. [61] . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Hanzo, L. [85] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8

Hanzo, L. [123] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

Hanzo, L. [120] . . . . . . . . . . . . . . . . . .16, 17, 22, 27

Hanzo, L. [142] . . . . . . . . . . . . . . . . . . . . . . 101, 102

Hanzo, L. [26] . 0, 8, 9, 13, 45, 92, 123, 134, 143,

153, 159, 160, 178

Hanzo, L. [28] . . 1–3, 7, 8, 10, 12, 17, 23, 26, 33,

34, 38, 39, 42, 46, 87–89, 91, 94–96, 99,

104, 111–113, 134, 135, 151, 178

Hanzo, L. [144] . . . . . . . . . . . . . . . . . . . . . . 102, 103

Hanzo, L. [54] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Hanzo, L. [86] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Hanzo, L. [48] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Hassell-Sweatman, C.Z.W. [98] . . . . . . . . . . . 9, 98



AUTHOR INDEX 209

Hassibi, B. [115] . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Haustein, T. [72] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Haykin, S. [64] . . . . . . . . . . . . . . . . . . . . . . .3, 54, 73

He, J. [112] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .11

Heath, R.W. [73] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Hirst, S. [81] . . . . . . . . . . . . . . . . . . . . 5, 13, 74, 158

Hochwald, B.M. [106] . . . . . . . . . . . . .11, 110, 157

Holma, editor = H. [131] . . . . . . . . . . . .46, 92, 153

Hughes, B.L. [55] . . . . . . . . . . . . . . . . . . . . . . . . . 3, 5

Huiheng Mai, [81] . . . . . . . . . . . . . . .5, 13, 74, 158

Huiheng Mai, [79] . . . . . . . . . . . . . . . . . . . . . . . . . . 5

J

Jafar, S.A. [29] . . . . . . 1, 10, 25, 86, 162, 165, 177

Jafarkhani, H. [91] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Jafarkhani, H. [94] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Jafarkhani, H. [93] . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Jakes, editor = W.C. Jr [121] . . . . . . . . . 16, 17, 24

Jakoby, R. [118] . . . . . . . . . . . . . . . 46–48, 106, 153

Jeruchim, M.C. [122] . . . . . . . . . . . . . . . . . . . 22, 27

Jiang, M. [144] . . . . . . . . . . . . . . . . . . . . . . .102, 103

Jindal, N. [29] . . . . . . 1, 10, 25, 86, 162, 165, 177

Johnson, C.R. [60] . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Jorswieck, E. [72] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Jungnickel, V. [72] . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Juntti, M.J. [100] . . . . . . . . . . .10, 11, 86, 102, 178

K

Kailath, T. [115] . . . . . . . . . . . . . . . . . . . . . . . . . . . 12

Kammeyer, K.D. [59] . . . . . . . . . . . . . . . . . . . . . . . .3

Kay, S.M. [101]10, 34–36, 38, 39, 41, 43, 44, 54,

74, 86, 90, 95, 177

Knickenberg, A. [54] . . . . . . . . . . . . . . . . . . . . . . . . 3

Kramer, G. [161] . . . . . . . . . . . . . . . . . . . . . . . . . 187

Kuan, E-L. [142] . . . . . . . . . . . . . . . . . . . . . 101, 102

L

Lee, I. [95] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Lee, J. [130] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44

Letaief, K.B. [132] . . . . . . . . . . . . . . . . . . . . . . . . . 51

Letaief, K.B. [33] . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Li, Y.G. [66] . . . . . . . . . . . . . . . . . . . . . . . . 5, 13, 158

Li, Y. [43] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Li, Y. [38] . . . 2, 3, 17–19, 24, 34, 38, 45, 92, 152

Li, Y. [75] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Li, Y. [31] . . . . . . . . . . . . . . . . . . . . . . . . . . . 2, 19, 24

Li, Y. [76] . . . . . . . . . . . . . . . . . . . . . . . . . . . 5, 18, 22

Liew, T.H. [26].0, 8, 9, 13, 45, 92, 123, 134, 143,

153, 159, 160, 178

Liu, C. [112] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

Lu, W.S. [143] . . . . . . . . . . . . . . . . . . . . . . . . . . . .102

Luo, J. [108] . . . . . . . . . . . . . . . . . . . . . . . . . . 11, 110

Luschi, C. [46] . . . . . . . . . . . . . . . . . . . . .2, 5, 74, 75

M

Münster, M. [28] 1–3, 7, 8, 10, 12, 17, 23, 26, 33,

34, 38, 39, 42, 46, 87–89, 91, 94–96, 99,

104, 111–113, 134, 135, 151, 178

Münster, M. [139] . . . . . . . . . . . . . . . . . . . . . . . . . .98

Münster, M. [44] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Münster, M. [45] . . . . . . . . . . . . . . . . . . . . . . . . . .2, 3

Münster, M. [77] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Münster, M. [39] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Münster, M. [69] . . . . . . . . . . . . . . . . . . . . 5, 13, 158

Münster, M. [30] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Matz, G. [65] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Mengali, U. [32] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Mignone, V. [42] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Mitchell, M. [141] . . . . . . . . . . . . . . . . . . . . . . . . 101

Moon, T.K. [136] . . . . . . . . . . . . . . . 91, 95, 96, 134

Morelli, M. [32] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2



AUTHOR INDEX 210

Morello, A. [42] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2

Mulgrew, B. [98] . . . . . . . . . . . . . . . . . . . . . . . . 9, 98

N

Naguib, A. [89] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Naguib, A. [90] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Naguib, A. [92] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

Necker, M.C. [63] . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Ng, S.X. [144] . . . . . . . . . . . . . . . . . . . . . . . 102, 103

Ng, S.X. [86] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9

O

Offer, E. [151] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Otnes, R. [160] . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

Otnes, R. [51] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

Otnes, R. [40] . . . . . . . . . . . . . . . . . . . . . 2, 5, 73–76

P

Papke, L. [151] . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

Papoulis, A. [129] . . . . . . . . . . . . . . . . . . . . . . . . . . 35

Pattipati, K.R. [108] . . . . . . . . . . . . . . . . . . . 11, 110

Paulraj, A.J. [73] . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Petermann, T. [59] . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Petropulu, A.P. [70] . . . . . . . . . . . . . . . . . . . . . . . . . 5

Pham, D. [108] . . . . . . . . . . . . . . . . . . . . . . . . 11, 110

Pohl, V. [72] . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5

Pohst, M. [104]. . . . . . . . . . . . . . . . . . . . . . . .11, 110

Q

Qiao, X. [80] . . . . . . . . . . . . . . . . . . . . . . . 5, 13, 158

R

Roberto Garello, [154] . . . . . . . . . . . . . . . . . . . . 160

Ronen, S. [116] . . . . . . . . . . . . . . . . . . . . . . . 13, 158

S

Sandell, M. [41] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

Sandell, M. [37] . . . . . . . . . . . . . . . . . . . . . . . . . . . . .2

Sandell, M. [46] . . . . . . . . . . . . . . . . . . . 2, 5, 74, 75

Schafer, R.D. [150] . . . . . . . . . . . . . . . . . . . 127, 130

Schafhuber, D. [65] . . . . . . . . . . . . . . . . . . . . . . . . . 3
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