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PREFACE 

 
 
 

Energy plays a major role in human societies. The supply of 
energy services is also a major contributor to the global and, 
too often, local environmental problems the World is facing. 
According to the International Energy Agency, actions to 
target future CO2 concentrations in atmosphere below either 
550ppm, or even below 450ppm, will have to be primarily 
focused on efficiency. A broader use of renewable, nuclear 
power and perhaps carbon sequestration will also contribute. 
To maintain a viable economic development these actions will 
have to be cost effective while globally reducing all emissions 
and caring about energy and material resources. A systemic 
approach is therefore essential to get a holistic vision, design 
better systems and optimize money and resources utilization. 
 
The ECOS conferences have a long tradition in fostering the 
key aspects and the scientific knowledge that are essential 
for the engineers. The organizers of this 23rd edition are 
proud to acknowledge one of the largest participation ever 
with many original and high quality papers. 
 
Our thanks go to the authors who accepted to travel from all 
continents and meet in Lausanne to present and share their 
scientific contributions. Many thanks also to all reviewers and 
members of the scientific committee who contributed to the 
quality of these proceedings. The conference chairmen are 
also grateful to the local organizing team including in 
particular, Nicolas Borboën, Stina Zufferey, Brigitte Gabioud, 
Yannick Bravo, Suzanne Zahnd and Irène Laroche. Many thanks 
also to the other members of the Industrial Energy Systems 
Laboratory of EPFL, the MEDIACOM EPFL team and the 
sponsors who greatly helped the organization of this fruitful 
event. 
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Innovative Hybrid Cycle Solid Oxide Fuel Cell- Inverted 
Gas Turbine with CO2 Separation 

Emanuele Facchinetti a, Daniel Favrat a, François Marechal a  

a Ecole Polytechnique Federale de Lausanne, EPFL, Lausanne, Switzerland 

Abstract:  Decentralized power generation and cogeneration of heat and power is an attractive way 
toward a more rational conversion of fossil or bio fuel. In small scale power production fuel cell – gas 
turbine hybrid cycles are an emerging candidate to reach higher or comparable efficiency than large 
scale power plants. In spite of the advantages of this hybrid technology, many technical barriers have 
to be overcome to develop a highly efficient system. The present contribution introduces an innovative 
concept of hybrid cycle that allows to reach high efficiency maintaining the fuel cell operating under 
atmospheric condition and thus avoiding fuel cell pressurization technical problems. Carbon dioxide 
separation represents an additional advantage. A thermodynamic optimization approach, based on the 
system energy integration, is used to analyse several design options. The methodology proceeds in 
two steps: modelling the system for a set of decision variables and optimizing their values. The 
innovative system is analyzed and compared with state of the art fuel cell - gas turbine hybrid cycle. 
Exergy analysis has been performed. Optimization results prove the existence of designs that, 
neglecting the pressure drops, achieve exergy efficiency higher than 75%. 

Keywords: Hybrid Cycle, Solid Oxide Fuel Cell, Gas Turbine, Inverted Brayton-Joule, CO2 

separation.

1. Introduction 
The rising demand for electrical power and the 
necessity to decrease fossil fuel consumption push 
for development of new power generation systems, 
with higher efficiencies and reduced 
environmental impacts. An attractive way to reach 
a more rational energy conversion of fossil or bio 
fuels is the decentralized power generation and 
cogeneration of heat and power. Among major 
weaknesses of existing small systems at the 
building level, consisting mainly of internal 
combustion or Stirling engines, are low electrical 
efficiency, high maintenance costs, together with 
noise and vibration. Recently introduced mini gas 
turbines in the range of 40 to 120 kWel have 
reduced the three latter problems however at an 
even lower efficiency. Moreover they are not 
available in the smaller power range typical of 
many multi-family houses.  Molten Carbon Fuel 
Cells (MCFC) and Solid Oxide Fuel Cells (SOFC) 
are emerging as major candidates to alleviate all 
the above mentioned drawbacks. However the fuel 
cannot be entirely converted electrochemically in 
the fuel cell alone and part of it is combusted 
downstream of the fuel cell with low energy 
efficiency. One existing approach suggests to 
further improve the electrical efficiency by 

combining the fuel cell with a gas turbine in a 
hybrid system. 
In the last years the research demonstrated 
potential and limits of this technology. Many 
studies have assessed the feasibility and operating 
condition of a variety of integrated high efficiency 
design options. Those alternatives are usually 
classified either in pressurized systems, if the fuel 
cell is operating under pressurized conditions, or 
in atmospheric systems. So far the studies showed 
that the pressurized systems reach the highest 
efficiencies. Palsonn [1] showed the possibility to 
reach in a pressurized system, also with a low 
pressure ratio, more than 65 % of efficiency. 
Massardo [2] analyzed pressurized and 
atmospheric systems with efficiencies up to 75%. 
Autissier [3] performed a thermo-economic 
analysis demonstrating the possibility to reach 
70% efficiency for an estimated 6700 $/kW with a 
50 kW pressurized system. Tsujikawa [4, 5] 
proposed an interesting way to fully integrate a gas 
turbine driven in an inverted Brayton-Joule cycle 
with a fuel cell operating under atmospheric 
conditions. The inverted Brayton-Joule cycle, 
which has been fully detailed by Wilson [6], is 
characterized by the expansion in the turbine 
before the compression. 
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Fig. 1  Innovative hybrid cycle flow-chart

Despite the high potential, so far the experimental 
applications of fully integrated highly efficient 
hybrid systems remain limited to a small number 
of cases. The world's first demonstration of  the 
SOFC-gas turbine hybrid concept, including a 
pressurized tubular SOFC module integrated with 
a micro gas turbine, was delivered to Southern 
California Edison for operation at the Irvine's 
National Fuel Cell Research Center. This system 
reached 53% electric efficiency for 220 kW [7]. A 
few other experimental applications have been 
developed, but all are restricted to the bulky 
tubular SOFC stacks. SOFCs are available in two 
different typologies: tubular geometry and planar 
geometry. The latter are more effective, compact 
and globally less material intensive than the 
tubular geometry based, but even more 
challenging to operate under pressurized 
conditions. Only recently, Lim [8] operated for a 
few hours a pressurized hybrid cycle with a 25 kW 
micro gas turbine and a 5 kW class planar SOFC, 
originally designed to work under atmospheric 
conditions.  
So far the fuel cell pressurization remains a major 
challenge to overcome and represents a limit to the 
hybrid cycle development.  The present paper 
introduces an innovative concept of atmospheric 
hybrid cycle capable of reaching higher or 
comparable efficiencies to the state of the art, 
whilst avoiding fuel cell pressurization technical 
problems. An additional advantage offered by the 
system is the carbon dioxide separation. This 
innovative system is compared to the state of the 
art hybrid cycle. A thermodynamic optimization 
approach, based on the system energy integration, 
is used to investigate several design options. The 
exergy analysis is performed to compare the 
energy conversion efficiency of the systems. 

 

2. System and model description  
An innovative concept of SOFC-gas turbine 
hybrid cycle is introduced, described and 
compared with the state of the art hybrid cycle. 
The developed system model is detailed 
underneath.  
2.1. Innovative hybrid cycle 
The innovative concept is based on a planar SOFC 
operating under atmospheric pressure integrated 
with two gas turbines driven in an inverted 
Brayton-Joule cycles. One embodiment of the 
system is presented in Fig. 1.  
The idea is to capitalize on the intrinsic oxygen-
nitrogen separation characteristic of the fuel cell 
electrolyte by sending separately to the relative gas 
turbines the cathodic flow and the anodic flow, 
which is free of nitrogen.  
The cathodic flow, consisting in air impoverished 
in oxygen at the fuel cell outlet temperature, could 
be additionally heated up before passing through 
the sub-atmospheric gas turbine and to be 
exhausted. The anodic flow coming out of the fuel 
cell contains a part of unconverted fuel depending 
on the fuel utilization factor of the fuel cell. This 
remaining fuel is oxidized in a combustion 
chamber. If the oxidizer used is pure oxygen, the 
anodic flow passing through the turbine consists of 
only carbon dioxide and water.  The water can 
easily be condensed and separated in the cooling 
process between the turbine and the compressor. 
The latter mainly compresses carbon dioxide 
whereas the water is pumped up separately. 
Carbon dioxide can be stored for other uses or can 
be compressed to a compatible state for 
transportation and sequestration. As gas 
compression is much more demanding in terms of 
mechanic power than liquid pumping, the reduced 
gas flow leads to savings of power with respect to 
traditional systems. To benefit as much as possible 
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from this gain, supplementary steam can be 
injected in the fuel processing unit. As a 
consequence, the anodic flow steam injection rate 
is another degree of freedom and is usually 
increased in comparison with the standard hybrid 
fuel cell-gas turbine system.  
The advantages of the carbon dioxide separation 
and the compressor power reduction, although 
reduced, are maintained when the post combustion 
is realized with air instead of pure oxygen. This is 
due to the fact that post combustion concerns only 
a small part of the total fuel conversion in the 
system. In this case carbon dioxide and nitrogen 
have to be recompressed and separated afterwards 
if carbon dioxide collecting and storage is 
required. 
Analyses have been performed on both cases, with 
pure oxygen injection and with air injection. 
Since the innovative concept can be applied in any 
range of power, the system analysis performed is 
size independent. 
2.2. Model Description 
A steady-state model of the innovative hybrid 
cycle has been developed. The system model is 
subdivided into three sub-systems: fuel processing, 
fuel cell and gas turbines. Each sub-system 
includes a energy flow model computing the 
thermodynamic performance and the energy 
requirement. The models have been developed 
using a commercial process modeling software, 
BELSIM-VALI [9].  
2.2.1. Fuel Processing 
To simplify, the fuel feeding the system is 
methane, which is the major component of natural 
gas or of some biogas. The fuel processing is 
based on steam reforming, which can partially be 
internal. An appropriate excess of steam is 
guaranteed to avoid the formation of soot, which is 
an important cause of degradation. A carbon 
deposition risk model has been developed and 
integrated into the energy model. Pressure drops 
are neglected. The auxiliary devices needed, 
including pumps and blowers, are driven by the 
electrical power provided by the system.  
2.2.2. Fuel Cell 
The partially reformed fuel coming from the fuel 
processing unit feeds the anode of a planar SOFC 
operating under atmospheric pressure. Although 
not absolutely necessary in steady state operation, 
a blower, electrically driven by the system, 
provides the required air flow to the cathode.  

The fuel cell model is based on the model for 
planar technology developed by Van herle et al. 
[10]. Anode supported cells, composite LSCF 
cathode and metallic interconnectors are assumed. 
The electrochemical model includes diffusion 
losses at the anode and cathode, as well as other 
polarization and ohmic losses. Possibility of 
internal reforming is included. The cell potential is 
a function of inlet gases composition, current 
density and fuel utilization. The inlet temperature 
is limited in the range between 973 K and 1073 K. 
To avoid cracks, the thermal gradient across the 
stack is maintained to under 100 K by removing 
the eventual extra energy through a heat 
exchanger. Pressure drops are neglected.    
The model has been calibrated using experimental 
results presented by Wuillemin [11].  
2.2.3. Gas Turbines 
The anodic flow coming out the SOFC is mixed 
with an oxidizer in the combustion chamber in 
order to realize a stoichiometric and complete 
combustion. Post combustion hot gases have to be 
cooled down to the turbine inlet temperature 
(TIT).  
Considering the characteristic of the system and 
the size-independent aspect of the analysis, the 
parameters characterizing the turbomachinery have 
been chosen so as to cover applications in different 
power ranges. The isentropic efficiency is 
supposed constant and equal to 0.85.  The 
maximum pressure ratio considered is 6. Pressure 
drops are neglected. The analysis is performed for 
two different TIT limits: 1173 K and 1573 K.    
2.3. State of the art hybrid cycle 
A flow-chart of the state of the art hybrid cycle, 
used as reference, is presented in Fig. 2.  

 
Fig. 2  State of the art hybrid cycle flow-chart 

The system is based on a pressurized planar SOFC 
coupled with a gas turbine. A fuel processing unit, 
analog to the one described for the innovative 
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layout, feeds the anode with partially reformed 
methane at the operating pressure. A compressor 
supplies compressed air at the cathode. The 
cathode and the anode flows are combined 
downstream of the SOFC. This mixture is sent to 
the combustion chamber where the unconsumed 
fuel is completely oxidized. Following this, the hot 
gases expand in the turbine and are ejected as 
exhaust gases.  
The model of each sub-system is corresponding to 
the model descriptions concerning the innovative 
system mentioned previously. 

3. Thermodynamic optimization  
A thermodynamic optimization approach is used 
to evaluate several design options. The 
methodology consists in two phases: to model the 
system defining a set of decisional variables and to 
optimize their values. This approach, described 
hereafter, is integrated into OSMOSE, a software 
under development at LENI [12] for design and 
optimization of integrated energy systems. 
3.1. System modeling 
The aim of the system modeling is to represent the 
impact of the design choices on the performances. 
The system’s state and performances are expressed 
by variables divided in two categories: the 
decision variables provided as input, and the 
dependant variables computed as output.  
The system modeling is organized in three sub-
models (Fig. 3): the energy flow model, the heat 
and power integration model and the performance 
evaluation model.   

 
Fig.3  System Model Layout 

The energy flow model has been previously 
introduced and detailed in section 2.2. 
The heat and power integration model solve the 
heat cascade and the energy balance of the plant 
maximizing the combined production of heat and 
power. This identifies the minimum energy 
requirement and sets the basis for the heat 
exchanger network design, based on the exergy 
losses minimization. The heat exchange is 

assumed with a minimum temperature difference 
)( minT of 10 K. 

The performance evaluation model allows to 
evaluate the system performances taking into 
account the energy flow model and the energy 
integration results. First Law efficiency and exergy 
efficiency are both estimated. The First Law 
efficiency (1) is defined as the ratio between the 
electrical power output and the power provided to 
the system in terms of fuel and, eventually, as 
separated oxygen. The electrical power output is 
the sum of the fuel cell power output, FCE , and 
the net power output of the gas turbines (turbines 
power minus compressor and auxiliaries powers), 

GTE . The energetic cost of the oxygen 
separation is considered equal to the ideal 
diffusion work of the pure component to its partial 
pressure in the atmosphere, which is the diffusion 
exergy [13].  

22

0
sOOFiF

GTFC

eMhM
EE

, (1) 

According with the general definition and 
following the formalism proposed by Favrat [13, 
14], the exergy efficiency is defined as the ratio 
between the exergy rate delivered by the system 
and the exergy rate received by the system. The 
exergy rate delivered by the system consists in the 
electrical power output and in the diffusion exergy 
of the separated carbon dioxide. The exergy rate 
received by the system is reduced to the 
transformation exergy received (2). 

22

22

0
sOOFF

COsCOGTFC
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3.2. Optimization 
The objective of the optimization is to choose the 
design options that maximize the system 
efficiency. The influence of the decision variables 
on the system efficiency can be also investigated.  
The optimisation is performed using MOO, a 
Multi - Objective Optimizer which is described in 
[15]. Evolutionary Algorithms are heuristic 
methods that base the optimization procedure on 
the exploration of the search space, thus allowing 
to optimize a non-linear and non-continuous 
system of equations. The search space is defined 
by the decision variables and their bounds. The 
multi-objective optimization solution is a set of 
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points in the decision variables space that define 
the possible trade-off between the objectives. The 
Pareto frontier expresses this compromise 
delimiting the unfeasible domain from the feasible 
but sub-optimal one. 

4. Results  
Three systems are compared in the results: the new 
system firstly with pure oxygen as oxidizer in the 
combustion chamber (HCox), and secondly with 
air (HCair), and the state of the art system (HCP).  
The decision variables and their range are 
presented in Table 1. 

Table 1.  Decision Variables  

Variable Range Variables Range 
sc [-] [0.7 - 3.5] i [A/cm2] [0.3 - 0.6] 

Tsr [K] [973-1073] -] [0.5 - 0.8] 
Tfc [K] [973-1073] -] [2.5-6] 

-] [2 - 10] Tic [K] [298 - 343] 
 
The fuel cell allows a more efficient energy 
conversion compared to the gas turbine. For this 
reason in all the optimization performed the fuel 
cell fuel utilization is maximized to the upper limit 
of its allowable range. Higher fuel cell efficiency 
can be achieved with a lower current density. A 
lower current density means larger fuel cell 
dimensions. Since the approach used does not 
consider any constraints on the fuel cell size, in all 
the optimization performed the current density has 
been minimized to the lower limit of the range.  

 
Fig.4 Efficiency vs. pressure ratio with max 

TIT=1573K. 

The relation between First Law efficiency, exergy 
efficiency and pressure ratio is presented in the 
form of Pareto curves for the case of maximum 
TIT equal to 1573 K in Fig. 4. For HCox and 
HCair the pressure ratio reference is that of the 
anodic side. The system efficiency increases with 
the pressure ratio, although the increase becomes 
less important toward high pressure ratios. At low 

pressure ratios the performances of HCP are more 
sensitive to the pressure ratio variation. HCox is 
the most performing system. Considering the First 
Law efficiency HCox is between 1.5% and 2% 
more effective than HCair. 
The gain with respect to HCP is around 5%. Those 
results are due to the reduction in compressor 
power and in exergy losses enabled by the new 
hybrid cycle concept. The gain is more important 
in HCox than in HCair, since avoiding the 
presence of nitrogen a higher amount of water can 
be condensed and pumped up.  
However the First Law efficiency does not 
consider the carbon dioxide separation value and 
in general is not an adequate indicator of energy 
conversion performance. The exergy efficiency is 
the most appropriate performance indicator to 
estimate the thermodynamic quality of an energy 
conversion system. In terms of exergy analysis the 
advantage of HCox is higher: the analysis proves 
that HCox is about 4% more effective than HCair 
and around 7% more effective than HCP.   
Fig. 5 illustrates how the system power output is 
distributed between the gas turbines and the fuel 
cell. The gas turbines power output is limited 
between 25 and 35% of the total power output. 
The reduced compression work enables HCox 
having the highest rate of power supplied by the 
gas turbines. 

 
Fig.5 Pressure ratio vs. gas turbines power output 

percentage with max TIT=1573K. 

Fig. 6 shows the relation between the steam to 
carbon ratio and the pressure ratio. The optimum 
HCox and HCair rate of water are higher than for 
HCP.  
The optimal air excess in the fuel cell slightly 
decreases with the pressure ratio for all three 
systems, as illustrated in Fig. 7.  
The pressure ratio of the cathodic turbine remains 
nearly constant for HCox while decreases for 
HCair with respect to the anodic pressure ratio 
(Fig.8).  
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Fig.6 Pressure ratio vs. steam to carbon ratio with 

max TIT=1573K. 

 
Fig.7  Pressure ratio vs. fuel cell air excess with max 

TIT=1573K. 

 
Fig.8 Pressure ratio vs. cathodic turbine pressure 

ratio with max TIT=1573K. 

 
Fig.9  Pressure ratio vs. compressor inlet temperature 

with max TIT=1573K. 

Figure 9 displays the relation between the pressure 
ratio and the anodic and cathodic compressor inlet 
temperatures. Anodic and cathodic compressor 
inlet temperatures of HCair are minimized in order 
to reduce the compression work. The compressor 
inlet temperatures of HCox are slightly higher than 
the lower limit of the range. This is due to the low 

temperature heat load required by the system 
energy integration. 
Corrected composite curves of optimal solutions, 
characterized by the same pressure ratio, are 
compared in Fig. 10. The decision variables 
describing those solutions are presented in table 2.  
The corrected composite curves represent the 
relation between corrected temperature 
( )2/( minTT ) and the heat load specific to the 
power output. The cold curve represents the heat 
requirements of the cooling water utility, the water 
and the fuel supplied to the fuel process unit, the 
air provided to the cathode and the steam 
reforming reactor. The hot curve represents the 
heat extracted to limit the TIT, to cool down the 
fuel cell and the turbine outlets. 
Three pinch points are created in HCox and HCair: 
at low temperature by the steam production for the 
fuel processing, at intermediate temperature by the 
steam reforming and at high temperature by the 
additional heating of the cathodic turbine inlet. 
HCP has only the pinch point at low temperature 
created by the steam production.  
The heat load of the two atmospheric systems is 
higher with respect to that of the pressurized 
system. Two contributes explain this difference: 
the water condensation presents in HCox and 
HCair and the different air excess in the fuel cell. 
An important amount of heat is extracted in the 
low temperature zone of HCox and HCair for the 
water condensation in the anodic flow. The largest 
part of this heat is evacuated by the cooling water 
utility. In HCP the water is evacuated as steam in 
the exhausted gases. The different air excess 
explains the residual difference of the heat load: if 
the air excess is higher more air is heated up in the 
fuel processor unit and more heat is recuperated 
before the cathodic compressor. The heat 
exchanged between the incoming cold air and the 
outgoing hot air represents the main fraction of the 
heat exchanged in the intermediate temperature 
zone. In this region HCox and HCair are 
characterized by lower exergy losses with respect 
to HCP. The possibility to differentiate the 
cathodic and anodic pressure ratios enables a 
reduction in exergy losses, especially in this 
intermediate temperature zone. On the contrary in 
the high temperature zone, HCP has lower exergy 
losses. The high air excess characterizing the 
combustion in HCP maintains low the temperature 
at the turbine inlet, thus reducing the exergy 
losses. For the same reason the exergy losses are 
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more significant for HCox than for HCair, in 
which the nitrogen injected in the combustor 
contributes to cool down the flow. 

 

 

 
Fig.10  Composite curves for optimal solutions with 

=3  and max TIT=1573K. 

Table 2. Decision Variables for optimal solutions =3 
and max TIT=1573K. 

Variable HCox HCair HCP 
sc [-] 2.13 2.37 1.77 

Tsr [K] 985 976 979 
Tfc [K] 1009 1026 979 

-] 2.3 2.1 3.2 
-] 0.8 0.8 0.8 

i [A/cm2] 0.3 0.3 0.3 
-] 3 3 3 

cathode [-] 4.6 4.00 - 
Tic cathode[K] 302 299 - 
Tic anode [K] 304 299 - 
 
In conclusion the influence of a lower TIT is 
investigated. The Pareto frontiers obtained 

considering 1173 K as TIT limit are shown in 
Fig.11. The influence of the pressure ratio on the 
efficiency appears less important than in the case 
of TIT limit 1573 K.  The expected decrease in 
efficiency is between 2.5% and 3% for HCox, 
between 2% and 2.5% for HCair and no more than 
1% for HCP, in the whole pressure ratio range. 
The performance of HCox and HCair are more 
sensitive to the TIT variation.  

 
Fig.11  Efficiency vs. pressure ratio with max 

TIT=1173K. 

5. Conclusions 
A new concept of hybrid cycle integrating a Solid 
Oxide Fuel Cell, operating under atmospheric 
pressure, and a gas turbine, based on an inverted 
Brayton-Joule cycle, is introduced. A model of the 
system has been developed. Process integration 
techniques have been used to investigate several 
design options and estimate the integrated system 
performance. A size-independent analysis has 
been carried out to compare the innovative system 
with the state of the art, represented by a hybrid 
cycle based on a pressurized fuel cell integrated 
with a gas turbine.  
Despite the more challenging system regulations 
and heat exchangers network definition, due to the 
integration of two gas turbines, the advantages 
offered by the innovative hybrid cycle with respect 
to the state of the art, are substantial. 
Fuel cell pressurization technical problems are 
avoided, as the fuel cell operates under 
atmospheric pressure. 
The new system enables the carbon dioxide 
separation. 
The energy conversion efficiency is higher. 
Results demonstrate that the innovative system can 
achieve 83% First Law efficiency with a pressure 
ratio of 6. The gain with respect the state of the art 
is about 5%. However the value of the carbon 
dioxide separation cannot be evaluated by the First 
Law efficiency. The exergy analysis proves that 
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the gain in terms of exergy efficiency with respect 
to the state of the art is about 7%. The new system 
can achieves around 82.5% of exergy efficiency 
with a pressure ratio of 6. Further performance 
improvement could be expected with an 
intercooled compressor of the anodic gas turbine. 

Nomenclature 
()  Convention positive into the system 

()   Convention positive out of the system  
0
ih  Specific lower heating value, kJ/kg 
0k   Specific exergy value, kJ/kg 

 es  Specific diffusion exergy, W/kg 

E   Exergy of mechanical work/electricity, W 

M  Mass flow, kg/s 
i  Current Density, A/cm2 
Tfc  Fuel cell inlet temperature, K   
Tic  Compressor inlet temperature, K 
Tsr   Steam reforming temperature, K     
Greek symbols 
  First Law efficiency  
sc  Steam to carbon ratio 
  Exergy efficiency 
  Fuel cell air excess 
  Fuel cell fuel utilisation 
  Pressure ratio 

Subscripts and superscripts 
F  Fuel 
FC  Fuel cell 
GT  Gas turbine 
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!"#$%&'$( A thermodynamic optimization methodology is developed to model, analyze, and predict the 
system behaviour of a combined SOFC-GT cycle. The system efficiency and power output are used as 
a basis to optimize the whole hybrid power plant. The optimized performance characteristics are 
presented and discussed in detail through a parametric analysis. Simulations of the effects that various 
design and operating parameters have on system performance have led to some interesting results. 
This study can be considered as a preliminary investigation of more complex fuel cell and gas turbine 
hybrid systems incorporating additional practical irreversible losses. 
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The combination of a solid oxide fuel cell (SOFC) 
and gas turbine (GT) has been identified as a 
promising innovative technology, superior to 
many other options due to its high energy 
conversion efficiency, fuel flexibility, and 
environmentally friendly characteristics. In such a 
hybrid configuration, high quality exhaust gases 
from the SOFC are used to drive a bottoming gas 
turbine cycle and provide supplementary power.  
Experimental investigation of the interrelated 
parameters governing a hybrid system is 
sometimes difficult and expensive, therefore 
various modeling and simulation methods have 
emerged to reveal the inherent mechanisms of 
such energy conversion. Accordingly, the purpose 
of this study is to present a methodological 
optimization procedure to model, analyze, and 
predict the system behavior of an ambient pressure 
SOFC-GT hybrid power plant based on a 
previously developed SOFC model [1-3]. This 
hybrid system is simulated and analyzed with 
major irreversible losses due to electrochemical 
reaction, electric resistances, finite-rate heat 
transfer, and heat loss to the environment being 
specified and considered. Optimum strategies are 
determined as a realistic measure for the potential 
of improving the performance of each system 
component. The thermal efficiency, as well as the 
power output are identified and used as a basis to 
optimize the hybrid system. A parametric analysis 
is carried out in order to evaluate the influence of a 
wide range of important design parameters and 

operational variables on the system performance. 
This approach is expected to provide guidelines 
for the investigation of more complex fuel cell and 
gas turbine combined cycles incorporating 
additional irreversibilities.  
 

2*+!+3./45+6789:;<+=>"%1/+#>#$43++
The high efficiencies developed by some of the 
fuel cell hybrids are of great interest, yet the 
optimum system configurations for the generation 
of power may remain to be determined. An 
ambient pressure system has several advantages, 
the most prominent of which is selection of the GT 
pressure independently of the fuel cell pressure 
[4]. Since this setup would require less integration 
of the SOFC and gas turbine, it also has the 
potential to be simpler to develop and could 
accommodate a wider variety of gas turbines [5]. 
Accordingly, an ambient pressure hybrid system is 
examined in the present study as a representative 
layout for integrating a fuel cell and gas turbine, as 
depicted schematically in Figure 1, where the fuel 
cell acts as the high-temperature heat reservoir of 
the gas turbine for the further production of power. 
As described in Figure 1, there is no mass 
exchange between the fuel cell and gas turbine and 
only heat is transferred between subsystems. The 
gas turbine is modeled as a compressor and turbine 
mechanically linked via a common shaft, and 
thermodynamically coupled to the fuel cell via a 
primary heat exchanger, where the air leaving the 
compressor is heated up by the high-temperature 
exhaust gas of the fuel cell. This hot air enters 
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directly into the turbine and expands to produce 
power. A second heat exchanger is adopted 
following the primary one, recovering heat from 
the exhaust gas of the primary heat exchanger, and 
preheating the inlet air and fuel before entering the 
fuel cell.  
 
!"#"$%&'()*$+)',-./(.01$$

 
F ig. 1.  The schematic diagram of a SO F C-GT system. 

To develop a mathematical model representing the 
complex electrochemical and thermodynamic 
characteristics of each component of the system, 
the following simplifications and assumptions are 
made [1-3]: (1) both the fuel cell and gas turbine 
are assumed to be operated under steady-state 
conditions; (2) all gases are treated as ideal; (3) 
gas leakage is negligible; (4) complete chemical 
reactions are considered for the fuel cell; (5) 
operating temperature and pressure are uniform 
and constant for the fuel cell domain including the 
inlet reactants and outlet products. 
$
!"#"#"$21$.--)3)-'.45)$*0+)5$60-$%789$$
As a starting point for the present work, a 
previously developed SOFC model [1-3], which is 
based on a planar solid oxide fuel cell using 
hydrogen as fuel and air as oxidant, is used. The 
overall electrochemical reaction is summarized as 
H2+!O2 2O+Heat+Electricity. 
The maximum electrical work obtainable in a fuel 
cell, operating at constant temperature (T) and 
pressure (p0=1atm), is given by the change in 

G) of the electrochemical 

energy and the reaction enthalpy is known to be 
H= G T S, where H corresponds to the 

S 
denotes the change in entropy and T S represents 
the amount of heat generated by a fuel cell 
operating reversibly. The enthalpy change and 

Gibbs free energy change between the products 
and the reactants of the global electrochemical 
reaction at temperature T can be, respectively, 
expressed as 

h
Fn

iAH
e

                             (1) 

),( pTg
Fn

iAG
e

                             (2) 

where 
j

jjhh , ),(),( pTpTg
j

jj , 

subscript j represents the jth species of the reaction, 
ne is the number of electrons transferred in the 
reaction, i is the current density, A is the surface 
area of the interconnect plate (assuming the 
interconnect plates have the same area), 
F=96,485Cmol 1 h is the 
molar enthalpy, µ is the partial molar Gibbs free 
energy of species, and  is the stoichiometric 
coefficient.  In particular,

OHOH pppRTTgpTg
222

2/1ln)(),(  denotes the 
molar Gibbs free energy change for the fuel cell 
reaction, where R=8.314Jmol 1K 1 is the universal 
gas constant, 

2Hp , 
2Op , and OHp

2
 are the partial 

pressures of reactants H2, O2, and H2O, 
respectively. It is noteworthy that 

g °(T)  is the molar Gibbs free energy 
change at p0=1 atm, which also depends on 
temperature, and that the calculation of )(Tg  is 
based on the tabulated values [6] at operating 
temperature T. 
Although the Gibbs free energy change is a 
measure of the maximum electrical energy 
obtainable from an electrochemical reaction, this 
energy component is never completely utilized in a 
practical fuel cell because of various 
thermodynamic and electrochemical 
irreversibilities [7,8]. For example, the output 
voltage of the fuel cell is always less than its 
reversible voltage because there exist irreversible 
losses originating primarily from activation 
overpotential (Vact), ohmic overpotential (Vohm), 
and concentration overpotential (Vconc) [9,10]. 
Besides the overpotential irreversibilities, another 
irreversible loss can be  electronic current leakage 
through the electrolyte [1-3] and/or gas leakage 
from inadequate sealing. In practical systems the  
the measured open-circuit potential in a practical 
fuel cell can be lower than its ideal reversible 
potential, and therefore a leakage resistance can be 
introduced. The terminal voltage of an operating 
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cell can thus be generically derived by considering 
a cell as many small elements in series, including a 
reversible voltage determined by the Nernst 
equation, an internal resistance (Rint) made up by 
the sum of three overpotential contributions, and a 
leakage resistance (Rleak) in parallel with the load.  
Entropy can be used to calculate the theoretical 
limits to energy conversion. According to [11-13], 
minimum irreversibility or entropy generation 
means maximum efficiency of the system. 
Combining those irreversibilities yields the rate of 
the total entropy production of an irreversible 
SOFC, which includes the entropy production rate 
resulting from the internal resistance and leakage 
resistance as: 

0
2

0
2 // TRITRIS leakleakintinttot                                   (3) 

where T0 is the ambient temperature, and Iint and 
Ileak represent the corresponding electric currents 
through the equivalent resistances Rint and Rleak, 
respectively. 
Considering all the irreversibilities discussed in 
the above analysis, the power output of the SOFC 
subsystem can be deduced as a function of current 
density, temperature, partial pressures, chemical 
composition, and geometric/material 
characteristics [1-3]: 
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thermal efficiency of the SOFC can thus be 
calculated from Eq.(4) as 
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F ig. 2.  The relationship between the optimized current 

density i  and the fuel cell temperature T. 

According to our previous study [1], results show 
that there exists a maximum efficiency for the 
proposed SOFC model when its current density is 
varied. Using Eq. (5) and its extremal condition, 

fc i=0, it can be proved that when the 
efficiency attains its maximum value, the 
corresponding current density of the fuel cell, i.e., 
i , is determined by     
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Solving Eq. (6) enables us to generate the curve of 
the optimized current density i  varying with T as 
shown in Fig. 2. It is clearly seen that i  is a 
monotonically increasing function of the SOFC 
operating temperature for other given parameters. 
Substituting the solution of Eq. (6) into Eqs. (4) 
and (5), one can further obtain the maximum fuel 
cell efficiency and the corresponding optimal 
power output.  
!
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F ig. 3.  The T-S diagram of an endoreversible Brayton 

cycle. 

The basic thermodynamic cycle on which the gas 
turbine is based is known as the Brayton cycle. A 
steady-flow endoreversible Brayton cycle 
(assuming no changes in kinetic and potential 
energy) is shown in Fig. 3 as a temperature-
entropy (T-S) diagram, where the processes 1-2 
and 3-4 are isobaric heat addition from the SOFC 
and isobaric heat release to the environment 
respectively, the process 4-1 is an isentropic 
compression representing the power used by the 
compressor, and process 2-3 is an isentropic 
expansion representing the power output from the 
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turbine. Ti(i=1,2,3,4) are the temperatures of the 
working substance in the gas turbine at state points 
1, 2, 3, and 4, and hQ  and lQ  denote the rates of 
heat flow transferred from SOFC to GT at T and 
from GT to the surroundings at T0, respectively.  
As a main source of irreversibility, the irreversible 
loss caused by the finite-rate heat transfer in the 
primary heat exchanger between the SOFC and 
GT subsystems is considered. Once the finite-rate 
heat transfer is taken into account, the performance 
of the gas turbine is closely dependent on heat-
transfer laws. According to Newtonian heat-
transfer [14] and the expression of log mean 
temperature difference (LMTD) [15], hQ  and lQ  
can be, respectively, expressed as 

u
xTTAUxTTcmQ ph ln

)()(
1

22111
22

                     (7)           

v
TxTAUTTcmQ pl ln

)()( 4422
43

                            (8)      

where )/()/( 22 TTxTTu , )/()( 0404 TTTxTv ,  

4312 // TTTTx  is the temperature ratio of the 
isobaric processes, m  and pc  are, respectively, 
the mass flow rate and the heat capacity at 
constant pressure of the working fluid in the gas 
turbine, U1 and U2 are the heat transfer coefficients 
between the gas turbine and the high- and low-
temperature reservoirs, A1 and A2 denote the 
corresponding heat transfer areas, and the total 
heat transfer area of the gas turbine cycle 
Ah=A1+A2. Using Eqs. (7) and (8), the relationship 
between A1, A2, and Ah can be deduced as 

)ln/(ln1 21
1 uUvU

AA h                                             (9) 

)ln/(ln1 12
2 vUuU

AA h                                           (10) 

Inevitably, part of the thermal energy produced in 
the SOFC is directly released as a heat loss to the 
environment [1-3], which can be expressed as:                                                   

)( 0TTKAQ lloss                                                (11)                      

where K represents the convective and/or 
conductive heat-leak coefficient, and Al denotes 
the effective heat-transfer area. Combining the 
previous analysis and equations yields the heat 
flow rate transferred from SOFC to GT as 

)()1( 0TTKAHQPHQ lfclossfch
(12) 

The efficiency of the GT cycle can thus be 
calculated using Eqs. (7)-(12) as 
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Comparing Eq. (13) with Eq. (14) yields the 
following relation: 
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Eq. (15) indicates that T4 is a function of T2 when 

hQ , the amount of heat released from the fuel cell 
to the gas turbine, is kept as fixed. Furthermore, by 
using the solution of T4 in Eq. (15), T4 can be 
eliminated from Eqs. (13) and (14). Therefore, it is 
clear that the gas turbine efficiency is only a 
function of T2 and hQ  with other given 

parameters, i.e., ),( 2 hgtgt QT .  

For a given hQ , using Eqs. (13) and (14) and their 

extremal condition 0)/( 2 hQgt T , it can be 

proved that when the efficiency of the gas turbine 
attains its maximum, T2 is determined by the 
following two equations: 

2424 /)/( TTTT
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Thus the relationship between T2 and T4 when the 
gas turbine works with maximum efficiency can 
be easily deduced from Eqs. (16) and (17) as:  
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Substituting the solution of T4 from Eq. (15) into 
Eq. (18) enables us to generate the curves of the 

 
F ig. 4.  The relationship between the optimized GT 

temperature T2 and the fuel cell temperature T. 
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optimized T2 varying with T as shown in Fig. 4, 
where the parameters m1, m2 and m3 are three 
expressions given in the following analysis. From 
Fig. 4 it is clearly seen that the optimized value of 
T2 is a monotonically increasing function of 
temperature T (the operating temperature of 
SOFC) for other given parameters. 
Following the above procedure, the optimized GT 
efficiency, i.e., gt, becomes only a function of the 
fuel cell temperature T for a set of given 
parameters. Combining the above equations yields 
the optimum efficiency and power output of the 
gas turbine as: 

)1(
ln

)()1(
1

ln
)1(11 1

20321

4

xT
u

TTmimvm
xT

Q
Q

fch

l
gt

 (19) 

)1(
ln

)()1(
1

ln
)1(

1

)()1(

1
20321

4

0
2

3

xT
u

TTmimvm
xT

TT
Fmn

mh
Fn
hiAQP

fc

e
fc

e
gthgt (20) 

where 
211 /UUm , )/( 12 he AFUnhAm , )/( 13 hl AUKAm , 

and the temperatures T2 and T4 are determined by 
simultaneously solving Eqs. (15) and (18). Eqs. 
(19) and (20) show clearly that the optimized 
efficiency and power output of the SOFC-driven 
gas turbine are closely dependent on the design 
and operation parameters of the fuel cell.  
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Combining Eqs. (12)-(14), (19), and(20) yields the 
following expressions of the efficiency and power 
output for the SOFC-GT hybrid system: 
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From Eqs. (21) and (22), it is clearly seen that the 
efficiency and power output of the SOFC-GT 
system are closely dependent on the parameters 
related to the various irreversible losses, which 
include the irreversibilities within the fuel cell 
itself, and those originating from heat transfer due 

to convection/conduction in the combined SOFC-
GT power plant.  
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Knowledge of the performance and operating 
limits of the system leads to the development of 
optimization strategies and the determination of 
the realizable system and component potential. In 
this section, numerical calculations are performed 
to explore the optimum system operation based on 
the parameters adopted from data available in 
previous work [1-3]. Values of those parameters 
are used for all analysis as constants unless 
mentioned specifically. For example, the fuel 
composition at the SOFC inlet is taken as 97% H2 
+ 3% H2O, and the typical oxygen composition in 
ambient air, i.e., 21% O2 + 79% N2, is used as 
oxidant. Moreover, the enthalpy and entropy of 
reaction are generally not strong functions of 
temperature, which has been justified by the 
numerical examples for the hydrogen-oxygen 
reaction [1-3]. Thus, we can invoke the 
assumption that the changes in enthalpy and 
entropy across the fuel cell reaction are 
independent of temperature. 
Since the prime motivation for the hybrid 
technology is to achieve a high thermal efficiency, 
the system parameters of the present model are 
chosen specifically to ensure not only the SOFC 
and GT subsystems, but also the entire hybrid 
cycle, works optimally at maximum efficiency. 
Therefore, the performance curves in the figures 
are all generated based on an optimized fuel cell 
current density, i.e., i . The sensitivity of the 
overall system performance to typical cycle 
parameters such as the operating temperature (T) 
of the SOFC, the temperature ratio (x) and the heat 
transfer coefficients ratio (m1) of the gas turbine 
cycle, as well as the parameters related to the heat 
transfer between the subsystems and the heat leak 
to the surroundings, i.e., m2 and m3, will be 
explored in this section. 
 
5":"##;**(,'#1*#$<=>#10(3.'+-?#'()0(3.'43(#
As briefly introduced in the previous discussion, 
the operating temperature of the fuel cell (T) 
affects the whole SOFC-GT cycle performance. 
Use of Eqs. (6), (21), and (22), as well as the 
solutions of T2 and T4 which are determined by the 
simultaneous Eqs. (15) and (18), enables us to plot 
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the curves of system efficiency and power density 
versus fuel cell temperature, as illustrated in Fig. 
5, where the parameters i = i , x=1.08, m1=2 and 
m2

2/A are chosen, and the power density 
P*

hybrid =Phybrid /A. The curves are generated based 
on a temperature range of 1073-1273K because a 
conventional high-temperature SOFC generally 

 

 

 
F ig. 5.  The curves of the system eff iciency (a) and 

power density (b) varying with the fuel cell 
operating temperature, where T  is the 
temperature at which the system efficiency 
attains its maximum.  

As clearly seen in Fig. 5(a), there exists a 
maximum efficiency max as the SOFC temperature 
is varied between 1073K and 1273K, with T  

denoting the corresponding temperature when the 
efficiency attains its maximum. On the other hand, 
the power density of the hybrid system increases 
monotonically when the SOFC temperature is 
increased, as presented by the curves in Fig. 5(b). 
This is due to many reasons. Firstly, increasing the 
fuel cell temperature enables a greater SOFC 
power and efficiency, as described by Eqs. (4) and 
(5). On the other hand, as shown clearly in Fig. 4, 
the highest temperature of the optimized GT cycle 
is directly increased by increasing the fuel cell 
temperature, which in turn results in an increase of 
the GT efficiency, as can be readily proved from 
Eq. (13). In addition, a growth in the optimized 
fuel cell current density can be detected when the 

SOFC temperature increases according to Fig. 2, 
thereby leading to an increase in the overall energy 
input of the hybrid system as illustrated by Eq. 
(21). However, a larger amount of heat loss from 
the SOFC to the environment can be expected 
when the fuel cell temperature increases based on 
Eq. (11). Conclusively, a higher fuel cell 
temperature provides not only larger SOFC power 
but also larger GT power, and thus enables higher 
system power output.  
 
!"#"$%&'()*&+*$,'$'-&-.*/01.*$2*1.$.01&3'*0  

 

 
F ig. 6.  The curves of system efficiency (a) and power 

density (b) varying with m1, where m1-  is the 
value of m1 at which both the system power 
output  and eff iciency attain their maxima.  

The effect of irreversibilities due to finite-rate heat 
transfer on the system performance can be best 
explained by two parameters, m1 and m2. As the 
ratio of heat transfer coefficients between the gas 
turbine and the high- and low-temperature 
reservoirs, m1=U1/U2 is a parameter to measure the 
performance of the GT cycle and is independent of 
the SOFC subsystem. Fig. 6 shows clearly the 
effect of m1 on the power output and efficiency of 
the hybrid system. Eqs. (21) and (22) enable us to 
prove that there is a common extremal condition 

hybrid m1 Phybrid m1=0 for the hybrid 
h ° is assumed to be independent of 

temperature. It implies the fact that there is a 
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common optimum m1  at which both the power 
output and efficiency of the hybrid system attain 
their maxima, as illustrated in Fig. 6.  

 

 
F ig. 7.  The curves of system efficiency (a) and power 

density (b) varying with m2, where m2-  is the 
value of m2 at which both the system power 
output and eff iciency attain their maxima.  

On the other hand, Fig. 7 shows the variation in 
the system efficiency and power density with the 
parameter m2, which is a synthetic parameter to 
measure the irreversibility of finite-rate heat 
transfer in the GT cycle. From Eqs. (21) and (22), 
it may be easily elucidated that there is a common 

hybrid m2 Phybrid m2=0 
for the hybrid system, which implies a common 
m2  for the power output and efficiency of the 
hybrid system. This characteristic is illustrated 
clearly by the curves in Fig. 7.  
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According to Eqs. (21) and (22), we can further 
determine the effect of x, which is the temperature 
ratio of the isobaric processes in the GT cycle, on 
the system performance. Since the highest 
temperature of the optimized GT cycle is related to 
the fuel cell temperature, the variation of the 
temperature ratio of the GT cycle certainly affects 
the T2(opt) ~ T curves as illustrated in Fig. 4. It is 
found that the decrease of x leads to a higher T2(opt). 

Furthermore, as described in Fig. 8, there is a 
common optimum x  at which both the system 
power output and efficiency attain their maxima, 
this is due to the existence of the common 

hybrid x Phybrid x=0 for 
the hybrid system when other parameters are 
given, as can be proved by using Eqs. (21) and 
(22). 

 

 
F ig. 8.  The curves of system efficiency (a) and power 

density (b) varying with x, where x is the value 
of x at which both the system power output and 
eff iciency attain their maxima.  

!"5"#$%&'()%*)#+&#6)3/#'+77#
As a synthesized parameter to measure the heat 
loss irreversibility from the fuel cell to the 
surroundings and the heat transfer irreversibility in 
the gas turbine cycle, m3 can be used to determine 
the effect of heat loss on system performance. 
From Eqs. (21) and (22), it can be proved that the 
power output and efficiency of the hybrid system 
are monotonically decreasing functions of m3, as 
observed from Figs. 5-8. The reason is quite clear. 
A smaller value of the parameter KAl and a larger 
value of the parameter U1Ah imply the smaller heat 
loss irreversibility of the SOFC and the heat 
transfer irreversibility in the GT cycle, thus leads 
to a smaller value of m3, and consequently enables 
a better hybrid performance. Accordingly, 
different values of m3 correspond to different 
quantities of energy released by the system as heat 
loss to the environment. Therefore the hybrid 
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systems should be manufactured with the aim of 
reducing heat loss to achieve better performance. 
More conclusions about the effect of heat loss on 
the system performance characteristics can be 
made based upon the curves of Figs. 5-8. For 
example, it is found from Fig. 5(a) that the 
maximum system efficiency ( max) will increase 
with the decrease of m3, while the corresponding 
SOFC temperature (T ) will decrease when m3 is 
decreased. Moreover, according to Figs. 6 and 7, 
the maximum efficiency and power output ( max 
and Pmax) will increase when m3 is decreased, and 
the corresponding parameters m1  and m2  will 
increase as m3 is increased. In addition, as shown 
in Fig. 8, not only max and Pmax but also the 
corresponding x will decrease with the increase of 
m3. In a word, the system performance depends 
closely on the heat loss.  
Specifically, when the heat loss to the environment 
is negligible, i.e., KAl m3
simple system model, and consequently the results 
obtained above can be simplified. For example, 
Eqs. (21) and (22) can be further simplified as 
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In such a case, the power output of the system will 
remain a monotonically increasing function of the 
fuel cell temperature and there still exists a 
maximum value for the system efficiency with the 
increase of temperature as shown by the dotted 
curves in Fig. 5, while both the system efficiency 
and power output will become monotonically 
decreasing functions of the parameter m2 as 
described by the dotted curves in Fig. 7. In 
addition, there still exist maximum values for the 
system efficiency and power output when the 
parameter m1 or x is varied, as shown by the dotted 
curves in Figs. 6 and 8.  
In summary, the parametric study identifies a 
number of important performance characteristics 
which became evident after the integration and 
development of the total system configurations. It 
is quite necessary to choose the appropriate design 
and control parameters based on the results 
obtained to improve the system performance.  
 

!"#$%&'()*+%&*#

A theoretical approach is presented to describe and 
optimize the performance of a SOFC-GT hybrid 
cycle by means of thermodynamic system 
modeling and numerical simulation. The model 
allows the investigation of the important 
system/component parameters to gain insight into 
the understanding of their impact on the 
performance characteristics of the hybrid system. 
This methodology is also valid for other fuel cell 
hybrid systems to develop irreversible models 
suitable for the investigation and optimization of 
similar energy conversion settings and 
electrochemistry systems.  
The high efficiency predicted in the present paper 
demonstrates the benefit of such optimization 
strategy. However, further issues still need to be 
investigated to determine if such a system is 
practically feasible, and a more in-depth analysis 
of the multi-irreversibilities should be performed 
to see if a better optimization strategy can be 
found. In addition, more complex system models 
should be analyzed, considering a larger number 
of decision variables than actually considered in 
the present study, and new hybrid configurations 
will also be explored in our future work.  
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The Optimized Fuel cell for Combined Heat & Power 
Generation (CHP) 

Mohammad Ameri , Mohammad Moulod 

Abstract: By optimization of a CHP fuel cell, the cost of electricity production will be reduced 
significantly. In this paper, the grid connected CHP fuel cell for supplying electrical and thermal loads of 
Farhangian town located in Boukan city of West Azarbaijan state of Iran is studied as a distributed 
generation system (DG). With respect to cost of electricity production, the fuel cell can purchase the 
electrical energy from the grid or it can produce more electrical energy and sell it to the grid if its cost is 
economical. Moreover, an additional peak load gas heater supports the heat production if the heat from 
the fuel cell is not sufficient. The amount of electricity transfer between the fuel cell and grid depends 
on the production costs of electricity and thermal energy in addition to cost of purchased and sold 
electricity to/from the grid. An objective function has been presented for optimization of this problem. 
The optimization method is subjected to the some constrains. Some fuel cells in range of 2000-3500 
kW have been assumed. The results show that all cases have suitable attractive rate of return and they 
are economically feasible. Therefore, one can conclude that supplying electrical and thermal loads by 
fuel cell for that town is a very suitable and economical alternative.  

Keywords: Fuel cell, electrical load, thermal load, optimization. 

1. Introduction 
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2. Modelling  

2.1 Objective function 

2.2 System constraints 

2.3 Model for optimization 

3. Case study 
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Adriano Sciacovellia, Vittorio Verdaa 

  In this paper, the prototype of a circular Molten Carbonate Fuel Cell (MCFC) built in the 
laboratories of Fabbricazioni Nucleari (FN) is analyzed using a tridimensional computational fluid 
dynamic (CFD) model. This model considers heat, mass and current transfer as well as chemical and 
electrochemical reactions. The results show that some inhomogeneous distributions in the reactants, 
causing non optimal use of the reactant surfaces, take place.  
An effective way to improve the distribution in current density consists in tracing tree shaped channels 
on the surface onto the distribution porous medium. A preliminary study on the effectiveness of such 
technical solution is investigated considering a network model of the fluid flow in the porous medium 
and the channels. Then the optimal shape of distribution channels is investigated considering some 
geometrical parameters identifying their topology and length as the independent design variables. 
Minimum entropy generation is considered as the objective function. 
The results show that significant improvements in the current density can be achieved. 

  Molten Carbonate Fuel Cell, Entropy Generation, Optimization. 
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$%,(/4.(-$/+"$/&0%(*&%.-(6$?(1.(1.**(-4$2.,7(%.$"*?(
&-.%/"02&'( 0"( 08."4$%#&%#( A20-&/&8.( -*02.C(
,.2.%,&%#( 0%( /4.( )*+&,( 60*.'+*.( '062*.@&/?=(
N?2&'$**?( )*+&,-( 3&/4( -&62*."( 60*.'+*.-( $".(
'4$"$'/."&-.,(1?(1.**(-4$2.,(8$20+"(*&%.($%,(*03."(
'"&/&'$*(/.62."$/+".-($%,()*+&,-(3&/4(60".('062*.@(
60*.'+*.-(,&-2*$?($%(08."4$%#&%#(8$20+"(*&%.($%,(
4&#4."('"&/&'$*(/.62."$/+".-(:;<7:;O<=(
M%( /4&-( 2$2."( /3.*8.( 0"#$%&'( )*+&,-7( '4$"$'/."&-.,(
1?( 08."4$%#&%#( 8$20+"( *&%.-( A$*-0( '$**.,( ,"?(
)*+&,-C7( 3.".( '0%-&,.".,( )0"( $( 2".*&6&%$"?(
-'"..%&%#($%$*?-&-=(N4.(-$/+"$/.,(8$20+"(24$-.(0)(
$( ,"?( )*+&,( 1.'06.-( -+2."4.$/.,( $)/."( /4.(
.@2$%-&0%7(-0(/4.".(&-(%0(%..,()0"(-+2."4.$/&%#(/4.(
8$20+"( 1.)0".( .%/."&%#( /4.( /+"1&%.7( 34&'4( &-(
'0%8.%/&0%$**?(+-.,()0"($80&,&%#(*&5+&,(,"02*./-($/(
/4.( .%,( 0)( /4.( .@2$%-&0%=( G*-07( ,"?( )*+&,-(
#.%."$**?(4$8.(6+'4( *03."(.%/4$*2?(,"02-(,+"&%#(
.@2$%-&0%( /4$%( 3$/."E-/.$6( 6&@/+".( :;O<7(
/4.".)0".7($(-&%#*.E-/$#.( /+"1&%.(&-(+-+$**?(+-.,(&%(
$%(!HI=(((
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!"#$%&'()*+&,(

b$/+"$/&0%(
2".--+".(
$/(TL^I(
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I"&/&'$*(
/.62."$/+".(
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2".--+".(
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(%E2.%/$%.(:R<( JF7TL( ;JR7LO( T=TRP(
(%E1+/$%.(:R<( TBJ7OO( ;LB7OO( T=DJR(
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(H;;T(:R<( RL7BR( B;P7;O( T=PTJ(
(H;;P(:;O<( BJO7JO( ;PL7DO( T=BFJ(
(HB;F(:;B<( ;=;T;7OO( D;7FD( B=RPO(
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N4.(-.*.'/.,( )*+&,-($".( *&-/.,( &%(N$1*.(B7( /0#./4."(
3&/4(/4.&"('"&/&'$*(2".--+".($%,('"&/&'$*(/.62."$/+".=(
N$1*.(B($*-0(-403-(/4.(-$/+"$/&0%(2".--+".($/(TL^I7(
34&'4( 3$-( $--+6.,( $-( /4.( -./( !HI( '0%,.%-."(
/.62."$/+".=( N4.( '0%-&,.".,( )*+&,-( 3.".(
'0660%*?( 5+0/.,( &%( *&/."$/+".( $-( 20--&1*.( )*+&,-(
)0"( !HI7( $''0",&%#( /0( /4.( ".).".%'.-( ".20"/.,( &%(
N$1*.(B7($-(3.**=((
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!"# $%&'()# *+# ,+-.,/+)# "%."0# 12# "%+# 3,&3&$+)#
.2.(4$1$0# &2(4# "%+,-&)42.-15# .$3+5"$# 61((# *+#
5&2$1)+,+)7# 8&6+9+,0# 1"# 1$# 6&,"%# '2)+,(412:# "%."#
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6.$# .$$'-+)# "&# "./+# 3(.5+# *4# -+.2$# &;# .2#
12"+,-+)1.,4# ;('1)0# $'5%# .$# )1."%+,-15# &1($0#
.55&,)12:# "&# $&-+# <=># 3,&3&$+)# 5&--+,51.((47#
K%+# +2"+,12:# "+-3+,."',+# ;&,# "%+# 5&&(# )1."%+,-15#
&1(# $",+.-# 6.$# .$$'-+)# ."# DLI# J>0# 6%1(+# "%+#
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#

#
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(12+#F2&#$'3+,%+."12:G@#
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K%+#"%+,-&)42.-15#-&)+(#&;#"%+#3,&3&$+)#545(+$#
6+,+# *'1("# *4# -+.2$# &;# P2:12++,12:# P?'."1&2#
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).".*.$+#.9.1(.*(+#;&,#"%+#$+(+5"+)#;('1)$#CDWE7#
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012 9

: #! ########################FDG#

6%+,+Q#
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#
#
#
#
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#

#
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#"0,"+/#-+"&/%)&#1"&)5/#1"+05'&(53&#"0,"+/#-+";&5%&
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#1"& +/%O"& (4& #-+!5%"& 5%3"#& #"0,"+/#-+"& !"#$""%&
*/#-+/#5(%& #"0,"+/#-+"& ./#& #1"& *"3"'#")& ,+"**-+";&
+",(+#")& 4(+& "/'1& 43-5)& 5%& #1"& 45O-+"& 3"O"%):& /%)&
CLJ& 89;& /**-0")& /*& #1"& 0/<50-0& /33($/!3"&
*-,"+1"/#5%O& #"0,"+/#-+";& 5%& (+)"+& #(& F"",& 6J& 89&
#"0,"+/#-+"& )544"+"%'"& !"#$""%& #1"& 43-5)& /%)& #1"&
)5/#1"+05'& (53& .6JJ& 89:@& P1"& 2/3-"*& /**-0")& 4(+&
,+"**-+";& 4(+& "/'1& 43-5);& /+"& '(++"*,(%)"%#& #(& #1"&
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$"/F& 4-%'#5(%& (4& #-+!5%"& 5%3"#& #"0,"+/#-+";& (%'"&
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&

&
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/+"&(!#/5%")&$1"%&*-,"+1"/#5%O&5*&/2(5)")&/%)&#1"&
43-5)& 5*& "<,/%)")& )5+"'#3B& 4+(0& )"$& 35%";& /*&
)"0(%*#+/#")& 5%& UEJV@& A%& UE6V& 5#& 1/*& !""%& /3*(&
*1($%;&#1+(-O1&/&'(0,+"1"%*52"&/%/3B*5*&!/*")&(%&
5++"2"+*5!535#B& '/3'-3/#5(%*;& #1/#& *-,"+1"/#5%O&
(+O/%5'&'B'3"*&."*,"'5/33B&54&!/*")&(%&(2"+1/%O5%O&
43-5)*:&5%'+"/*"*&'B'3"&5++"2"+*5!535#B&/%)&)"'+"/*"*&
#1"&*"'(%)&3/$&"445'5"%'B@&
T(+&#1"*"&+"/*(%*;&5%&#1"&4(33($5%O;&#1"&+"O"%"+/#")&
?Q9&$533&!"&'(%*5)"+")&$5#1(-#&*-,"+1"/#5%O@&T(+&
/33&#1"&43-5)*;&5%&#1"&'/*"&(4&"<,/%*5(%&(4&*/#-+/#")&
2/,(-+;&&5#&$/*&'1"'F")&#1/#&#1"&43-5)&/#&#1"&#-+!5%"&
"<5#&$/*&5%&#1"&2/,(-+&,1/*"&.2/,(-+&W-/35#B&"W-/3&
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5#&/33($*&)+B&"<,/%*5(%*&$5#1(-#&*-,"+1"/#5%O&/%)&
+"O"%"+/#"& #1"&'B'3"&!B& *-!='((35%O& #1"&2/,(-+& /#&
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2/,(-+&"<#+/'#5(%@&
X'#-/33B;& %(#& /33& #1"& '(%*5)"+")& (+O/%5'& 43-5)*&
(44"+")& #1"& ,(**5!535#B& (4& /,,3B5%O& #1"& 5%#"+%/3&
+"O"%"+/#5(%& (4& #1"& 'B'3"& /%)& %(#& 4(+& #1"& $1(3"&
+/%O"& (4& '(%*5)"+")& #-+!5%"& 5%3"#& ,+"**-+"@& X*& /&
0/##"+&(4&4/'#&#1"&+"O"%"+/#5(%&$/*&/,,35")&(%3B&5%&
#1"&'/*"*&$1"%&#1"&#-+!5%"&(-#3"#&#"0,"+/#-+"&$/*&
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KF$%# ;/*# ),.&# ;74'0L# ,-0#.*'+'.,7# 3*)114*)#/;# ),.&#
;74'09# H'+&# +&)# )M.)3+'/-# /;# -CN/-,-)# ,-0# -C
G.+,-)5#O&)#.4*J)1# ;/*# =1/84+,-)9#6!!?),9#6!@A9#
6@@B#,-0#-CD4+,-)#,*)#)M,.+7:#+&)#1,2)#/;#E'(4*)#
K9# 8)'-(# ./**)13/-0)-+# +/# +&)# -/-C*)()-)*,+)0#
.:.7)15##
E/*#,77#+&)#/+&)*#;74'01#+&)#.4*J)1#./**)13/-0#+/#+&)#
*)()-)*,+)0#.:.7)19#1&/H'-(#,#()-)*,7#'-.*)2)-+#'-#
+&)# );;'.')-.:5# P71/# '-# +&)# .,1)# /;# *)()-)*,+)0#
G6%9# );;'.')-.:# .4*J)1# 1&/H# ,# 2,M'242# J,74)#
;/*# 3*)114*)1# -/+# ;,*# ;*/2# .*'+'.,7# 3/'-+5# =-#
3,*+'.47,*9# 2,M'242# );;'.')-.:# ;/*# -CN/-,-)#
'-.*),1)0# 43# +/# !!9"?Q9# ;/*# -CG.+,-)# 43# +/#
!@9ARQ9# ;/*# -CS)3+,-)# 43# +/# !"9R@Q9# ;/*# -C
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EXHAUST HEAT RECUPERATION FROM DI DIESEL 
ENGINES USING MECHANICAL AND ELECTRICAL 

TURBOCOMPOUNDING 

Hountalas D.T.a, Knecht W.b and Zannis T.C.c 

Abstract: A considerable amount of fuel chemical energy supplied to diesel engines is rejected to the 
environment through exhaust gases. It is approximately 30-40% of the energy supplied by the fuel 
depending on engine load. Therefore if part of this energy is recovered, it could result to significant 
reduction of engine bsfc compared to other technological solutions. A promising solution for the 
utilization of exhaust heat is turbocompounding, which has various advantages compared to other 
techniques as far as packaging, cost and applicability of the system is concerned. The idea is not new 
because various attempts have been reported but with marginal fuel savings. However, there exists a 
potential for significant improvement of fuel saving especially when the system is applied on engines 
with reduced heat losses. For this reason, in the present work, a detailed investigation is conducted to 
investigate and compare the effect of mechanical and electrical turbocompounding technologies on 
engine performance and exhaust emissions. In case of mechanical turbocompounding, a power turbine 
is mounted downstream of the engine turbocharger (T/C) whereas in case of electrical 
turbocompounding, a high-speed electrical generator is coupled to the T/C shaft for recuperating the 
excess exhaust power produced from the T/C turbine. The investigation is conducted on a heavy-duty 
(HD) direct injection (DI) truck diesel engine at various operating conditions. The examination involves 
mainly the effect of T/C and power turbine efficiency for both turbocompounding arrangements on 
engine performance characteristics and pollutant emissions. Variation of power turbine pressure ratio 
has also been taken into account in the case of mechanical turbocompounding. From the analysis it is 
revealed a potential for considerable fuel saving in the range of 8-9% when electrical 
turbocompounding is accompanied with high efficiency T/C equipment. 

Keywords:  Diesel engine, Exhaust heat recovery, Turbocompounding 

Nomenclature 
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1. Introduction 

 

 

2. Engine simulation model 
2.1 Brief outline of the simulation model 
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2.2 Heat transfer 

2.3 Air swirl 

2.4 Spray model 

2.5 Air entrainment into the zones 

2.6 Droplet breakup and evaporation 

2.7 Combustion model 

2.8 Nitric oxides and soot formation 

2.9 Gas exchange 

2.10 Modeling of T/C and power turbine 
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3. Engine description 

4. Test cases examined 

Speed 
(rpm) 

Load 
(%) 

Fuel 
Consumption 

(kg/h/cyl) 

Inlet 
Pressure 

(bara) 

Injection 
Advance 

(deg 
ATDC) 

5. Model calibration and validation 

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-56 www.ecos2010.ch



6. Comparative evaluation of 
mechanical and electrical 
turbocompounding 

6.1 Overview of the evaluation 

6.2 Effect of the turbocompounding system 
on engine performance characteristics 
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6.3 Effect of turbocompounding system on 
pollutant emissions 
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Daniela Gewalda, Andreas Schustera, Hartmut Spliethoffa and Nikolaus Königb 

a Institute for Energy Systems, TU München, Germany 
b MAN Diesel SE , Augsburg, Germany 

@;:'&%6'A  Heavy-duty Diesel engines are used for the production of electric energy in different 
applications, e.g. as IPPs in island networks or as net integrated power plants. Diesel engines are also 
able to run on different fuels such as heavy fuel oil, diesel oil, natural gas, biogas and biofuels. To 
increase the thermodynamic efficiency of Diesel engine power plants, different bottoming cycles can be 
applied to the engine cycle in a combined power plant.  
This paper presents a comparative study of the water-steam and the Organic-Rankine-cycle (ORC) as 
bottoming processes. Water-steam cycles are commonly used for power production units from 2 MW 
and larger, while ORC modules are commercially available up to 2 MW. According to this fact, criteria 
are necessary for the decision between water-steam- and Organic-Rankine-cycles with respect to the 
boundary conditions for the operation of a combined-cycle engine power plant. For the variable cases 
of Diesel engine applications and variable fuels, optimal working parameters for the tradeoff between 
additional power generation and additional investment costs are calculated for the steam- and the 
ORC-process, respectively. Concerning the ORC, calculations with two different state of the art 
working fluids (R245fa, pentane) are conducted. All calculations are done by means of a software for 
thermodynamic cycle simulations (Ebsilon Professional) with a detailed modeling of the components. 
The two bottoming cycles are compared by their energetic and exergetic efficiency and their specific 
costs for installation, operation and electricity production respectively, in order to derive decision 
criteria for the installation of water-steam- or Organic-Rankine-cycles. 

K eywords:  internal combustion engine, combined cycle, Clausius Rankine cycle, Organic Rankine 
Cycle. 

BC+D3'&".-6'("3+
Heavy-duty Diesel engines can be employed as 
power producers in various applications. Their 
advantages are: 
 high single cycle efficiencies 
 fuel flexibility 
 favorable costs for installation and operation  
 short time periods for construction and 

commissioning  
However, due to rising fuel prices and increasing 
environmental restrictions on pollutants and CO2 

emissions, internal combustion engines (ICE) are 
more often considered as prime movers in 
combined cycle applications to improve the 
system efficiency. 
The waste heat of ICEs, which can be utilized for 
power generation in a bottoming cycle, usually 
arises at two different temperature levels. While 
the exhaust gases have a temperature level of 
300 °C to 400 °C depending on the engine type, 

the high temperature (HT) cooling water has a 
level of about 90 °C. The exhaust gas heat 
accounts for about 30 % of the fuel energy, the HT 
cooling water contains another 15 % of fuel 
energy. 
To use these amounts of waste heat for additional 
power generation in the most efficient way, two 
bottoming cycles can be considered: the Organic 
Rankine Cycle (ORC) and the Clausius Rankine 
Cycle (CRC). In current literature, ORCs are 
commonly considered as bottoming cycles for low 
and medium temperature heat sources and lower 
power outputs. Competing CRCs are more often 
considered for medium and high temperature heat 
sources. Due to disproportionally high efficiency 
losses in small steam turbines [1], reasonable 
performance of CRCs is only obtained for larger 
scales of power outputs, as compared with ORCs. 
Optimal design parameters with respect to the 
working and ambient conditions of ICEs, have 
previously been presented in literature either for 
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the CRC [2-5] or the ORC [6-8] as the bottoming 
cycle. A comparative study on performance and 
costs between these two cycles does not exist. But 
since temperature levels of the engine waste heat 
sources are at medium level and the power output 
of the bottoming cycle depends on the output of 
the prime mover or prime movers (if more than 
one engine is installed in a combined cycle power 
plant), the question of installing an ORC or CRC 
is a decisive point for plant manufacturers and 
operators, which needs to be adressed. 
This study presents decision criteria for the 
installation of an ORC or CRC with respect to 
cycle performance and costs of installation and 
operation. 

!
"#!$%&'()*+,-(./!/+/0&!()*&0.,1!!
This section presents the design criteria for the 
thermodynamic models of the CRC and ORC 
cycles respectively. Both are designed with the 
objective of using as much waste heat as possible 
but with reasonable effort in cycle construction. 
All calculations in this paper are presented 
assuming the following: 
 the systems are simulated under steady state 

conditions, 
 the pressure drops and radiation heat losses in 

all the heat exchangers and pipelines are 
neglected, 

 isentropic efficiency for turbines and pumps. 
"#2#!3'.(&!()4&'5!-,*!6)7,*-'+!

/),*.8.),5!
In the presented analysis commercially available 
four stroke Diesel engines manufactured by MAN 
Diesel SE, which are typical engines for stationary 
applications, are considered as prime movers in a 
combined cycle. Each engine is a supercharged 
medium speed engine, which is either fired with 
heavy fuel oil, biofuel or natural gas. The 
following engines are considered as prime movers: 
 18V48/60: HFO-fired 18 cylinder engine (bore 

480 mm, stroke 600 mm) 
 18V48/60 bio: biofuel-fired 18 cylinder engine 

(bore 480 mm, stroke 600 mm) 
 18V32/40: HFO-fired 18 cylinder engine (bore 

320 mm, stroke 400 mm) 
 gas engine: with exhaust gas temperatures 

< 300 °C 

The main engine parameters, which give the 
boundary conditions for the bottoming cycles, are 
reported for an ambient temperature of 30 °C in 
Table 1. 

Table 1. Main engine characteristics (30 °C ambient) 

 48/60 
HFO 

48/60 
bio 32/40 gas 

engine 
engine power el. (kW) 18430 17500 9080  
el. efficiency (%) 44.1 46.2 43.4  
exhaust gas temperature 
(°C) 364 364 333 < 300 

exhaust gas flow (kg/s) 34.7 34.8 18.3  
heat content exhaust gas 
(% of fuel input) 29.6 32.3 28.6  

heat content HT cooling 
water (% of fuel input) 14.5 13.9 15.6  

!
"#"#!9+/0&!()*&0.,1!
"#"#2#!90-75.75!:-,;.,&!9+/0&!

 
F ig. 1.  Schematic drawing of D iesel Combined Cycle 

In this study the combined cycle power plant 
working with a CRC is equipped with one heat 
recovery steam generator (HRSG) behind each 
engine and one steam turbine which expands the 
collected steam from each HRSG to the 
condensing pressure level. Depending on the 
availability of cooling water on-site, the steam is 
condensed by an air or water cooled condenser. In 
the following calculations a water cooled 
condenser is assumed which can achieve a 
pressure level of 0.1 bar. This Diesel Combined 
Cycle system (DCC) was developed by MAN 
Diesel SE by means of achieving the two 
objectives of high efficiency and simple 
construction. A schematic drawing of this system 
is shown in Figure 1. Figure 2 shows an exemplary 
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Q-T-diagram for an HRSG using the exhaust gas 
of a biofuel engine. 

 
F ig. 2.  Q-T-diagram of the bottoming cycle of a biofuel 

engine 

The cycle components are modeled and simulated 
with the software package Ebsilon Professional. 
The cycle design parameters are given in Table 2. 
It must be noted that the temperature to which the 
exhaust gases can be cooled down, differs with the 
type of fuel used. For example, since HFO 
contains a significant percentage of sulphur, it is 
not possible to cool down the HFO exhaust gas as 
much as the others due to the sulphuric acid dew 
point. This fact also affects the pressure level of 
the feedwater tank.  

Table 2. CRC design parameters 

 48/60 
HFO 

48/60 
bio 32/40 gas 

engine 
live steam pressure 25 bar 25 bar 25 bar 18 bar 
live steam 
temperature Tex  10 K 

evaporator pinch 
point 15 K 

pump efficiency 80 % 
HP turbine 
efficiency 85 % 85 % 82 % 82 % 

LP turbine 
efficiency 80 % 80 % 78 % 78 % 

feedwater pressure 3,6 bar 2,0 bar 3,6 bar 1,4 bar 
exhaust gas 
temperature after 
HRSG 

160 °C 140 °C 160 °C 125 °C 

 
!"!"!#$%&'()*#+'(,)(-#./*0-#
Using an ORC instead of a CRC as bottoming 
cycle in an engine combined cycle power plant can 
provide several advantages: 
 high turbine efficiencies even in small power 

ranges due to dry expansion and low rotational 
speed 

 simple and automated plant operation 
 direct drive of the electric generator without 

reduction gear 
For the ORC system, a cycle configuration which 
works with subcritical saturated steam is 
considered. The engine exhaust heat is used as 
heat source for a thermal oil intermediate cycle 
from which the heat is transferred to the ORC 
working fluid, while the heat of the HT cooling 
water is directly transferred to the ORC. The 
intermediate cycle is required firstly for safety 
reasons in order to avoid superheating and 
cracking of the organic fluid by the hot exhaust 
gases (this is not valid for all ORC working fluids, 
but in the case of the examined working fluids). 
Secondly it is required if the exhaust heat of 
several engines in a power plant is collected for 
one ORC module. A schematic drawing of the 
ORC configuration used in the calculations is 
given in Figure 3.  

 
F ig. 3.  Schematic drawing of the ORC-engine-

configuration 

Figure 4 shows the Q-T-diagram of an ORC 
bottoming a gas engine. The figure shows the 
cooling curves for the exhaust gas and the thermal 
oil and the heating curve of the working fluid. 

 
F ig. 4.  Q-T-diagram for a pentane-ORC process 

bottoming a gas fired engine 

Two different organic fluids, which are state-of-
the-art working fluids, are examined with the 
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above mentioned configuration. The important 
properties of these fluids are compared to water in 
Table 3 [9]. 

Table 3.  F luid properties 
 critical temperature  critical pressure 
R245fa 154.01 °C 36.51 bar 
Pentane 196.55 °C 33.7 bar 
H2O 374 °C 221 bar 
 
Even though regenerative preheating is considered 
as state-of-the-art in many ORC applications, it is 
not necessary for R245fa and pentane, due to the 
fact that the HT cooling water provides much low 
temperature heat.  For working fluids which have 
strongly overhanging vaporization lines in the T-s-
diagram (e.g. OMTS [10]), implementing 
regenerative preheating additionally to the 
preheating by HT cooling water, is advantageous 
to increase the cycle efficiency. 
All examined engines have exhaust gas 
temperatures which are significantly higher than 
the critical temperatures of the working fluid. It is 
therefore possible to work with a vapour pressure 
near the critical pressure for which the highest 
power outputs at the turbine can be reached. The 
vapour pressures and some other working 
parameters for both of the fluids are given in 
Table 4. The condensation pressures correspond to 
a condensation temperature of 45 °C and a cooling 
water temperature of 30 °C (=ambient 
temperature), respectively. 

Table 4.  ORC design parameters 
 R245fa pentane 
vapour pressure 35 bar 30 bar 
vapour temperature 151.7 °C 189.0 °C 
evaporator pinch point 10 K 
turbine efficiency 85 % 
pump efficiency 80 % 
condensation pressure 2.95 bar 1.36 bar 
temperature after turbine 53.3 °C 93.6 °C 
 
The exhaust gas outlet temperatures are dependent 
on the type of engine and fuel, respectively, and 
are the same for the ORC and CRC processes. 

!
"#!$%&'()*+,-(./!/-0/10-2.),3!
For each engine the thermodynamic properties and 
power outputs of the three possible bottoming 

cycles were calculated with the software package 
Ebsilon [11].  
The energetic efficiency is then calculated 
according to: 

 (1) 

To calculate the exergetic efficiencies and the rates 
of exergy loss and destruction for each component 
a second law analyses is performed by applying 
exergy balances on each component [12]. The 
exergy destruction is calculated by using the 
following equations: 

 (2) 

 (3) 

 (4) 

 (5) 

 (6) 

The exergy loss of a component is defined as the 
exergy of that mass flow, which leaves a 
component without being further used in the cycle. 
Exergy losses occur e.g. in the heat exchanger 
system due to the fact that the engine exhaust 
gases cannot be cooled down to ambient 
temperature. In the condenser and preheater there 
are also the following exergy losses. 

 (7) 

The values for the enthalpy  and entropy  of 
the fluid at ambient conditions are calculated by 
the Ebsilon software package. The exergetic 
efficiency is evaluated by: 

 (8) 

The results of calculations are presented below. 
All bottoming cycles significantly increase the 
system efficiency of a combined cycle power plant 
(up to 5.6 percentage points in the case of the 
biofuel engine). The efficiency increasing 
potential is shown in Figure 5. It has to be noted 
that mechanical losses and efficiency losses, due 
to the own consumption of the power plant apart 
from the working fluid circulation pumps, were 
not considered in the calculations. 
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The results also show that the ORC cycle does not 
have a higher turbine power output than the CRC, 
until the temperature level of the heat input is very 
low (below 300 °C in the case of the gas engine). 
See Figure 6. 

 
F ig. 5.  Combined cycle efficiency compared to single 

cycle efficiency 

 
F ig. 6.  Turbine power output of bottoming cycles 

This fact is also reflected by the energetic and 
exergetic cycle efficiencies which are given in 
Figure 7 a) and b). 

 

 
F ig. 7.   a) Energetic efficiency                                                      
              b) Exergetic efficiency 

 
In all cases the working fluid pentane achieves 
better results than R245fa, due to its higher critical 
temperature. The higher temperature of the 
working fluid leads to a higher temperature level 
in the intermediate thermal oil cycle and therefore 
to lower temperature differences between the 
thermal oil cycle and the exhaust gas. Due to (9), 
the exergy losses in the heat exchangers decreases 
with lower temperature differences and thus 
efficiency increases.  

 (9) 

In Figure 8 a) and b), the losses of the cycle 
components in % of the overall system losses are 
shown for the biofuel engine and the gas engine, 
respectively. The heat exchanger losses are about 
11.6 % smaller with pentane than with R245fa for 
the 18V48/60 bio. For the gas engine, pentane has 
about 24 % smaller losses than R245fa.   
It is also clear from the results that in the case of 
the gas engine, the losses of the ORC heat 
exchanging system are nearly the same as the 
losses of the CRC HRSG, while the losses of the 
preheater are smaller with an ORC than with a 
CRC. This explains the higher turbine output, the 
higher energetic and exergetic efficiencies, 
compared to the CRC cycle when either one of 
both ORC cycles is applied to the gas engine. 
Since pentane has more overhanging vaporization 
lines in the T-s-diagram than R245fa, the outlet 
steam of the turbine is more superheated in the 
case of pentane. Thus the exergy losses in the 
condenser are higher for pentane than for R245fa 
in all calculated cases.  
Considering the gas engine, the losses of the 
preheater exceed even the losses of the heat 
exchangers, because of the differences in the HT 
cooling water temperature. The HT cooling water 
temperature is higher for the gas engine than for 
the other engines. This leads to a higher inlet 
temperature of the working fluid in the steam 
generator and thus to lower exergy losses due to 
smaller temperature differences and a higher 
temperature level in the heat exchangers (see (9)). 
However, it also leads to higher exergy losses in 
the preheater, due to higher outlet temperature of 
the HT cooling water. 
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F ig. 8.   a) losses of cycle components, 18V48/60 bio    

b) losses of cycle components, gas engine 

From the thermodynamic point of view some 
design criteria for bottoming cycles can be derived 
from the above calculations: 
 A bottoming cycle always increases the system 

efficiency and should in all cases be applied. 
 For engines with exhaust gas temperatures 

above about 300 °C, a CRC bottoming cycle is 
recommended, because of the higher power 
outputs of the CRC.  

 When exhaust gas and engine cooling water 
gives the heat input to an ORC system, a 
working fluid should be selected, which has a 
high critical temperature and vaporization lines 
which are just slightly overhanging in the T-s-
diagram. 

But engine manufacturers, system manufacturers 
and operators have to derive their decisions about 
applying a bottoming cycle and which bottoming 
cycle not only due to thermodynamic 
considerations but also from an economic point of 
view. Thus the next section presents some 
calculations of installation and operation costs for 
the different cycles. 
 

!"#$%&'&()%#%*+%,+*-)&'.##
The economic comparison between the different 
systems is based on the specific costs of electricity 
production of each system. Only the bottoming 
systems are considered for economic calculations. 
The electricity production costs of the engine cycle 
are not calculated. Since the combined cycles of an 
18V48/60 engine and an 18V48/60 bio engine, are 
very similar, only the biofuel engine will be 
examined. For the calculation of investment costs 
no distinction is made between the two ORC 
working fluids, R245fa and pentane, since the 
choice of the working fluid does not crucially 
influence the design of the ORC system in this 
case. Specific costs are calculated with the power 
output of a pentane driven ORC. 
Table 5 shows the specific investment costs for the 
different bottoming systems of the three engines. 

Table 5.  Specific investment costs of bottoming systems 

  18V48/60 
bio 18V32/40 gas engine 

C
R

C
 

spec. invest    
power  2115 kW 848 kW 696 kW 

O
R

C
 

spec. invest    
power 1767 kW 715 kW 748 kW 

 
The calculation of the specific costs of electricity 
production is based on the static annuity method 
provided by VDI 2067 [13]. Therefore costs are 
subdivided into three categories: 
 capital-related 
 consumption- and requirement related 
 operation related 

To simplify calculations only the main costs are 
considered, which include the following: 
 investment costs as capital-related costs,  
 costs for operation (salaries of operators), 

maintenance and repair as operation related 
costs.  

Since CRC as well as ORC run on the exhaust gas 
heat of an engine, there are no consumption related 
costs since no additional fuel is needed (costs for 
lubrication oil, chemicals for water treatment, 
losses of working fluid etc. are neglected). 
A price change factor will not be considered, since 
a static method of calculation is used. The interest 
factor, which is assumed for investments in energy 
production facilities, is 5 %. 
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The annuities of capital-related and operation-
related costs are calculated with the equations 
given by VDI 2067, as follows: 
 
Annuity factor : required to allocate singular 
payments (e.g. the investment costs ) to yearly 
amounts that are all equal throughout the period of 
observation .  

 (10) 

Annuity of capital related costs : the equalized 
yearly payment, that is calculated with the annuity 
factor , the investment costs , the costs for 
replacement purchases of components  
and the residual value  of these components. The 
annuity is calculated separately for the main cycle 
components, with the following equations:   

 (11) 

 (12) 

 (13) 

Annuity of operation related costs : the yearly 
payment that is necessary for operation and 
maintenance of a CRC or ORC cycle: 

 (14) 

The expenses for repair and maintenance  and 
 in percentage of investment total per year are 

given by VDI 2067 for each component. The hours 
of operation per year  and typical life times of 
components  are also given by VDI 2067. The 
assumed observation period  is 12 years. 
The specific costs of electricity production are 
then calculated by: 

 (15) 

As engine combined cycle power plants are mostly 
working in base load operation, the hours of the 
full load  will be assumed with 8000 h. 
Results of the calculations are presented in 
Figure 9. 

 
F ig. 9. Specific costs of electricity production 

!"#$%&'()*+%&#
Thermodynamic and economic calculations of 
CRC and ORC bottoming cycles for different 
types of Diesel engines are presented in this paper.  
The thermodynamic results show that the 
considered CRC cycle always has better 
efficiencies and higher power outputs for engine 
exhaust gas temperatures above 300 °C. On the 
contrary, economic calculations show that the 
specific costs of electricity production of the CRC 
systems significantly increase with decreasing 
exhaust gas temperature and therefore decreasing 
power outputs. Figure 9 shows that for the 
18V32/40 engine, which has an exhaust gas 
temperature of 333 °C, the specific costs of 
electricity production are nearly the same for a 
CRC and the ORC bottoming system.  
With further decreasing exhaust gas temperatures, 
the ORC system has better efficiencies and higher 
power outputs than the CRC cycle and also has 
decreasing specific costs of installation. Thus the 
specific costs of electricity production are 
significantly less for an ORC than for a CRC (see 
Figure 9, gas engine) in the examined cases. 
These results provide some first decision criteria 
for the installation of a CRC or ORC cycle. Of 
course for actual projects, cycle parameters have to 
be optimized and economic calculations should be 
more precise. But as shown in this paper, it is not 
sufficient to decide between the two possible 
cycles simply on the basis of thermodynamic 
considerations.  Economic calculations should 
always be an important part in the planning 
process of a combined cycle system. 
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!"#$%&'()*+$,
A    
A0    
a   annuity factor 
c   specific costs,  

   exergy flow rate, kW 
e   specific exergy,  

f   effort factor,  
h   specific enthalpy,  

i, n   counters 
    mass flow rate,  

P   power, kW 
   heat flow rate, kW 

q   interest factor, % 
R   residual value  
S   salary,  
s   specific entropy,  

T   time, h 
T   Temperature, K 
Greek symbols 

    efficiency 
Abbreviations 
CRC  Clausius Rankine Cycle 
DCC  Diesel Combined Cycle 
HFO  heavy fuel oil 
HRSG heat recovery steam generator 
HT  high temperature 
ICE  internal combustion engine 
OMTS  octamethyltrisiloxane 
ORC  Organic Rankine Cycle 
Subscripts and superscripts 
c   cold 
c   capital-related 
EP   electricity production 
en   energetic 
ex   exergetic 
h   hot 
in   inlet 
l   life time 
m   maintenance 
op   operation related 

out   outlet 
R   repair 
0   at ambient conditions 
  

-$.$+$%&$/,
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!""#!$"%&'( "'$)*+,+-./(0!*.(!11,%$!"%+*2(+3( ")%2(
"'$)*+,+-.(!#'(4!5'(%*(,!*5(6!2'5(%*2"!,,!"%+*27(
28$)( !2( 6%+4!227( 2+,!#( !*5( -'+")'#4!,( '*'#-.(
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(

(
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(

(
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K)"0.2"@**1")0*-*'$-*"2:+/%.)*&"."2:+,%*"_.19:1*"
#A#%*" #$/,%*&" )$" )0*" ^>" (.)*-" #:-#/:)D" (:)0"
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)*+,*-.)/-*" O_7" #A#%*D" (:)0" .1" *'':#:*1#A" $'"
Z=IQ=""

!"!#$%&'()*&+,#-+.+/0(0.1#*2#(30#456#
G"2*12:):?:)A".1.%A2:2"0.2"@**1",*-'$-+*&"$1")0*"
+.:1" ,.-.+*)*-2" $'" )0*" #A#%*" .)" ':?*" *1;:1*"
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!%-7.' 1-(5.!(.' #(' ./&' )!(*&'@CDAC'%!)6' 5/-9#(*'
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;+1%<";;010=-%0=#"=0%9+5<3%5=<%456"4,4%
.1033,10%0?,59%-+%&E%F51$%

?#*7)&' @2E' 5/-95' ./!.' !' 5#*(#,#1!(.' #(1)&!5&' #('
8-9&)'-7.87.'1!('%&'-%.!#(&4'%+'1-(5#4&)#(*'./&'
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./&)0-4+(!0#1' 1+1$&' /!5' %&&(' 0!4&2' =/&'
1)#.&)#!' 75&4' ,-)' &!1/' 1-(,#*7)!.#-(' ;8)&557)&5'
!(4' .&08&)!.7)&5<' !)&' ./-5&' ./!.' !$$-9' .-'
0!:#0#O&' ./&' 8-9&)' 8)-471&4' %+' ./&' 1+1$&' ,-)'

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-77



!"#$%&!'!&%()%(*+,*+%()%+$!%!-./-!0%1+%+$/2%2+".!3%
+$!% #(-2+4"/-+2% 4!&"+!5% +(% +$!% 4!"&% .!(6!+4/#"&%
5/6!-2/(-2% ()% +$!% $!"+% !7#$"-.!42% "4!% -(+%
!7,&/#/+&8% +"9!-% /-+(% "##(*-+:% +$!8% ;/&&% <!%
/-+4(5*#!5% /-% +$!% -!7+% 2+!,3% /-% '/!;% ()% +$!%
!#(-(6/#% !'"&*"+/(-% ()% +$!% /-2+"&&!5%
#(6,(-!-+20%%
=$!% )(&&(;/-.% ,"4"6!+!42% $"'!% <!!-% 9!,+%
#(-2+"-+%)(4%"&&%!-./-!%&("5>%%
?% #8#&!% 6"7/6*6% ,4!22*4!% @A% <"4% B/-% (45!4% +(%
"'(/5%+(%2+4!22%()%,/,!2%"-5%#(6,(-!-+2C:%
?%#8#&!%6"7/6*6%+!6,!4"+*4!%@DAEF%B/-%(45!4%+(%
(<+"/-% "% 2&/.$+% ('!4$!"+/-.% "<('!% +$!% +(&*!-!%
2"+*4"+/(-% +!6,!4"+*4!% "+% @A% <"4% B@GAEFC3% "-5%
<!&(;%+$!%5!.4"5"+/(-%&/6/+%)(4%+$!%2"6!%)&*/5%C:%%
?%#(-5!-2/-.%6"22%)&(;%4"+!%HA%9.I2:%
?%6"7/6*6%(/&%+!6,!4"+*4!%JKAE%F:%
?%6"7/6*6%."2%+!6,!4"+*4!%LGHEF:%
?%('!4"&&%$!"+%+4"-2)!4%#(!))/#/!-+%#(-2+"-+%)(4%"&&%
!7#$"-.!423%!M*"&%+(%HKA%NI6@O%B"'!4".!%'"&*!%
4!#(66!-5!5%<8%12,!-%)(4%+$!%*2!5%)&*/5C:%
?% -(% ,4!22*4!% 54(,2% /-% +$!% <(++(6/-.% #8#&!%
#(6,(-!-+2%B"2%/+%/2%#(-2/2+!-+%;/+$%"%2/6,&/)/!5%
/-/+/"&%"-"&82/2C0%
=$!% ,!4)(46"-#!% ()% +$!% 2/6,&!% #8#&!3% "2%
5!2#4/<!5%/-%P!#+/(-%@3%;/&&%<!%#(6,"4!5%<!&(;%
;/+$% +$(2!% ()% +$4!!% (+$!4% 6(4!% #(6,&!7%
#(-)/.*4"+/(-2% ()% +$!% !-!4.8% 4!#('!48% #8#&!3%
(<+"/-!5%<8%#(-2/5!4/-.% +$!%,4!$!"+/-.%;/+$%+$!%
;"+!4%()% +$!%Q=%!-./-!%#((&/-.%#/4#*/+3% +$!46"&%
4!.!-!4"+/(-%"-5%+;(%#(6</-!5%RSF%#8#&!20%%

%
!"#$%&$'$%(")*+,%-./%010+,%2"34%*5,4,63"7#%859)%34,%

,7#"7,%:;%099+"7#%0"50<"3$%%

!"#$%&'()$*+,-$./)-)0,+12$$
1%)/42+%!'(&*+/(-%()%+$!%2/6,&!%#8#&!%/2%(<+"/-!5%
<8% "55/-.% "% $!"+% !7#$"-.!4% <!)(4!% +$!%
!'",(4"+(43%;$/#$%,4!$!"+2% +$!% +(&*!-!%;/+$% +$!%
2+4!"6% ()% $(+% ;"+!4% ()% +$!% !-./-!% Q=% #((&/-.%

#/4#*/+% BT/.*4!% J0UC0% =$/2% ;"+!4% /2% ,4(5*#!5% "+%
DUEF3%2(%+$"+%/+2%,4!$!"+/-.%#"-%<!%*2!)*&%(-&8%/)%
+$!% ;(49/-.% )&*/5% &!"'!2% +$!% ,*6,% "+% "% &(;!4%
+!6,!4"+*4!0%
=$!%"55/+/(-"&%2*,,&8%!-!4.8%"+%&(;%+!6,!4"+*4!%
"&&(;2%(,!4"+/-.%;/+$%"%.4!"+!4%6"22%)&(;%4"+!%()%
;(49/-.% )&*/53% /-#4!"2/-.% +$!% ,(;!4% 5!'!&(,!5%
<8% +$!% +*4</-!0%=$/2%#"-%<!% /-)!44!5% )4(6%="<&!%
J0U3% ;$!4!% +$!% 4!2*&+2% (<+"/-!5% "4!% #(6,"4!5%
;/+$%+$(2!%()%+$!%2/6,&!%#8#&!0%%

!"3$4)2)1)/0,+5)$'&'()$
=$!%S"-9/-!%#8#&!2%;/+$%548%(4."-/#%)&*/52%2$(;%
2*,!4$!"+!5% 2+!"6% #(-5/+/(-2% "-5% M*/+!% $/.$%
+!6,!4"+*4!% "+% +$!% !-5% ()% !7,"-2/(-3% ;/+$% "%
&/6/+!5%!-+$"&,8%5/))!4!-#!%"#4(22%+$!%+*4</-!3%2(%
+$"+% +$!% !-+$"&,8% ()% +$!% !7,"-5/-.% )&(;% /2% -(+%
)*&&8%*+/&/V!50%

%
!"#<5,%&$=$%.,#,7,563,>%-./%010+,$%%

=$!% 6(2+% -"+*4"&% 2(&*+/(-3% )4(6% +$!%
+$!46(58-"6/#% ,(/-+% ()% '/!;3% /2% +$!4!)(4!% +(%
4!"&/V!%+$!%/-+!4-"&%4!.!-!4"+/(-%()%+$!%#8#&!3%<8%
"55/-.% "% $!"+% !7#$"-.!4% )(4% ,4!$!"+/-.% +$!%
(4."-/#%)&*/5%"+%+$!%,*6,%(*+&!+%BT/.*4!%J0@C0%
12%/-%+$!%,4!'/(*2%#"2!3%+$!%/-+!4-"&%4!.!-!4"+/(-%
6"9!2% ,(22/<&!% +(% (,!4"+!% ;/+$% "% $/.$!4% 6"22%
)&(;%4"+!2% +$"-% +$"+%()% +$!%2/6,&!%#8#&!3%.!++/-.%
6(4!%,(;!4%)4(6%+$!%+*4</-!%B="<&!%J0UC0%

!"!$ 6*7$ '789+1):$ ;4%$ *+,-$ :+<<)/)1,$
,)8.)/0,=/)$()5)(>$$
W!+X2% )/-"&&8% #(-2/5!4% +;(% #(6</-!5% #8#&!23%
(,!4"+/-.% ;/+$% 5/))!4!-+% (4."-/#% )&*/52% "+% +;(%
5/))!4!-+% +$!46"&% &!'!&2% BT/.*4!% J0JC0%=$!% #8#&!%
"+%$/.$!4%+!6,!4"+*4!%B+(&*!-!C%/2%#(*,&!5%+(%+$!%
!7$"*2+% ."2% +$4(*.$% +$!% +$!46"&% (/&% #/4#*/+:% +$!%
#8#&!% "+% +$!% &(;!4% +!6,!4"+*4!% B/2(<*+!-!C%
4!#!/'!2%!-!4.8%5/4!#+&8%)4(6%+$!%#((&/-.%;"+!40%
12%6!-+/(-!5%<!)(4!3%+$!%)&(;%/-%+$!%Q=%#((&/-.%
#/4#*/+% /2% "5Y*2+!5% +(%6"/-+"/-% "% #(-2+"-+% 4!+*4-%
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!"#$%%&'()#$'*$+',#'-#+-./#0%*#,1.#.234%*3,'%(#%0#
,1.# '-%5+,.(.6# ,1.# *.,+*(# ,.74.*3,+*.#%0# ,1.#!"#
83,.*#$'*$+',#7+-,#(%,#/*%4#5.&%8#,1.#23&+.#-.,#
'(# ,1.# .()'(.9$%(,*%&# -:-,.7;# "%# 32%'/# ,1'-#
.2.(,+3&',:#3(/#,%#.(35&.#,1.#$%75'(./#$:$&.-#,%#
%4.*3,.# 8',1# ,1.# 1')1.-,# 4%--'5&.# 0&%8# '(# ,1.#
.234%*3,%*6#3(#.<13+-,#)3-=83,.*#*.$+4.*3,%*#13-#
5..(# '(,*%/+$./# ,%# *'-.# ,1.# ,.74.*3,+*.# %0# ,1.#
83,.*#&.32'()#,1.#.()'(.#>?');@;@A6#3--+7'()#,13,#
,1.# )3-# 3,# ,1.# $1'7(.:# 13-# (%,# ,%# 5.# $%%&./#
5.&%8#BCDEF;##

"1.#,8%#$:$&.-#.<$13().#.(.*):#3&-%#.3$1#%,1.*;#
"%#,3G.#3/23(,3).#0*%7#,1.#1')1#,.74.*3,+*.#%0#
,%&+.(.#234%+*#.<','()# ,1.# ,+*5'(.#3(#3//','%(3&#
1.3,# .<$13().*# '-# '(,*%/+$./# 0%*# -+4.*1.3,'()#
,1.# '-%5+,.(.6# 3&&%8'()# ,1.# &%8.*# ,.74.*3,+*.#
$:$&.#,%#'($*.3-.#',-#4%8.*#%+,4+,#>"35&.#@;BA;#

!"#$%&'()'*+,-&$-)*.+'/0),$)($1/((&'&,2$
-),(/34'+2/),0$$
?')+*.# @;C# -1%8-# ,1.# ,%,3&# 4%8.*# %5,3'(35&.# 5:#
$%75'('()# ,1.# .()'(.# 3(/# ,1.# HIF# -:-,.76# 3,#
/'00.*.(,# .()'(.# &%3/-6# 0%*# ,1.# $%(-'/.*./#
$%(0')+*3,'%(-#%0#,1.#5%,,%7#$:$&.;#

J# -')('0'$3(,# 4%8.*# )3'(# >35%+,# BDKA# '-# 3&*.3/:#
3$1'.2./# 8',1# ,1.# -'74&.# $:$&.;# ?%*# ,1.# %,1.*#
$%(0')+*3,'%(-# ,1.# '($*.3-.# '-# -&')1,&:# 1')1.*6# 3,#
&.3-,#8',1#*.0.*.($.#,%#,1.#0+&&#&%3/#%0#,1.#.()'(.;#
"1.# $%**.-4%(/'()# .00'$'.($'.-# 3*.# *.4%*,./# '(#
?')+*.# @;L6# -1%8'()# ,13,# ,1.:# )*%8# >+4# ,%# M#
4%'(,-A#8',1#/.$*.3-'()#.()'(.#&%3/;#N(#03$,6#'0#,1.#
.()'(.#.00'$'.($:#*./+$.-6#3#5')).*#0*3$,'%(#%0#,1.#
.(.*):#%0#,1.#0+.&#'(4+,#'-#323'&35&.#3-#83-,.#1.3,#
0%*# ,1.# 5%,,%7#
$:$&.;

#

!"#$%&$&$%'()*"+,-%./'%0102,3%4"56%54(%5,)7,895:8,%
2,;,23$%%

"1.# *.).(.*3,./# 3(/# ,1.# ,8%# $%75'(./# $:$&.-#
-1%8# ,1.# 5')).*# .00'$'.($:# '($*.3-.6# 5+,# ,1.#
&3,,.*# '-#300.$,./#5:# ,1.# ,.74.*3,+*.#/.$*.3-.# '(#
,1.# !"# $%%&'()# $'*$+',# 3,# &%8# .()'(.# &%3/-;#
"1.*.0%*.6#',#$3(#5.#'(0.**./#,13,#,1.#*.).(.*3,./#
$:$&.# )'2.-# ,1.# 5.-,# 4.*0%*73($.6# 8',1%+,#
.<$.--'2.#4&3(,#$%74&.<',:;#"13(6#,1.#0%&&%8'()#
/.-')(#3(3&:-'-#13-#5..(#$3**'./#%+,#%(#,1'-#4&3(,#
$%(0')+*3,'%(#3(/#,1.#-'O'()#3(/#,1.#*.3&'-,'$#%009
/.-')(# 4.*0%*73($.# %0# ,1.# *.P+'*./# 1.3,#
.<$13().*-#132.#5..(#%5,3'(./;#

<9*2,% &$=$% >,8?(8)9+0,% '()798"3(+% (?% -"??,8,+5%
0(+?"#:895"(+3%(?%56,%*(55()%0102,$%%

# !"#$"%&'()*#QKR#

# BDD# ML# SL# LD# TL#

+$,-'%&./.'%& # # # # #

U%8.*#QGVR# LWT# LCB# LT@# CBD# TTS#

#QKR# T@6T# TT6M# TT6W# T@# TT6W#

01%23)4%*&./.'%& # # # # #

U%8.*#QGVR# XSB# X@S# XTD# CMC# TMD#

#QKR# T@6S# T@6S# T@6W# T@6W# TB6W#

5%#%"%1)4$"#&./.'%& # # # # #

U%8.*#QGVR# XMC# X@W# XTT# CMM# TMM#

#QKR# TX6S# TX6S# TX6M# TX6M# TX6S#

6)7.)*%&./.'%& # # # # #

U%8.*#QGVR# SDX# XLT# XDM# CLW# TSL#

#>,%&+.(.A#QKR# TD6M# TD6C# BW6X# BW6T# BW#

#>'-%5+,.(.A#QKR# BD# BD6T# BD# BD6T# BD#

#

#$5&0/3,$)($26&$'&3&,&'+2&1$-7-8&$$
#"9$:&+2$&;-6+,3&'<0$0/*48+2/),$2))80$
"1.# -4.$'0'$# /.-')(# %0# -1.&&# 3(/# ,+5.# 1.3,#
.<$13().*-# 13-# 5..(# 4.*0%*7./# 5:# +-'()# ,1.#
-%0,83*.# J-4.(# "3-$6# ,%# 3//*.--# '(# /.,3'&# ,1.#
4.*0%*73($.# %0# ,1.# *.).(.*3,'2.# $:$&.# 3(/# ,%#
4.*0%*7# ,1.# .$%(%7'$# 3(3&:-'-# %0# ,1.#
'(2.-,7.(,;# "1.# +-./# -%0,83*.# '($%*4%*3,.-# 3(#
.<,.(-'2.#&'5*3*:#%0#%*)3('$#0&+'/-#3(/#,1.*.0%*.#
',# 13-# 5..(# 4%--'5&.# ,%# /.0'(.# '(# /.,3'&# ,1.#
).%7.,*:# %0# 1.3,# .<$13().*-6# 3$$%*/'()# ,%# ,1.#
4*.-$*'4,'%(-# %0# ,1.# "+5+&3*# Y<$13().*#
Z3(+03$,+*.*-#J--%$'3,'%(#>"YZJA#QBLR6#3(/#,%#
$3&$+&3,.#3$$+*3,.&:#,1.#413-.#,*3(-','%(#3(/#,1.#
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!"#$%&'($)*+,&(-)./$$
!"#$"#%&$#'("%)*#+,$-)$&"#$+#*#)#+%&#.$(/(0#$%+#$
&"#$ #'"%1,&$ *%,2&"#+3%0$ 4-0$ "#%&$ #'("%)*#+5$ &"#$
#6%74+%&4+5$ &"#$ +#*#)#+%&4+$ %).$ &"#$ (4).#),#+$
89-*1+#$ :;<=;$ >1+-)*$ ,-?-)*$ %).$ *#43#&+/$
,#0#(&-4)5$ -&$"%,$@##)$7%-.$%&&#)&-4)$ &4$ 0-3-&$ &"#$
,-?#5$-)$6-#A$4B$%$74,,-@0#$-),&%00%&-4)$-)$%$+443$
)#'&$&4$&"#$#)*-)#$+443;$!"#$3%-)$.%&%$4@&%-)#.$
B4+$&"#$.-BB#+#)&$"#%&$#'("%)*#+,$%+#$,133%+-?#.$
-)$!%@0#$C;D;$

$

!"#$% &$'$% ()*+,% )-% ./+% 0123.4% 255),6"3#% .)% ./+% 1)264%
-),%./+%5751+%5)3-"#8,2.")39%9.86"+6$%%

$

!"#$%&$:$%;35,+29+%"3%0+,5+3.2#+%0)"3.9%)-%0123.%
+--"5"+3574%255),6"3#%.)%./+%1)264%-),%./+%5751+%
5)3-"#8,2.")39%9.86"+6$%%

!4$#),1+#$&"#$7+47#+$47#+%&-4)$4B$&"#$#)*-)#5$&"#$
7+#,,1+#$ .+47$ 4B$ &"#$ *%,$ ,&+#%3$ &"+41*"$ &"#$
#'"%1,&$ *%,$ (-+(1-&$ 31,&$ @#$ @#04A$ :$ EF%$ GDH5$
&"#+#B4+#$&"#$3%'-313$04,,$&"+41*"$&"#$#'"%1,&$
*%,2&"#+3%0$ 4-0$ "#%&$ #'("%)*#+$ "%,$ @##)$ ,#&$ &4$
D;<$EF%;$I)$&"-,$A%/5$%)$%((#7&%@0#$@%(E7+#,,1+#$

-,$*1%+%)&##.$B4+$&"#$#)*-)#$&1+@4("%+*#+5$A"-("$
-,$J1,&$17,&+#%3$&"-,$"#%&$#'("%)*#+;$

!"#$#'"%1,&$*%,2&"#+3%0$4-0$"#%&$#'("%)*#+$ -,$%$
6#+&-(%0$&1@#$@1).0#$8(4)&%-)-)*$&"#$&"#+3%0$4-0=5$
A-&"$&"#$.-+#(&$B04A$4B$*%,#,$-)$&"#$,"#00$A-&"41&$
,1774+&$@%BB0#,5$B4+$+#.1(-)*$04,,#,;$

<2=1+%'$>$%?2"3%+@5/23#+,9%9"A+6%

$ !"#"$"%&'"()*+*,")-"&')".*-&$#"%/)

$ 0&/123,) 45&62%&'2%) !"#"$"%&'2%) 72$("$/"%)

8-",,)9#1/) K5D$8L%,=$ M5M$8N-0=$
:5:O$
8!40=$

:5:O$
8!40;=$

:;<"/)9#1/) M5M$8N-0=$
:5:O$
8!40;=$

:5:O$
8!40;=$

PQ$
8R%&#+=$

:=>:?@A)B7) CQQ$ :CQ$ DCM$ OP$

:=>:?>C:)B7) <QK$ DOC$ OP$ CD$

:7>DE?@A)B7) DO:$ DQD$ C<$ :P$

:7>DE?>C:)B7) :CQ$ <O<$ DQD$ C<$

72$F3#;%&'32$) 2$
S9T$

87%+%00#0=$
>9T$ UIV$

6/-",,)<&%) Q5QQP$ Q5Q<W$ Q5QDK$ Q5QD:$

6';<"/)<&%) Q5<P$ Q5QDW$ Q5Q<M$ Q5QC$

G)".*-&$#"()
9H) <QOC$ <QKW$ :OW$ DCW<$

CI)H1JK?L) <O:$ DWC$ :K$ WMD$

:2')*2/')!) :C;WCQ$ D<C;PQQ$ OQ;W<Q$ CW;WCQ$

4.*-&$#"%/)
&%"&)JK) DM<$ WKD$ <OO$ :KM$

:;<"),"$#'-)
JJ) <WQQ$ OQQQ$ :QQQ$ :MQQ$

4.'M)(3&J"'"%)
JJ) D:QQ$ PQQ$ DCQQ$ D<QQ$

$

94+$ &"#$ #6%74+%&4+$ -&$A%,$1,#.$%$ ,"#00$ %).$ &1@#$
"#%&$ #'("%)*#+5$ A-&"$ *#43#&+/$ &/7#$ S9T$ GDMH$
%).$ &A4$ ,"#00,$ -)$ 7%+%00#0;$ !%E-)*$ &"#$ &401#)#$
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7+#,,1+#$ 4B$ %@41&$ B#A$ @%+,$ 0#%.$ &4$ )#*0-*-@0#$
74A#+$ 04,,#,;$ !"#$ 7-)("X74-)&$ 4@&%-)#.$ -)$ &"#$
4-02&401#)#$#'("%)*#+$ -,$#Y1%0$ &4$M5:ZS5$%$6%01#$
&"%&$.#34),&+%&#,$%$"-*"$"#%&$&+%),B#+$#BB-(-#)(/;$

!"#$ ("4,#)$ *#43#&+/$ B4+$ &"#$ +#*#)#+%&4+$ -,$ %$
,"#00X&/7#$>9T$ GDMH5$A-&"$%$ B-))#.$ &1@#$@1).0#$
-)$4+.#+$4@&%-)$34+#$(437%(&)#,,;$

N)#$ 74,,-@0#$ (4)(#+)$ -,$ &"#$ 7+#,,1+#$ .+47$
%BB#(&-)*$&"#$6%741+$4B$&401#)#$(43-)*$B+43$&"#$
&1+@-)#;$!"-,$ 04,,$)4&$4)0/$ -)(+#%,#,$ &"#$,-?#$4B$
&"#$ #'("%)*#+5$ @1&$ %0,4$ 7#)%0-?#,$ &"#$ &1+@-)#5$
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Paul Scherrer Institut, Villigen, Switzerland 

!:/&*,.&;  The evaluation of technology to reduce the environmental impacts of light duty vehicles 
while meeting consumer requirements is complicated by the large number of options that must be 
considered.  For example, hydrogen competes not only with fossil fuels, but also with bio-fuels, 
synthetic fuels, and electricity.  Heuristic design rules based on first principles and engineering practice 
are used to combine exogenous options like hybridization architecture and primary energy converter 
(engine or fuel cell) with endogenous options like electric motor power and component sizing to 
generate a large set of self-consistent vehicle designs.  The resulting virtual fleet of vehicles is modeled 
using drivetrain simulation with optimized control for hybrid designs.   Life-cycle technology 
performance is based on data from the ecoinvent and GREET databases.  Cost, performance, 
environment, and utility indicator results are used for multi-criteria decision analysis (MCDA).  
Stakeholders valuing emissions reductions prefer either fuel cells using hydrogen made with renewable 
energy or all-electric vehicles depending on total cost of ownership preferences. The conclusions 
provide insight into future vehicle technologies (with emphasis on comparing hydrogen to alternatives) 
and how underlying stakeholder preferences may be reconciled to promote sustainable transportation. 

K eywords:  all-electric, fuel cell, heuristics, hybrid, multi-criteria decision analysis, transportation  

<=">1&*0?$.&'01"
Consider a family looking for a new car.  They are 
likely to weigh , whether it 
is safe, the number of people and grocery bags it 
can carry, how fast it goes,  whether it can play 

 and, last but not least, what colour it is. 
Now consider a policy maker serving his 
constituents. For him, light-duty vehicles must be 
evaluated on the fuel they use, how much pollution 
they emit, and their collision safety (stakeholder 
preferences are rarely mutually exclusive), among 
others. The task of choosing between personal 
transportation technologies is complicated by the 
number of options available, as well as the scarcity 
of (reliable) criteria data.  While stakeholders may 
consider the same criteria, the value that they place 
on each vehicle attribute reflects their often 
conflicting objectives.  The environmental 
regulator attempts to mitigate the global commons 
dilemma [1], while the consumer is primarily 
interested in personal mobility.  The goal of 
performing multi-criteria assessment in the 
transportation field is to help stakeholders to 
understand the trade-offs between various vehicle 
technologies, and, more importantly, 
understanding which technology best matches 
their real or preconceived preferences. 

@="#+&60?/""
The difficulty in assessing transportation 
technology arises first from the radically different 
technologies (hybrids, all-electric, fuel cell, etc) 
that engineers are developing for 
vehicles and second from the uncertainty 
associated with technology improvement for each 
of these approaches (i.e. will economies of scale 
reduce costs sufficiently?). While there have been 
various notable studies preceding this one 
[2],[3],[4], the heuristic design approach is unique 
in its ability to generate and compare a large range 
of present and future transportation options. 

@=<="4+.610%072"05&'01/""
The technologies listed in Table 1 were selected 
from a larger set to generate the simulation results 
presented here.  This subset still represents close to 
two million distinct vehicle designs, illustrating 
the importance of using design heuristics to 
eliminate nonsensical combinations.  Each 
technology has both present (2010) and future 
(2030) performance values based on the assumed 
technology development detailed in Appendix A. 
Power-split hybrids (i.e. Toyota Prius) are not 
included in this paper due to complexity of 
control, but will be treated in future publications. 
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Table 1: Available technology options 

 
!"!"#$%&'()*(+#,%-(+.%#/%)(01#
Heuristic design refers to the application of rules 
taken from first principles as well as from 
engineering practice to create a set of self-
consistent vehicle designs as shown in Fig. 1.  The 
advantages of heuristic design approach are the 
ability to easily test the plausibility of a design set 
by comparing it to the real world fleet, the broad 
scope of analysis that it enables, as well as the 
flexibility to hypothesize about future vehicle 
designs without changing the modeling structure. 

 
F ig. 1: Generalized heuristic design procedure 

The rules used in generating the heuristic designs 
are detailed in [5,6].  
!"2"#34*(56.#-78'(/#+91*'9.#
To ensure a fair comparison of hybrid powertrain 
technology the simulation should be carried out 
under optimal control conditions.  For this work, 
dynamic programming techniques were used to 
guarantee that each vehicle design was simulated 
with optimal power split (U), and hence the lowest 
possible energy consumption.  Fig. 2 shows an 
optimal control policy for a parallel hybrid over 
the UDDS drive cycle. Further detail on the 
methods used in this work can be found in [7-9]. 

 
F ig. 2: UDDS optimal control policy 

!":"#;&.*(<+'(*%'(6#=%+()(91#>16.7)()#
The goal of multi-criteria decision analysis 
(MCDA) is to use stakeholder preferences to rank 
the best alternative technologies balancing 
conflicting stakeholder objectives and, in the best 
case, to identify technologies that are robust over 
different criteria weightings. The full set of 
stakeholder criteria studied is listed in Table 2, but 
for simplicity only 8 were selected for the MCDA. 

Table 2: Stakeholder criteria and data sources [10-14] 

 
For this work t pairwise-outperformance 

 (POA) to multi-criteria decision 
analysis was adapted from the EU NEEDS project 
[15], and was used to rank technologies according 
to stakeholder preferences. The POA is 
characterized by equations 1-4, where 
technologies i and j are described by the indicator 
vector r, and ranked according to the weight vector 
w, 
weighting factor, 

, (1) 

, (2) 

, (3) 

. (4) 

If dij > 0 then vehicle design i is preferred to 
alternative j.  The heuristic design algorithm, 
drivetrain simulation, and the multi-criteria 
analysis were all performed in the MATLAB 
environment. By vectorizing the MATLAB code 
as much as possible, the execution time was 
reduced by a factor of 5 for an average sized set 
(and more for larger sets) [16]. 

2"#?%)&.*)#
The results presented here are divided into two 
sections. The first examines stakeholder 
preferences derived from an anonymous online 
survey distributed through the social networking 
platform Facebook and through personal email, 

34*(91#@6*%09'7 A#94*(91)
Classes 3 compact midsize midsize truck
Markets 2 passenger sport
Engines 3 otto diesel fuel cell
Hybridization 5 none mild series parallel EV
Fuels 4 gasoline diesel hydrogen electricity
Displacements (L) 12 1.0  1.1  1.7  1.9  2.0  2.1  2.7  2.9  3.0  3.1  3.7  3.9
Fuel Cell Power (kW) 3 30  40  50
Electric Power (kW) 10 3  30  40  50  60  70  80  90  100  110
Battery Chemistry 2 NiMH LiON
Battery Energy (Ah) 7 4.5  30  40  50  60  70  80
B9*6.C D"EDFGHI

@6*%09'7 @'(*%'(6 J1(*) K'(56'7#L9&'+%
Cost Purchase CHF NREL, UC Davis, Kromer

Operating/Maintenance CHF/km ADAC
Total cost of ownership CHF/year Vias, et al (Argonne/MIT)

Performance Acceleration (0-100) s power/weight ratio
Acceleration (80-110) s aero/power/weight
Top Speed kph aero/power relationship

Utility Range km simulation
All-electric range km simulation
Passenger volume m 3̂ US EPA
Cargo volume m 3̂ fueleconomy.gov
Towing capacity kg max traction power

Environment Direct emissions g/km ecoinvent/GREET
Well-to-pump emissions g/km ecoinvent/GREET
Vehicle cycle emissions g/km ecoinvent/GREET
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and the second investigates the sensitivity of the 
MCDA results. Drivetrain simulations were all 
carried out using the New European Driving Cycle 
(NEDC), and selected design-average model 
outputs are shown in Appendix B to provide 
insight into the vehicle performance assumptions. 
Please note that due to an error in the model input, 
the annual vehicle km travelled was overestimated 
by a factor of 10, resulting in over-emphasis on 
fuel cost in total cost calculations and a favouring 
of fuel efficient options for this criterion. Future 
tests are expected to show that this does not have a 
dramatic impact on MCDA results. Validation of 
model results for various criteria (fuel 
consumption, acceleration, greenhouse gas 
emissions etc) is detailed in work previously 
published by this group [17].  Life cycle modeling 
performed here includes vehicle production, use, 
and disposal, as well as fuel extraction, refining, 
and transportation according to data from the 
ecoinvent and GREET databases. 
!"#"$%&'()*+,-).$/.)0).)12)3$
The online survey generated 70 complete 
responses and roughly 50 more partially complete 
responses. A cluster analysis was performed on the 
set of complete survey responses in order to 
cluster the respondents into three stakeholder 
groups with adequate (but not perfect) partitioning 
using the k-means method.  With more than three 
clusters, (quantified 
using a silhouette analysis) was poor.  The 
response set was distributed between the European 
Union/Switzerland (29), and North America (41), 
with respondents primarily colleagues from 
industry and academia as well as family and 
friends.  Survey participants were supplied with no 
additional information regarding technology 
options because they were not asked to choose 
between vehicle designs. An aggregation of the 
survey results can be found in Appendix C.   
The best metrics for distinguishing between 
groups turned out to be vehicle ownership and 
daily kilometers travelled, with North Americans 
travelling an average of 13 km more per day.  Fig. 
3 shows how individual responses regarding daily 
travel, tendency to plan finances, and desire for 
good acceleration performance are grouped around 
three centroids.   
tended to own their own vehicles, commute an 
average of 100 km daily, and valued speed and 
financial planning more than 

group, who tended not to own their own vehicles, 
travelled by car less than 7 km per day on average, 
and neither planned their finances nor needed fast 
vehicles. Members of t Occas
group travel an average of 41 km by car per day, 
also tend to own vehicles, and represent a slightly 
younger age demographic. 

 
F ig. 3: Stakeholder group clustering according to daily 

travel, tendency to plan finances, and desire for 
acceleration performance  

The eight vehicle characteristics shown in Table 4 
were chosen as being representative of the most 
important consumer criteria in the questionnaire, 
and served as inputs to the MCDA algorithm: two 
from each of the performance, utility, 
environment, and cost categories.  It should be 
noted that while the survey did not explicitly ask 

this criteria.  Additionally, greenhouse gas 
emissions criteria preferences (GHG emis.) were 
equated to CO2 emissions performance indicators 
and health related emissions  were equated to 
NOx vehicle performance indicators throughout 
the MCDA. 

Table 4: Representative stakeholder criteria weightings 
derived from survey responses 

 
The result of performing MCDA using criteria 
weights from the three stakeholder groups for both 
present and future vehicle technologies are shown 
in Table 5.  The top 5 vehicles chosen by all three 
groups were identical, mostly due to how small the 
differences in clustered criteria preferences were 
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between stakeholders.  It is interesting that diesel 
hybrids were selected most often, and that, in the 
near term, parallel hybrids were preferred to mild 
hybrids, which in turn were preferred to no 
hybridization.  This reflects the trend (at least in 
Europe) towards diesel vehicles, as well as the 
current tendency towards parallel hybrid 
architectures before plug-in series architectures.  It 
is slightly confusing that compact vehicles were 
preferred in all cases over mid-sized sedans, but 
this can perhaps be explained by the absence of a 
luggage volume criterion in the MCDA (and the 
general difficulty with distilling vehicle choices 
down to eight stakeholder criteria). 

Table 5: MCA results for stakeholder responses 

 
!"#"$%&'()*)+)*,$-'-.,()($
A sensitivity analysis was performed in order to 
better understand the results of the stakeholder 
survey MCDA.  The first series of tests were 
performed to determine the influence that each 
individual stakeholder criterion has on the top 
design choice.  Table 6 shows the results of 
performing 8 s where each criterion 
weight was sequentially set to 1 and while all other 
criterion weights were set to 0 for current and 
future technologies.   The fact that hybrid vehicles 
were selected when acceleration and top speed 
criteria were maximized is consistent with the 
performance advantages offered by electric 
drivetrains.  The results for autonomy are not 
surprising: diesel series hybrids have the highest 
on-board energy content, and are among the most 
efficient vehicles.  That the lowest CO2 emissions 
and total cost of ownership are achieved by all-
electric vehicles also comes as no surprise, given 
the Swiss consumption mix assumption of 104g 
CO2/kWh and relatively cheap electricity.  A 
conventional gasoline vehicle was selected when 
the maximum weight was placed on both the 
purchase cost and passenger volume criteria. This 
makes sense because of th status as 
the incumbent (and hence cheaper) technology and 
the lack of bulky powertrain elements impinging 

on passenger space.  The choice of fuel cell as the 
top performing design on the basis of its NOx 

emissions is also logical, because it was assumed 
that the hydrogen would be produced from solar 
PV electricity with low associated life-cycle NOx 
emissions. 

Table 6: Polarized design choices 

 
To further examine the sensitivity of the optimal 
design to changes in criteria preferences, two 
criteria weightings were increased as two criteria 
weightings were decreased while the remaining 
four are held constant.  The future technology 
vehicle design set was used for all of the following 
analysis. Fig. 4 shows how the vehicle purchase 
cost is much more sensitive to performance 
preference than to environment criteria preference 
due to the selection of a much larger series hybrid 
motor and battery above a 0.4 performance 
preference weighting level. Note that fuel cell 
series and diesel series hybrids are the optimal 
vehicles selected using the future design set. 

 
F ig. 4: Purchase cost is primarily sensitive to 

performance preference: future fuel cell hybrid 
purchase price is 2% lower than that of future 
diesel series hybrids 

Still considering environment and performance 
criteria, Fig. 5 shows how life cycle CO2 emissions 
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are much more sensitive to environmental criteria 
weighting than they are to performance criteria 
weighting.  Past a 0.5 environment criteria 
weighting, fuel cell vehicles are selected over 
diesel series hybrids leading to the large 
discontinuity in the figure. 

 
F ig. 5: CO2 emissions are largely insensitive to 

performance preferences 

Considering these two results together, it can be 
concluded that a larger purchase cost penalty is 
paid for performance than for CO2 reduction.   
Looking at two different criteria, Fig. 6 shows how 
range is affected by utility and cost preferences.  
The selected vehicle designs are mostly diesel 
series hybrids with lithium ion batteries when the 

, and switches to metal hydride 
batteries when the preference for low cost 
increases. The outlier at maximum (low) cost 
preference and minimum utility (range) preference 
is a diesel non-hybrid. 

 
F ig. 6: As sensitivity to cost increases, range decreases 

towards smaller battery diesel hybrids until a 
non-hybrid is selected 

Returning to environmental preferences, Fig. 7 
shows that as the preference for low cost and 
environmental criteria increases, the total cost of 
ownership reaches a maximum with all fuel cell 

hybrid designs, until an EV is selected causing the 
cost to fall dramatically.  For low environmental 
criteria weights and almost all cost preferences, 
diesel hybrids are selected over fuel cell hybrids. 

 
F ig. 7: Total cost of ownership falls dramatically as an 

EV design is selected 

The results shown in Fig. 8 reiterate more 
explicitly those of Fig. 7, with fuel cell and electric 
options dominating when environmental 
preferences are high, and diesel series otherwise. 

 
F ig. 8: Fuel cell and EV options dominate on CO2 

emissions for high environmental preference 
weightings 

!"#$%&'()*+%&*#
The conclusions of this multi-criteria assessment 
of personal transportation technology options are: 

 Although survey respondents could be 
clustered (primarily according to vehicle 
ownership and daily driving distances) the 
criteria preferences between groups were 
not drastically different, leading them to 
select similar optimal designs, 

 Survey results suggest that, in the near 
term, most consumers are willing to pay a 
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premium for the improved performance 
and reduced emissions of parallel/mild 
diesel hybrids, and in the future prefer 
series hybrids as batteries become cheaper, 

 Future all-electric options are interesting 
only when range (utility, passenger 
volume, etc) is weighted low,   

 Conventional parallel hybrid and Otto 
drivetrains dominate the current design 
sets while diesel and fuel cell options 
dominate the future design sets for many 
of the sensitivity analysis criteria 
preference weightings.   

While it is clear that there are significant hurdles 
to cross for cars based on hydrogen fuel cells, the 
barriers may not be as high as commonly assumed. 
This is demonstrated through the selection of fuel 
cell powertrains when the preferences for 
environmental, total cost, and range criteria are 
high, even under conservative future cost and 
performance assumptions. 
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9&$(2#:(;  This work describes the preliminary sizing of a series hybrid vehicle with a small Turbogas 
(GT) as the thermal engine, equipped with a regenerative braking. The reference vehicle is a minibus 
to be used for urban transportation. The analysis is based on a physical model of the instantaneous 
power required by the mission, which leads to a non-linear system of equations that are numerically 
integrated in time. Several sets of standard, real cycles are defined as missions the vehicle under study 
must fulfil: these cycles are characterized by repeated stop-and-go patterns that make a high level of 
energy recovery possible. The minibus behaviour is simulated under each one of the examined 
conditions, in this way one derives an installed power of 170 kW with a proper GT power of 21,5 kW 
and the corresponding degree of hybridization of about 90%. On this basis, the GT is designed anew, 
using standard performance charts and state-of-the art technology. The battery pack and the electric 
engine are both designed using commercially available software. The CO2 emission analysis is also 
performed. The technical feasibility of the vehicle is briefly discussed in the conclusions. 

K eywords:  Series Hybrid Vehicle, Urban driving cycles, Lithium cells, Micro Gas Turbine 
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This paper presents an assessment of the technical 
feasibility of a series hybrid electric vehicle in 
which the thermal engine is a small GT unit. This 
study follows along the lines of a previous 

- -8] 
conducted at the University of Roma 1 
The work discussed here is characterized by three 
innovative aspects: 
 The vehicle under analysis is a minibus for 

public transportation with a weight and a 
aerodynamic drag coefficient (Cx) values quite 
different from those of a common city car; 

 Real urban driving cycles are assumed from the 
ADVISOR library [9] as vehicle mission 
instead of standard European emission cycles. 
The seven cycles selected for the present 
analysis are very different from each other as 
for instantaneous power requirements; 

 The storage energy system consists of a 
Lithium-Polymer (LiPo) battery pack. 

<=<=*1?"*7)&2%-*@'":(2%:*A"?%:'"*B7@AC*
HEV combine the benefits of high fuel economy 
and low emissions with the power and range of 
conventional Internal Combustion Engine (ICE). 
These performances are obtained by using a 
process called Kinetic Energy Recovery System 

(KERS), in which the excess kinetic energy 
usually dissipated when braking is instead 
recovered by charging a suitable storage system. 
There are two types of hybrid vehicle, called 
r
configuration, the ICE and the electric motor 
operate in such a way that the vehicle is constantly 

electric power. In the series hybrid concept, the 
electrical and thermal systems are mechanically 
separated but electrically coupled. When the 
purely electric traction mode is enforced, energy is 
extracted from the batteries that are then recharged 

recovering braking energy. This type of 
configuration is a very convenient vehicle range 
extender for electric vehicles. Parallel hybrids 
have greater fuel efficiency than series ones at 
constant high speed (highway driving) while series 
hybrids are better in stop-and-go urban driving. 
A fundamental parameter for HEV is the degree of 
hybridization (Hr). This factor is defined as the 
ratio between the battery electric power (Pel) and 
the total installed power (Ptot): 

to t

GT

GTel

el

to t

el
r P

P
PP

P
P
PH 1 , (1) 

where Hr=0 denotes a traditional vehicle equipped 
only with thermal engine and Hr=1 denotes a pure 
electric vehicle. 
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The present work is a preliminary assessment of a 
hybrid system for a minibus to be used in 
historical city centres for public transportation. For 
completeness, several d
characterized by stop-and-go patterns compatible 
with a real utilization of the minibus were 
considered. Methane (CH4) was adopted as the GT 
fuel, both to reduce the CO2 emissions, as 
demonstrated by the results shown below, and to 
simplify the GT ignition system. Compared with 
conventional ICE-hybrid vehicles, the Gas Turbine 
Hybrid Vehicle (GTHV) has a small number of 
moving parts, a more compact size, a higher 
energy density, lower energy costs, lower 
emissions and fuel flexibility [5-7]. 

!"#$%&'()%#*+,#-'..'/+#*+*)0.'.#
The minibus considered in this study carries 
between 19 and 40 passengers and has a total mass 
ranging from 5 to 10 tons. Assuming an average 
passenger weight of 75 kg and a minimal ground 
clearance of 350 mm the vehicle data are defined 
in Table 1. 

Table 1.  Vehicle data. 

DIMENSIONS 
length [mm] 7164 
width [mm] 2162 
height [mm] 2879 

S [m2] 5.49 
CARGO ABILITY [n  persons] 27 

TOTAL MASS empty [kg] 6258 
fully loaded [kg] 8247 

 
To correctly size the power plant, all of the 
operational aspects of the vehicle must be 
considered, including the comfort requirements for 
public transportation buses. The total power 
absorbed by auxiliaries has been obtained by 
composite weighted total of the individual 
contributions multiplied by their respective 
Coefficient of Use. The resulting load is 
considered as an equivalent, constant power 
absorption: in this study the value of 6 kW has 
been estimated. 
To select the GT nameplate power a complete 
mission analysis is necessary. In this work seven 
real urban cycles have been considered. The 
respective velocity patterns of two different cycles 
are shown in Figure 1. 
For each of these missions four different cases 
were simulated by varying two main system 
parameters: 

Cycle Denver
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F ig. 1.  Driving cycles examples. 

the vehicle mass and the rate of braking recovery 
that is the fraction of the instantaneous kinetic 
energy the KERS must recover. The mass varies 
between 6 and 8 tons (empty and full load), the 
coefficient of braking recovery ( KERS) was varied 
in the range 0.6-0.8. 

!"1"#2'..'/+#3/4%5#*+*)0.'.#
The analysis of the power flows of each mission 
has been carried out starting from the equation of 
dynamic equilibrium in the direction of motion:  

RRT
dt
dvM aeq , (2) 

where the first term represents the inertia force 
(F in), Meq is an equivalent vehicle mass taking into 
account the rotating parts inertia [1], T is the 
traction force, the aerodynamic resistance (Ra) is 
given by: 

2

2
1 vCSR xa , (3) 

the Rolling Resistance (R) by: 

gmfR s . (4) 

On this basis, the different flows through the 
system were computed, as the Useful Power (Pu): 
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tr
eqa

tr
u

v
dt
dvMRRvTP , (5) 

and the Braking Power (Pb): 

vRRFP trainb , (6) 

Table 2 reports a summary of the parameters used 
in the calculation of equations 2-6: 

Table 2.  Design data 
t [s] 1  S [m2] 5,49  

ms [kg] 6000-8000   3] 1,225 
f 0,018 tr 0,98 
Cx 0,5 Meq [kg] 1,03 ms 
g [ m/s2] 9,8  KERS 0,6-0,8 
 
Figure 2 displays the instantaneous power flows 
for one of the considered cycles. 
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F ig. 2.  Example of Mission power analysis 
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All analyses carried out in this study assume an 
on/off control logic of the GT set. The settings are 
such that whenever the vehicle power is positive 
(that is in phase of traction) and exceeds 70% of 
the nominal installed GT power, the GT is ignited 
and supplies the additional power requested by the 
instantaneous power balance. The following 
procedure of calculation was adopted: first, for 
each configuration, the values of the design 
parameters listed in Table 2 are used to calculate 
the instantaneous values of the power required at 
the wheels: at this step, no account is made of the 
presence of the GT. By considering a discrete set 
of GT with installed power ranging between 1 and 
100 kW, the following step consists of the 
compilation of a mission budget, obtained by 
adding the instantaneous values of all power flows 
(here, the GT is accounted for). These calculations 

are repeated for every PGT within the range defined 
at the onset. Consider that given the timestep 

instantaneous energies. The curves obtained with 
this procedure may display a negative, zero or 

a defect, a balance or an excess of the total energy 

an und
GT. Obviously, the PGT that result in curves with a 
zero balance are those that are most convenient for 
use in that type of mission. 
Figure 3 reports such diagrams for one of the cases 
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F ig. 3.  Mission energy balance: Case 4 

PGT (and therefore to optimal Hr values), a 3-kW 
GT would be convenient for the Denver and 
Nuremberg cycles, a 5-kW GT for the London 
cycle, a 9-kW GT for both the Indian Urban & 
WVU cycles (that so represent the heaviest). For 
real operations, it is more convenient to install an 
oversized GT and operate it at part load for some 
of the time, or to adopt a more efficient but costlier 

 
From a critical analysis of the results (for a 
complete report, see [3]) it was concluded that: 
- The global energy balance displays little 

sensitivity to the variation of the total mass of 
the vehicle. 

- The balance is, on the contrary, very sensitive 
to a variation of the braking recovery 
coefficient, which therefore is a fundamental 
design parameter. 

The Case 4 examined here refers to the mass upper 
limit reported in Table 1 and the braking recovery 
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factor KERS is equal to 0.8 (a very high value). By 
considering the heaviest cycle power request, of 9 
kW, and taking into account also the auxiliaries 
absorption, the optimal GT power results: 

PGT =15kW 

The total power to install on the vehicle, in order 
to satisfy the maximum peak on all the examined 
missions, is equal to 169 kW. The degree of 
hybridization is then: 

9,01
to t

GT
r P

PH  
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In a GTHV the traction is purely electric. The 
presence of the KERS requires both a rather 
complex electric connectivity and the presence of 
a suitable, electronically managed, control 
protocol. Fig. 4 shows the scheme of the 
propulsive system considered in this work: it 
consists of the energy production unit (GT), the 
energy storage system (battery pack), the electric 
machines (two motors, one per axle, only one 
displayed in Fig. 4), the current and frequency 
converters, and the related electronic control 
circuits with the Power Distribution Unit (PDU) 
and the Vehicle Control Unit (VCU). The last two 
components form the Vehicle Management Unit 
(VMU). In this scheme the thermal unit generates 
mechanical power which is converted into 
electrical power by a high speed generator (that 
acts as a starter for the GT as well). The electricity 
produced by this generator can charge the batteries 
or directly power the motors when the traction 
power has a peak. These motors are reversible 
machines so that when the vehicle is braking they 
work as generators producing electric power that is 
channeled to the battery pack. At each instant of 
time the power flows are regulated by the VMU. 
Because of the complexity of the real system, the 
detailed design of the individual units has not been 
included in this work, and the system is designed 
on the basis of the accepted performance 
characteristics of commercially available 
components. At this study level, a simple on-off 
control logic for the GT operation has been 
adopted. Actually, for a scheme like the one under 
discussion, the electronic VMU carries out many 
tasks [4-6]: it controls the thermal engine 
operation under a suitable logic, determines 

47
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F ig. 4.  Vehicle functional scheme 

at each time how much of the energy produced by 
the GT reaches the battery package or the electric 
engine directly, monitors the electrical parameters 
of the battery package and also records historical 
data; in other words it performs its energy-
management task on the basis of a quite large 
number of instantaneous mission parameters [4]. 

!"S"#B)T>*#'/,,-#(/'.&*,*6U#

braking system to improve its energy performance. 
Thus the storage system is a fundamental 
component: at each instant of time, it must either 
provide the electric power required for traction by 
the wheels or receive the excess energy recovered 
by the KERS. Storage systems can be electro-
chemical (batteries), mechanical (flywheels) and 
electrical (supercapacitors). In the configurations 
analyzed in previous works [3-6], it was clearly 
established that one of the weak links in the 
system -from the point of view of performance, 
weight-to-power ratio- is the lead-acid battery. In 
this study the LiPo cells technology has been 
adopted instead. The performance of a battery is 
identified by several factors, Table 3 reports a 
comparison of three battery types of current 
technology. LiPo cells show the highest specific 
power and energy but they also represent the most 
expensive solution, because this technology has 
not reached maturity yet. 
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Table 3.  Batteries performances comparison 
 Pb-acid Ni-MH Li-Po 

Specific power [W/kg] 150 220 315 
Specific energy [Wh/kg] 35 80 155 
Energy density [Wh/l] 71 200 220 
Life cycle 500-1000 1000 1000 

 0,3 1,2 3 
 
This technology differs from the Li-ion batteries 

metallic wrapper, and thus they are lighter and 
smaller than their competition. Important 
characteristics are also: the nominal voltage of the 
single cell equal to 3,7 V (versus 2,1 V of the Pb-
acid); the safe operative range ranging from 2,7 V 
(cut-off voltage under which the cell is totally 
discharged) and 4,25 V (overvoltage limit above 
which the cell can be damaged) and the acceptable 
State of Charge (SOC) contained between 30% 
and 80%. Also important are the maximal 
charging/discharging current and power values set 
by the cell manufacturers. The battery pack is 
assembled with a number of cells connected in a 
proper series-parallel configuration (denoted by 
the number of cells connected in series followed 
by s and that of cells in parallel followed by p). 
 
!"!"#$%&&'()#*%+,#-./.01#
The following data are assumed for the battery 
pack: nominal voltage Enom= 400V and nominal 
capacity C = 100Ah. By analyzing several 
commercially available LiPo cells, these data led 
to the configuration described in the Table 4:  

Table 4.  Preliminary battery pack sizing. 
Commercial model Kokam SLPB 68216216 
Type of connections 108s3p 
Nominal voltage, E [V] 399,6 
Nominal capacity, C [Ah] 90 
Weight [kg] 227 
Volume [dm3] 104 
Price [$] 50350 
 
After this preliminary sizing the described 
configuration was analyzed in order to verify 
whether -and how- it satisfies the mission 
requirements. 
The sizing of the battery pack is performed on the 
basis of the maximum power demand and 
maximum absorbable battery power: this means 

that the following parameters must be minimized 
at each instant of time: 

- instantaneous power deficit 
edischrequireddeficit PPP argmax_ , (7) 

- instantaneous power dissipated in braking:  

echbrakediss PPP argmax_ . (8) 

The design process begins with the calculation of 
the electric power and current flows through the 
batteries at each instant of time. In this phase the 
battery is modeled as a Multiple Input Multiple 
Output (MIMO) system with two inputs: 
1. Power generated by the GT unit; 
2. Power available during the braking; 
and two outputs: 
3. Power required by transmission; 
4. Power required by auxiliary units. 
The battery pack is modeled as a part of an electric 
circuit. It is assumed a Constant Voltage charge 
process in which the voltage, applied by the 
chargers, has a fixed value near overvoltage to 
enforce the current to enter into the battery. During 
the discharge time a different model is assumed: 
the battery is considered as a generator, so it 
carries out the required power applying to the 
circuit the voltage E(t), corresponding to the 
contemporary SOC. In order to calculate the 
instantaneous SOC an algorithm is developed 

The 
adopted procedure of calculation is described 
below. First, the quantity of electric charge Q(t) 
flowing trough the battery pack at each instant is 
evaluated by the time integration of the 
Instantaneous Current I(t): 

T

dttItQ
0

)()( . (9) 

Assuming T t =1s, the previous equation can be 
written in a numerical form: 

tIQQQQ ttttt 11 , (10) 

where: 
Q t =It t: electric charge flowing trough the 

battery in a single t instant. 
The expression for the SOC variation at the same 
second results: 
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(%)
3,6

t
t

Q
SoC

C
, (11) 

while the instantaneous SOC is: 

1(%)t t tSoC SoC SoC  (12) 

Figure 5 shows the charge/discharge curves related 
to the 108s3p pack based on Kokam SLPB216216 
as regard to the SOC range 30%-80%. 

Discharge curves 108s3p
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 F ig. 5.  Discharge curves. 

Each curve is obtained discharging the battery 
with a constant current value but basing on the 
calculated electric power flows one has that the 
current is not constant in time, so at each instant, a 
different curve must be considered. By the 
knowledge of the instantaneous current the 
relation SOC-E is determined. For every SOC 
value, the battery voltage is given by the equation 
of the considered curve. One has at each instant : 

curvettt EEE 1 , (13) 

where the last term represents the voltage variation 
calculated by the curve equation. By the iteration 
of the described algorithm a numerical simulation 
of the batteries behavior during a complete 
mission is carried out. 
1. Analyzing the results one has that: Pdeficit  is 

equal to zero for all instants of each mission. 
Braking power, and so braking energy, is 
absorbed almost in a total way: only in a few 
seconds of three missions Pdiss is different from 
zero. These results are shown in Fig. 6. 

2. The SOC is always contained between 60% 
and 80%. Basing on the assumed equivalent 
constant auxiliaries absorption, the SOC is 
always decreasing as presented in Fig.7. 

 

F ig. 6.  Power deficit and Energy dissipation 
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F ig. 7.  SOC trend example 

In all calculations the additional constraint is 
imposed of the initial battery SOC being recovered 
at the end of each mission. Because of this, at the 
end of every driving cycle, a period of recharge 
made by the GT operation is necessary. 
The configuration 108s2p was also analyzed but it 
results unsuitable for this application because it 

demand. 

"#$%&'$()*+,$-./$01+2)3'$13)0$4(-%5$
The optimal Hr was previously determined by 
considering a net power of 15 kW reaching the 
batteries. Actually this power value is smaller than 
the one provided by the GT because of the losses 
in several devices such as the power splitter, the 
high speed generator and the chargers. Referring 
to the assumed components efficiencies the GT 
power is imposed to be:  

PGT =21.5kW. 
In the last years several tests have indicated that 
although a commercially available GT set may be 
used with satisfactory results, it is advisable to 
design a dedicated GT for use in this particular 
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application [4]. Basing on the existing MGT with a 
similar power output, it was selected to design a 
MGT with a compact cross-flow heat regenerator. 
The degree of regeneration (R) was hypothesized 
as highest as possible for the type of adopted 
solution. In this way good efficiency, low 
emissions and high compactness are ensured. 

!"#"$%&'()*+,-(./0/+/1&02-'-(&3&'40
In order to define the real thermodynamic cycle it 
was necessary to establish several parameters. 
The inlet compressor temperature (T1) was 
selected as the standard ambient value while the 
inlet turbine temperature (T3) was selected basing 
on the previous study [7]. 
The pressure ratio ( ) was selected reaching a 
suitable compromise between two set against 
necessities: on one hand the work and cycle 
efficiency maximization and, on the other side the 
number of compressor and gas turbine stages 
reduction. By choosing =4,5 one has as a proper 
solution a two stages configuration both for 
compressor and turbine. The respective isentropic 
efficiencies ( SC , ST) were selected on the basis of 
similar commercial microturbines. All the 
parameters are resumed in the Table 5: 

Table 5.  Design thermodynamic parameters 

1 298T K  ,
0, 7

S C
 

3 1300T K  , 0,8S T  
4,5  0,8R  

 

!"5"0$%&'()*+,-(./02')/&4404.(61-3.),0 
The thermodynamic process simulation was 
conducted through the software CAMEL-
[2] developed by the Department of Mechanics 
and Aeronautics in the University of Roma 1 

 
F ig. 8.  Gas Turbine layout 

The power plant gas turbine layout, which the 
simulation refers to, is shown in Fig. 8. 

id) 
displayed on the figure 8, the simulation process 
results are resumed in the Tables 6-7: 

Table 6.  Thermodynamic cycle simulation results. 
id  m 

[kg/s] 
p 
[kPa] 

T 
[K] 

h 
[kJ/kg] 

1 0,172 101,3 298,0 0 
2 0,172 455,9 524,5 233,6 
3 0,173 428,9 1300 1145,1 
4 0,173 104,6 999,0 777,8 
9 0,173 101,5 625,7 348,6 
10 0,172 442,2 918,8 667,2 

Table 7.  Outlet turbine gas composition. 
id  xO2 

[kg/kg] 
xN2 
[kg/kg] 

xCO2 
[kg/kg] 

xH2O 
[kg/kg] 

4 0,187 0,750 0,0290 0,0348 

!"7"089$0*&4.:,0 
A feasible design has been produced using the 
optimal ns criterion so that the gas turbine unit is 
designed anew, using standard performance charts 
and state-of-the art technology. The resulting GT 
unit consists of a two stages radial compressor and 
two stages axial turbine. Table 8 reports the main 
results: 

Table 8.  Design specifications for the GT engine. 
Rotational speed, n 110000 rpm 
Nameplate power, P 21,5 kW 
Max. allowable peripheral velocity, Umax 400 m/s 
Fuel Lower Heating Value, LHV 48000 kJ/kg 
Max allowable shaft to  50 MPa 
Compressor polytropic PC 0,78  

PT 0,80 
Real cycle efficiency r 0,23 

 

;"0<(.44.),0-,-1+4.40
The present study led to some interesting results 
about greenhouse gas emissions. A series of 
numerical simulations made it possible to estimate 
the CO2 emissions for each mission. Emissions are 
evaluated in two different cases: in the first, only 
the driving cycle is performed, while in the second 
also a final recharge is performed by GT to bring 
the SOC back to its original value. Table 9 shows 
the values of the emissions per passenger per km. 
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Table 9.  Average CO2 emission levels [kg/km psg] 
Traditional minibus  0,055 
Hybrid minibus (without recharge)  0,015 
Hybrid minibus (with final recharge)  0,044 

 
By comparing the calculated results (average value 
for the seven missions) with available data for 
traditional vehicles, a decrease of greenhouse gas 
emissions of about 15-20% is attained, even 
including the final recharge. In real operation the 
emission values depend on the type of mission and 
ought to be evaluated on a case-by-case basis. 

!"#$%&'()*+%&*#
The present study consists of a preliminary 
evaluation of the technical feasibility of a GTHV 
equipped with a Li-Po battery pack. A tentative 
design of each component was performed on the 
basis of current technological standards. The 

 
A) The system performance strongly depends on 

the type of driving mission the vehicle is called 
to perform. In this study, seven different 
missions are analyzed to obtain general results. 

B) The size of the battery pack and the CO2 
emission level are based on a simple on/off 
control logic for the GT operation, whereas 
previous work confirms [4,6] that the best 

 
It is interesting to investigate the possibility of 
performing extended highway driving cycles. In 
these cases (results not reported here) the SOC 
trend for the batteries is similar to the one obtained 
in urban missions, but this requires a cumulatively 

a substantial increase in the fuel consumption. 

,%-.&'(/0)1.#
f coefficient of rolling friction road tire 
g acceleration of gravity, m/s2 
h specific enthalpy, kJ/kg 
m mass flow rate, kg/s 
ms vehicle static mass, kg 
ns specific number 
p pressure, Pa 
S Vehicle frontal surface, m2 
P power, kW 

v vehicle velocity, m/s 
Greek symbols 
 efficiency 
 air density, kg/m3 

Subscripts and superscripts 
tr transmission 
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Energy Performance of Dump Trucks in Opencast Mine 

Lalit Kumar Sahoo, Santanu Bandyopadhyay and Rangan Banerjee 
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Abstract: Dump trucks are used worldwide for handling ore and waste in most of the opencast mines. 
The energy consumption in dump trucks accounts for about 32 % of the total energy requirement in 
opencast mines. In this paper a modeling framework is developed to analyse a generic mine 
transportation problem with multiple dump trucks operating between multiple crushers and excavators. 
The minimum specific fuel consumption (SFC) of dump trucks for a specified pay load and material 
handling rate is optimized. The model investigates the variations of SFC with operating parameters like 
pay load, speed, wind speed etc. A case study of down gradient opencast limestone mine of capacity 
2600 t/h shows a fuel savings of 15%. An achievable minimum SFC of 86 g/ton of ore handled is 
estimated using proposed model. 

 Keywords: Dump truck, opencast mine, energy performance, specific fuel consumption, optimization 

. 
 

1. Introduction 
Mining processes are basically exploration, 
excavation, transportation and finishing of ore. Coal, 
metal and other minerals are excavated from the 
earth by opencast mining or underground mining. 
Mining industry consumes both electrical energy and 
diesel for processes like excavation, transportation 
and pumping. Dump trucks are used in excavator-
truck based opencast mines for transferring ore or 
waste from the production site to either crushers or 
waste dump stations. The transportation network of 
the mine includes a fleet of dump trucks moving 
between crushers and excavators. The fleet size of 
dump trucks depends on the payload, material 
handling capacity of both excavators and crushers. 
Excavators are used to load the ore into the dump 
trucks and are movable depending upon the 
availability of ore. Crushers are stationary 
mechanical equipment used for sizing and finishing 
of ore.  
 
Most opencast mines follow the same basic steps to 
produce the finished minerals. The schematic of 
opencast mining process is presented in Figure 1: 
 
 
 
 
 
 

 

 

 
 

 Fig. 1.  Schematic of opencast mining process 

 
Energy consumption in dump trucks accounts for 
32% of total energy consumption in a typical Indian 
opencast coal mine [1]. The factors affecting specific 
fuel consumption of dump trucks are distance 
between crusher and excavator, payload, speed of 
vehicle and mine topography. The objective of this 
paper is to develop a mathematical model for 
calculating minimum energy consumption in dump 
trucks. 
 
Statistical benchmarking has been used for industrial 
sectors to calculate minimum energy consumption. 
The evolution of energy star as an energy 
performance indicator (EPI) for benchmarking the 
industrial plant energy usage is discussed [2]. An 
energy benchmarking model [3] is developed for 
calculating minimum energy consumption for glass 
industries. 
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Studies for optimization of transportation have been 
based on linear programming approach. The 
optimization of loading and transport system in open 
cast mine has been done based on mathematical 
model [4] to optimize number of trucks required 
serving at loading point, number of trips per hour and 
theoretical output of dump trucks. Optimization of 
journey schedule of high capacity dump truck has 
been done to reduce the travel time of dump truck 
based on random variables with given expectation 
[5]. Constant speed profile minimizes the fuel 
consumption [6] in land transport vehicles. Fuel 
consumption increases as mass increases and is 
different for different combination of fuel and 
transmission type [7].  
 
The literature reveals that there is no model that can 
be used to assess energy performance of dump truck 
operating in mines with variation of mine gradient, 
topography and payload. The objective of this paper 
is to develop a generic model for dump trucks 
operating in an opencast mine. 
 
2.0. Problem statement 
The objective is to develop a generic model for 
calculating minimum specific fuel consumption of 
dump trucks operating in opencast mine for different 
payload, gradient and varying mine topography.  
 
2.1. Model development 
The present model is developed for multiple dump 
trucks operating between multiple crushers and 
excavators for an opencast mine. When a vehicle 
moves, the engine has to deliver power against air, 
friction, rolling and gradient resistances. Theoretical 
power requirement for movement of both empty and 
loaded dump truck is calculated using mass balance 
and theory of vehicle dynamics. Fuel consumption 
per trip is calculated considering loading, unloading 
and travel time. Theoretical material handled is 
estimated from number of trips based on cycle time. 
Specific fuel consumption is calculated as the ratio 
of fuel consumption to the theoretical output  
 
2.2. Governing equations of model 
2.2.1. Mass balance of dump truck 
The gross mass of dump truck )( GW is the sum of the 
weight of empty dump truck )( EW and the 

payload )( LW . The payload is defined as the material 
transferred by a dump truck in a single trip. 
 
The mass balance of dump truck is given as 
 

ELG WWW    ,          (1) 

 
Pay load depends on volumetric capacity of dump 
truck )( LS and the density of ore ( ore ) to be 
transferred and is given as  
 

ore   LL SW , (2) 

 
The pay load is restricted by the maximum capacity 
of truck as given in (3). 

 
max,  LL WW  (3) 

2.2.2. Power requirement of dump truck 
The equations for power requirement for empty truck 
moving from crusher to excavator )( ceP and loaded 
dump truck moving from excavator to crusher 

)( ecP are given in (4) and (5). 

 
)( 2
Ececece bWaVVP ,     (4) 

)( 2
Gececec cWaVVP ,    (5) 

 
Where a, b and c are constants for drag resistance;  
rolling, friction and gradient resistances for down 
gradient mine and are given as (6) to (8) 

Faird ACa
2
1

 ,           (6) 

 sin)(cos gCfgb rr ,      (7) 

sin)(cos gCfgc rr  ,      (8) 

max, VV ecce ,            (9) 

max, PP ecce ,                (10) 

The gradient resistance increases with an increase in 
gradient in case of up gradient mine and decreases in 
case of down gradient mine. (+) sign is considered 
depending on mine topography. (+) sign is taken for 
all up gradient mines and (-) sign is considered for  
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all down gradient mine or hill mines  for loaded 
dump trucks and vice versa for empty trucks. 
 
2.2.3. Engine Characteristics  
The engine power of internal combustion engine is 
the function of angular velocity as  

3

1i

iPP we,
i ,           (11) 

 
Where, P1, P2, P3 for direct injection diesel engine are 
P1 = 0.87 Pm/wm , P2 = 1.13 Pm/wm

2
  

and P3 =   -  Pm/wm
3  

 
Power supplied by engine are presented as (12) and 
(13) by converting angular velocity to linear velocity 
using equation (14).  

3
3

2
21 cececece VaVaVaP ,

    (12) 

3
3

2
21 ecececec VaVaVaP ,    (13) 

Where, 

R

ew
ecce

G
wR

V ,

 (14) 

And, 1a , 2a , 3a are constants .  

Limiting speed for empty and loaded dump trucks 
ceV and ecV  are obtained by equating   (4, 5) and (12, 

13) at the condition of maximum power that engine 
can deliver. 
Brake specific fuel consumption 
The brake specific fuel consumption )( FB  is a 
function of speed of vehicle for empty and loaded 
truck and are presented as (15) and (16)  

32
2

1, bVbVbB cececeF , (15) 

32
2

1, bVbVbB ecececF , (16) 

Where 1b , 2b , 3b are constants and are obtained from 
engine characteristic curve.  
 
2.2.4. Fuel consumption per trip 
Fuel consumption in dump truck moving between 
crusher and excavator s is given in (17), (18). 

ceFcecef BPm ,,     (17) 

ecFececf BPm ,,     (18) 

Now travel times from ith crusher to jth excavator and 
return journey are calculated using (19), (20). 

ce

ij
ij

V
L

t  (i = 1, 2….M; j = 1,2,3……N),       (19) 

ec

ji
ji

V
L

t    (i = 1, 2….M; j = 1,2,3……N),   (20) 

The generalized equation for fuel consumption per 
trip of dump truck moving between ith crusher and jth 
excavator considering travel time , load and un load 
time , waiting or delay time is written as (21).  

)( ,,,,, waitULloadidlefjiecfijcefijf ttmtmtmM ,    (21) 

For optimization, 0waitt        (22) 
 
2.2.5. Theoretical material handling output  
Theoretical material handling output per hour of 
mine is calculated from cycle time and maximum 
pay load of dump truck. 
 
Cycle time  
Cycle time of dump truck is defined as the time 
required for complete cycle of dump truck movement 
from one excavator to one crusher or waste dumping 
station. Mathematically, the travel time and cycle 
time are given in (23), (24) 

eccetravel ttt        , (23) 

waittravelULloadcycled tttt ,, , (24) 

 
Trip Frequency 
The trip frequency of dump truck directly affect the 
production output of opencast mine. The trip 
frequency should be maximized to achieve minimum 
fuel consumption per ton of ore handling. The trip 
frequency is calculated using (25) 

cycled
ce

t
x

,
 

1
 ,                                          (25) 

Theoretical handling output dump truck 

Now theoretical output per hour of single dump truck 
is calculated using (26) 
  

ceLd xWq ,      (26) 

2.2.6. Specific fuel consumption 
Specific fuel consumption of dump truck on hourly 
basis is calculated using (27) 

d

ceijf
truckdump

q
xMSFC ,

   (27) 
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3. Optimization of specific fuel 
consumption 

The objective is to minimize fuel consumption of 
dump trucks moving between multiple crushers and 
excavators. In solving optimisation problem speed of 
empty and loaded truck are taken as decision 
variables. The optimization problem is formulated to 
calculate minimum specific fuel consumption for 
specific material handling demand and payload as 
(28) to (34) including equation (1) to (27). 
 
Minimize 

i

M

i

ijfij

N

j

M

i
dump

D

MHX
SFC

1

,

11
 truck

 

  (28) 

Subject to 
N

1

)...3,2,1(
j

iLij MiDHWX  ,   (29) 

N

1

, )...3,2,1(
j

icLij MiQWX  ,   (30) 

M

1

, )...3,2,1(
j

jeLij NjQWX ,   (31) 

N

j

djn
1

 =    
M

i

din
1

 ,          (32) 

Where, 

load

ijcycled
dj

t
tn ,,

  

(j = 1,2,3……N) (i = 1,2,3…M) ,     (33) 

ijdjij xnX    (34) 

All variables are positive  

4. Case study of downgrade opencast 
mine 

A case study of downgrade opencast limestone mine 
of M/s Shree cement Ltd, Rajasthan, India is 
considered for optimization and simulation of model.  
4.1. Input Parameters of Model 
Design data and operating parameters of dump 
trucks, crushers and excavators are taken as input 
data of model and shown as Table No.  1- 3[9].  
 

Table 1: Design specification of engine of dump truck  
Parameter                      Specifications 
Type                               Water cooled,  
                                       Turbocharged , 4    stroke   
No. of cylinder            6  
Bore x Stroke        159 x 159 mm 
Cylinder displacement   19 Litres 
Rated power             522 kW @2100 RPM 
Idle speed              750 RPM 
T max                2731 Nm @1500 RPM 
 

Table 2: Rated Physical parameters of dump truck   
Parameters    Designed    Actual 
Net vehicle mass              41t            
Rated Pay load                 45.5t                        52t,65t 
Gross Vehicle mass    86.5t                       93t,106t 
Wheel radius                    0.812m 
Frontal area                   15.408 m2 
 

Table 3: Mine Topography and Resources  
Parameters              Mine operating condition 
Mine topography       Downgrade mine   
Distance between crusher 
 and excavator 
Minimum distance     1km  
 Maximum distance     2 km 
Gradient 1:14  (4°) 
Material          Limestone 
Ore density (Limestone)    1550 kg/m3 
Total no. of dump trucks    21 
Capacity of dump trucks   52t,65t 
Total no. of excavators    5 
Capacity of excavators    1200 ton/h 
Total no. of crushers     2 
Capacity of crushers     1400 ton/h  
 
 
4.2. Solution Procedure and simulation 
Fig.A.1 shows the information flow diagram for 
energy performance model of dump truck. The 
model is solved using excel solver with minimising 
SFC as objective function by changing ceV and ecV . 
The optimum speed is found to be 7.62 m/s (28  
km/h) and 7.04 m/s (25 km/h) for empty and loaded 
dump truck respectively. 
4.2.1. Parametric analysis 
The model capability is investigated for down 
gradient mine by parametric analysis and shown in 
Table 4.Varaitions of SFC with input parameters are 
presented in Fig no.  2-5 .The effect of mine gradient 
and wind speed on SFC is not significant. 
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Table 4: Parametric analysis of input parameters 

4.2.2. Single Dump truck application 
The optimal SFC of dump truck is 81.5 g/ton as 
shown in Fig.2 for a payload of 65t and handling of 
360 ton/h in a distance of 1.5km. The corresponding 
fuel consumption is 29.3 kg/hr. The minimum cycle 
time estimated is 10.8 minute. Increasing the material 
handling rate will result in further increase of SFC as 
shown in Fig.3 and material handling per truck is 
limited up to 400 ton/h. The minimum SFC for 52t 
and 65t payload dump trucks is 93.7 g /ton and 81.5 
g /ton respectively. 

 
Fig. 2.  Variation of diesel consumption and SFC for 65t 

payload 

 

 

Fig. 3.  Variation of SFC with handling due to increase in 
speed  

4.2.3. Multiple dump trucks  
The optimal SFC variations with different material 
handling rate is shown in Fig.4 for single and 
multiple dump trucks. The maximum number of 
trucks allocation per excavator is 3 for a distance of 
1.5km. The variation of SFC with distance shown in 
Fig.5 confirmed that the trend is linear for multiple 
excavator models located at different locations. The 
material handling of 1114 ton/h remains constant as 
an increase in distance decreases trip frequency and   
increases number of truck required to serve at 
loading point. The optimization problem as shown in 
(28) to (34) is solved by linear programming method. 
The solution of optimization problem yields SFC of 
86 g/ton for ore handling of 2600 ton/h and pay load 
of 65t.The locations of excavators from crushers are 
1.45km,1.5km , 1.6 km,1.65km and 1.7km. 
 

 
Fig. 4.  Effect of multiple dump trucks on overall SFC 

 
Fig. 5.  Variation of SFC with distance for 65t  dump truck 

Parameters   Designed   Actual 

Pay load                           65t                  30-65 t 
Material handling            360 t/h                 150-400 t/h  
Distance                          1.5 km                       1.45 -1.7km  
Mine gradient                  4°                             1-15 ° 
Wind speed         0 m/s           0-8 m/s 
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4.3. Experimentation and comparison of 
model result 

Field studies have been conducted for 
experimentation for 1 hour at Nimbeti opencast 
mines of M/s Shree cements Ltd, Rajasthan, India 
and model results are compared with experimental 
results obtained from sample of 10 dump trucks. The 
full load diesel consumption was measured with 
calibrated dip-stick along with the corresponding 
number of trips to calculate the specific fuel 
consumption. There are two different capacities of 
dump trucks operating in the mine with same engine 
of 522 kW. The standard BH50M dump trucks of 
with Cummins engine has been converted to 52t and 
65t capacity dump trucks by extending the body. The 
trend of diesel consumption shows that average 
hourly fuel consumption is 26.35 kg/h for material 
handling of 260 ton/h. The average SFC is 105 g/ton 
whereas minimum SFC using model is calculated to 
be 86 g/ton for pay load of 65t .The fuel saving 
potential estimated is 15 %.  

 
Fig. 6.  Variation of SFC for 52t and 65t dump truck 

model and comparison with experimental data 

 
4.4. Assumptions and limitations  
4.4.1. Assumptions taken in model 
Model is based on steady flow of dump truck which 
moves at constant speed. Initial acceleration and final 
deceleration may change the fuel requirement. 
However as reported by Chang et al. [6] such 
changes are negligible and hence this aspect is 
neglected in this paper. Loading time is presently 
assumed as constant. Model is developed considering 
fixed locations of crushers and excavators. The 
distance between crusher and excavator is taken as 
mean of maximum and minimum distances for 
assessing energy performance of dump trucks based 
on the mine layout.  

4.4.2. Limitations of Model 
Uncertainty of loading time that depends on ore 
hardness, density and digging geometry is not 
considered. Therefore it is difficult to assess the 
exact fuel consumption. Hence model can assess 
average energy performance of dump truck.  
 
5. Results and discussions 
The minimum specific fuel consumption calculated 
for a simple mine transportation system of 2 crushers 
and 3 excavators for Nimbeti opencast mine of Shree 
cement is 86 g/ton. The annual material handling 
demand is 10.4 million ton and the dump truck 
operating hour is 4000h. Experimental results of 52t 
and 65t dump truck operating in an opencast mine 
result in average SFC of 105 g/ton. The optimum 
path and number of trips/h are E1-C2 (18), E2-C1 
(18), E3-C1 (2) and E3-C2 (2). E1, E2, E3 and C1, 
C2, C3 are specified excavators and crushers in the 
mine site respectively. The sensitivity analysis is 
done for the model and given in Table A.1. 

 
6. Conclusion 
An energy performance model for dump trucks in 
opencast mine has been developed. The model is 
used for predicting the minimum fuel consumption of 
mine transport with multiple dump trucks. The model 
is used for recommending speed required for empty 
and loaded truck, optimal allocation of number of 
trucks and optimum trip frequency. The optimal 
speed is 28 km/h for empty dump truck and 25 km/h 
for loaded dump truck.  
The minimum SFC is 86g/ton for present case of 
down gradient mine and the fuel saving potential is 
15%. The model can be extended for evaluating 
minimum SFC for different mine gradient and 
topology. The model can be applied for other end use 
opencast mines like coal, lignite, manganese, iron 
etc. The model can be used to assess energy 
performance of other truck transport system. The 
model is useful to predict the optimum number of 
dump truck required and expected fuel consumption 
of new opencast mine during mine planning. 

 

Nomenclature 
FA  Frontal cross sectional area of dump truck, m2 

FB  Brake specific fuel consumption, gm/kWh 
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dC  Drag coefficient   
rrC  Coefficient of rolling resistance   

D  Annual demand of material   handling/crusher, 
tons 

f   Coefficient of friction between tyre and soil 

g   Acceleration due to gravity, m/s2  

RG  Gear ratio of dump truck 
H   Annual operating hours of dump truck 
L   Distance between crusher and excavator, m 

fm  Mass of fuel consumption during dump truck 
movement, kg/h 

idlefm , Mass of fuel consumption during engine idling 
of dump truck , kg/h 

fM  Mass of fuel consumption in one trip , kg  
n  Number of dump trucks 
P   Power required by dump truck, kW 

dq   Theoretical material output , ton/h 

Q  Maximum Capacity of crusher or excavator 
wR  Wheel radius of dump truck,  m 

SFC   Specific fuel consumption, kg/ton 
LS   Volume of dump truck , m3 

t    Time taken,  h 
ULloadt , Loading and unloading time ,  h 

waitt  Waiting  time ,  h 
loadt  Loading  time  of dump truck, h 

 travelt   Travel time during empty and loaded cycle, h 
cycledt ,   Cycle time of dump truck,  h 

V   Average speed of dump truck, m/s 
EW  Weight of empty dump truck, ton 
LW  Rated Pay load, ton 
GW  Gross vehicle mass, ton 
ew  Angular velocity of engine, rad/s 
mw  Rated angular velocity of engine, rad/s 

x   Trip frequency of dump truck , h-1 
X   Total number of trips per hour,  h-1 
Greek symbols 

air  Density of air, kg/m3 

ore  Density of ore, kg/m3 

  Mine gradient ,  radian  
 

Subscript and superscript 
c,e,m  
    crusher, excavator, maximum  
i,j demand, supply 
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Appendix 
Table A.1: Sensitivity Analysis of Model 

  Input  
parameter 

Base 
value 
(ton) 

% 
change 

Change 
over base 
value(ton) 
(Upper) 
 

Change 
over base 
value(ton) 
(lower) 

SFC 
,base 
(g/ton) 

SFC,change 
over(g/ton) 
 base value 
(upper) 

SFC,change 
over base 
(g/ton) 
value(lower) 

Sensitivity 
Index 
(upper) 

Sensitivity 
Index 
(lower) 

Pay load 65 5% 68.25 61.75 81.5 79.2 84.1 -0.572 -0.630 
Vce 7.62 5% 8.001 7.239 81.5 83.2 80.0 0.410 0.375 
Vec 7.04 5% 7.39 6.68 81.5 82.1 81.2 0.141 0.079 
Mine gradient 4 25% 5 3 81.5 81.3 81.7 -0.011 -0.008 

 
 

Note  : Block numbers in Information flow diagram refers to equations in paragraph 2.2 

Fig A.1. Information flow diagram for energy performance assessment model of dump truck 
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Electric Vehicles Must be Light 

Walter E. Janach 

Lucerne University of Applied Sciences, Horw, Switzerland 

Abstract: Oil depletion and climate change will force individual urban transportation to become more 
energy efficient, especially for high traffic density and including the life cycle of vehicles. Internal 
combustion engines are best suited for normal cars on highways, whereas electric motors and 
batteries are ideal for light vehicles with moderate speed, typical for dense urban traffic. Normal size 
cars with electric motors and batteries do not allow to reduce primary energy input when the entire life 
cycle is taken into account.   

Keywords: Internal combustion engines, Electric motors, Batteries, Electricity generation  

1. Introduction  
The global energy system is confronted with three 
“hard truths”: a rising demand, a declining supply 
and climate change. The total energy used for 
individual transportation by automobiles and 
motorcycles with internal combustion engines (IC-
engines) is large and must be strongly reduced in 
the future. The main pathways are a reduction of 
vehicle weight and engine power, hybridisation 
and fully electric drive (E-motors). While the 
electricity at present comes from the grid, fuel 
cells with hydrogen could provide it sometimes in 
the future. 
In densely populated cities of developing countries 
road and parking space represent an additional 
limit. Here cars are more a problem than a 
solution. The result is a dramatic slow-down of 
traffic, causing an enormous waste of energy. The 
challenge is to find and introduce new vehicle 
concepts optimized for individual urban 
transportation that require much less energy under 
these conditions and also less road space. This 
must include all energies over the entire life cycle 
of the vehicles, which means their fabrication, the 
supply chain for propulsion energy and vehicle 
disposal. The environmental advantage of electric 
vehicles using electricity from the grid is reduced 
with such a life cycle approach.  
There is no simple and clear answer to which drive 
system requires the lowest life cycle energy 
because this depends strongly on the power 
required by the vehicle, which in turn depends on 
its weight and maximum speed. The problem is 
that in urban traffic the speed is so low that cars 

are used far below their optimum operating 
conditions. 
 
2. Electric (E) motor versus internal   
    combustion (IC) engine   
Apart from different characteristics, the energy 
efficiency of alternative vehicle propulsion 
concepts is the main criterion for their future use 
in road vehicles. A great difference lies in part 
load operation. Electric motors (E-motors) reduce 
their torque and thereby power by means of 
lowering the current, whereby electric losses are 
also reduced. In contrast, the losses of internal 
combustion engines (IC-engines) do not decrease 
much at part load (friction and heat loss to cylinder 
walls); or they can even increase (throttling 
losses). As a consequence, the efficiency of IC-
engines decreases progressively at part load. This 
causes unnecessary high fuel consumption in 
urban traffic and is the main reason for the 
introduction of hybrid vehicles. 
It is not reasonable to compare the efficiencies of 
E-motor and IC-engine directly with each other 
because electricity and fuel are different forms of  
input energy. When electricity is generated from 
chemical fuel, large losses occur in the power 
plant, which reduces the overall efficiency of 
electric propulsion.   
 
3. Limits from size effects 
Physical limits are present both in nature and in 
technology. We know for example that trees 
cannot become taller than about 50 m and that ants 
can walk on a ceiling. Gas turbines, the primary 
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mover for air transportation, cannot be downsized 
to a power level of only a few kilowatts.  
Frictional and heat losses of IC-engines are 
proportional to cylinder surface while the power is 
proportional to cylinder volume. As a consequence 
these losses vary with the square of linear 
dimension whereas the power with the cube. When 
IC-engines are downsized to reduce power for 
lighter and slower vehicles, the losses do not 
decrease as much as the engine power, resulting in 
a size dependent decrease of efficiency. For non-
turbocharged IC-engines, a cylinder volume of 
about 0.3 litres is the lower limit to avoid this 
effect. This is the main reason why small engines 
have 3 cylinders or only two like the Tata Nano. 
Turbocharging a small engine increases both the 
power and the efficiency but does not eliminate 
the above size effect. This becomes more and 
more severe in the power range below about 10 
kW per cylinder.  
E-motors with permanent magnets need no 
electricity for generating the magnetic field. They 
are ideal for power levels of a few kilowatts [1]. 
Here the efficiency of asynchronous motors 
decreases as they become smaller, especially at 
part load [1]. At higher power levels, 
asynchronous motors have also high efficiency, 
whereas the cost of the large permanent magnets 
becomes too high.  
These size effects explain why IC-engines are best 
suited for conventional automobiles while electric 
motors with permanent magnets are ideal for 
vehicles with much lower power requirement. This 
is demonstrated by the 120 million electric two- 
wheel vehicles on Chinas roads.  
 
4. Batteries 
Batteries are expensive, need much energy for 
their fabrication and have a size effect also. One 
cannot compare a battery to a fuel tank because the 
electric energy is stored in electrochemical form 
on the surface of electrodes, separated by an 
electrolyte. The fabrication of batteries is a 
delicate process requiring high quality. The reason 
is that in order to attain high energy density, the 
electrodes and electrolyte layer must be as thin as 
possible. At the same time the current density must 
be distributed regularly over the electrode surface, 
which requires a precise thickness of the 
electrolyte layer. These two requirements are 

conflicting and explain partly the high cost of 
batteries. 
The energy needed for fabrication of batteries is 
known to be high. For lead acid batteries it is of 
the same order of magnitude as the total electric 
energy stored over the entire life of the battery. A 
new US National Science study [2] on the life 
cycle of energy systems finds that the energy used 
for manufacturing and disposal of gasoline electric 
hybrid vehicles is 45 % higher than for normal 
cars. When included, this reduces the 40 % energy 
saved on the road by a Toyota Prius, relative to a 
normal car, to 25 % saved over the entire life cycle 
(150’000 km distance). The study gives no figures 
for battery electric cars, which means that 
fabrication energy of modern batteries is not 
available, an indication that it could also be high.  
High capacity batteries have also a size effect, 
resulting in a size dependent quality challenge. For 
high energy density, the electrode foils and the 
electrolyte layer between them must be as thin as 
possible. When the electrode surface of a battery 
cell is enlarged to increase its capacity, the 
thickness of electrodes and electrolyte must 
remain constant to keep the ratio of energy per 
volume constant. This means that larger electrodes 
must remain as thin as in small cells, which is a 
challenge for fabrication and quality assurance. 
And a precise thickness of the thin electrolyte 
layer is important in order to avoid hot spots 
during operation, caused by irregularities of 
internal resistance over the surface.  
In small cells hot spots remain small and thermal 
smoothing is fast. In large cells, hot spots can 
become persistent and must be avoided by even 
higher quality of electrolyte layer thickness. For 
large batteries in kWh, one needs also higher 
voltage and therefore a larger number of cells in 
series. This poses another quality problem because 
the internal resistance of individual cells is not 
exactly equal, so that electronic battery 
management is needed to protect each one of them 
from too high voltage when its resistance is higher 
than the average. This quality challenge increases 
with the number of cells in series. Therefore the 
batteries for road vehicles, which consist of many 
large cells, cannot be compared with the small 
high density one cell batteries of mobile phones. In 
conclusion, the fabrication of high density 
batteries for electric vehicles becomes more 
difficult as their capacity in kWh increases.  
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5. Electricity generation 
The critical issue with electric vehicles is not the 
motor but the storage of electricity in batteries and 
the energy supply chain with generation in power 
plants or in alternative ways. Most of the 
electricity generated worldwide comes from fossil 
energy, in the United States and China about 70 % 
from coal. Because these thermal power plants are 
costly and have a life of many decades, the fossil 
source for electricity can only decrease gradually 
in the future. The efficiency of thermal power 
plants is about 40 % with coal, 60 % with natural 
gas and 30 % with nuclear power. Hydropower 
generation has high efficiency and no greenhouse 
gas emissions but the potential for future 
expansion is limited in industrialized countries. 
The main alternative sources for electricity are 
wind, solar and biomass. Common for all three is 
the higher cost. Biomass energy has limited 
potential, competes with agriculture and can 
increase deforestation.  
In conclusion, electricity generation will bias the 
environmental friendliness of electric vehicles 
when their market grows beyond the present niche.        
 
6. The Unique City Vehicle UCV 
Constraints from oil depletion and global warming 
require that the energy efficiency of individual 
transportation must become much higher, and this  
including the influence of slow urban traffic and  
 

 
Fig.1 Unique City Vehicle UCV with weight of 

two electric bicycles. 

 
Fig.2 Unique structure of UCV, with sandwich 

plate for rolling platform and foam cabin in 
form of a large safety helmet.  

 
the life cycle of vehicles. Ideally such vehicles 
should be as compact, as light and as safe as 
possible, but most important not faster than 
necessary. The electric bicycle with a motor power 
of 0.25 kW is at the low end of the range, while 
the automobile with about 15 kW per seat is at the 
high end. Busses lie between with about 5 kW per 
seat. For comparison airliners reach 100 kW per 
seat. The physical reason for this large spread of 
specific power is the large difference of speeds. In 
dense urban traffic the average speed is typically 
about 25 km/h or even lower during rush hour. As 
a result, the energy used by cars in cities is much 
higher than necessary under such conditions, 
which represents not only a waste of energy but 
also of materials for fabrication of the vehicles that 
are too large and much too heavy.  
The Unique City Vehicle UCV [3] shown in Fig.1 
is an example of a very compact, light and at the 
same time safe electric vehicle with 4 wheels and 
two seats and represents a benchmark. It needs no 
more road space than two bicycles and weighs less 
than 50 % of the two persons on board.  
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Specifically designed for urban traffic in densely 
populated cities, the UCV has a closed cabin, is 
1.7 m long and 1.2 m wide and will weigh 65 kg 
 

 
Fig.3 For access, the helmet type cabin is lifted up 

and swings back.  
 
with batteries in the final road version. The 
innovation consists of a light and strong sandwich 
plate with a foam core, to which the 4 wheels and 
two seats are attached (Figs. 2 and 3). The cabin is 
made of elastic foam with exterior fabric  
 

 
Fig.4 Riveted lightweight structure for attaching 

front wheel to platform, with thin aluminium 
sheet for adhesive bonding to thick 
sandwich plate.  

reinforcing and has the shape of a large safety 
helmet. Instead of doors, the entire cabin is lifted 
up from the platform and swings back (Fig. 3). 
The foam cabin can be mass-produced at low cost 
and provides more safety than an electric bicycle, 
also in a collision with pedestrians. 
Steering is with a mechanical “joystick”, provided 
with a sliding sleeve for controlling the motor 
power and a lever for braking. Using the hand for 
braking is faster than the foot, which also increases 
safety. The brushless DC motor with permanent 
magnets provides 1.25 kW of mechanical power at 
4000 rpm. On a flat road with only one person on 
board, only 0.35 kW of electricity is needed from 
the battery. The electricity used by the motor over 
100 km is 1.6 kWh. When the efficiency of the 
thermal power plant and the energy used for 
fabrication of the battery are included, this 
corresponds in total to 0.6 litres of gasoline per 
100 km [3].     
 
7. Summary and conclusions 
Electric (E) motors cannot directly replace internal 
combustion (IC) engines in automobiles because 
their energy systems are radically different. IC-
engines provide high power and use liquid fuel 
with a high energy density. They have been the 
primary mover of automobiles during one century. 
E-motors are clean and have an unsurpassed high 
efficiency, especially at part load, which is 
important in dense and slow urban traffic. But the 
electricity for E-motors must be stored in 
expensive on board batteries with much lower 
energy density and therefore capacity.  
Physical size effects let thermal and frictional 
losses increase when IC-engines become too 
small, reducing their efficiency. But light vehicles 
with reduced speed in urban traffic need much less 
power. On the other hand the two main drawbacks 
of batteries, their low energy density and high 
cost, become less critical for the smaller batteries 
used in light vehicles.  
The electricity supply chain is affected by high 
losses in thermal power plants, which provide 
most of the electricity worldwide today and in 
coming decades. Thermal power plants have 
efficiencies between 30 and 60 %. Generation with 
hydro and wind power has high efficiency, but 
hydropower has limited grows potential and wind 
power is expensive.  
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In addition the energy for the fabrication of 
batteries can be of the same order of magnitude as 
the total electricity stored during their entire life. 
The result is, taking all this into account, that when 
the IC-engine of a normal automobile is replaced 
by an E-motor with the same power, only the 
vehicle efficiency is better. But when the 
electricity supply chain is included, the electric 
automobile needs more energy in total than with 
an IC-engine [2]. 
From a life cycle energy point of view, electric 
vehicles can only be better in the low power range, 
where size effects lead to an efficiency decrease of 
IC-engines. Since the power needed by a vehicle is 
strongly dependent on its weight and maximum 
speed, electric propulsion is best suited for light 
vehicles in densely populated cities over short 
distances. This allows also frequent recharging, 
which helps to keep battery size small. 
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Preliminary design of a torque converter for a GT-sport car 

Marco De Petrisa, Francesco Totia, Christian Kupperb 

Abstract:

Keywords:  Torque converter, hydraulic turbomachinery. 

1. Introduction 
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2. Design method setting 

 

 

 

 

 

 

 

 

 

 

2.1. Choice of the pump, turbine and stator 
impellers type 

2.2. Design method description 
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2.3. Blade shaping 
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3. Preliminary design results 
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4. CAD renderings 
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5.Conclusions 
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Modi!ed RTO (10)

Steady-State Model (2-6)

SOFC

k→ k −1

+

−

p
el

S

u
k

p
el , p
(u

k
)

U
cell , p

(u
k
)

p
el
(u

k
,θ)

U
cell
(u

k
,θ)

ε
k

p el ε
k

U cell

ε
k −1

p el

ε
k −1

Ucell

K

+

+

1 − K

!"#$%& '( )*+,-%."+-/.0.1-.-"*+ 234 ,56&7&8

$10.-&0 ., 9*::*;,(

ε!"#$ = <= − %!"#>ε
!"#
$−=+

%!"# ?!"#,!,$ − !"#<!$,θ>@
ε&'"##
$ = <= − %&'"##>ε

&'"##
$−= +

%&'"##?&'"##,!,$ − &'"##<!$,θ>@,

<==>

;"-6 -6& ,$A,5%"1- $ "+0"5.-"+# -6& "-&%.-"*+ +$7A&%
.+0 -6& ,$A,5%"1- ! $,&0 -* 0&+*-& . 1:.+- B.:$&8
C- -6& *1-"7$7 <9*% $ → ∞>D -6& 7*0"!&%, ;"::
6.B& 5*+B&%#&0 .+0 ;":: ,"71:E A& -6& 0"ff&%&+5& <*%

A".,
F
> A&-;&&+ -6& .5-$.: .+0 &,-"7.-&0 B.:$&,(

ε!"#∞ = !"#,!<!∞> − !"#<!∞,θ>
ε&'"##∞ = &'"##,!<!∞> − &'"##<!∞,θ>

<=F>

G"-6 -6& .00"-"*+ *9 -6& 7*0"!&%,D -6& ,*:$-"*+
#"B&+ AE -6& *1-"7"H.-"*+ ", #$.%.+-&&0D $1*+ 5*+/

B&%#&+5&D -* ,.-",9E -6& 5*+,-%."+-, *9 -6& 1:.+-8 36&

#&+&%.: .:#*%"-67 1%*5&&0, ., 9*::*;,(

=8 I&- $ = = .+0 56**,& "+"-".: B.:$&, 9*% -6& 7*0"/
!&%, ε!"#

J
.+0 ε&'"##

J
8

F8 I*:B& -6& 7*0"!&0 *1-"7"H.-"*+ 1%*A:&7 <=J> -*
*A-."+ +&; "+1$- B.:$&, !$8

K8 C11:E -6&,& "+1$- B.:$&, .+0 :&- -6& ,E,-&7 5*+/

B&%#& -* . +&; ,-&.0E ,-.-&8

'8 L10.-& -6& 7*0"!&%, .55*%0"+# -* <==>8 M9

‖!$ − !$−=‖ ≤ δ <;6&%& δ ", . $,&%/,1&5"!&0 5%"-&/
%"*+>D .,,$7& 5*+B&%#&+5&8 M9 +*-D ,&- $ (= $ + =
.+0 %&-$%+ -* I-&1 F8

36& .:#*%"-67 ", 1%&,&+-&0 ,56&7.-"5.::E "+ !"#8 '8

F
3* 5:.%"9ED -6& 5*71:&-& 0"ff&%&+5&, A&-;&&+ -6& 7*0&: .+0

1:.+- B.:$&, .%& %&9&%%&0 -* ., NA".,OD ;6":& -6& 1.%-".:D !:-&%&0
0"ff&%&+5&, $,&0 "+ -6& *1-"7"H.-"*+ .%& 5.::&0 N7*0"!&%,O8

!"#" $%%&'()*'+, *+ *-. /.)& 0*)(1

3* -&,- -6& &ff&5-"B&+&,, *9 -6& 7&-6*0*:*#E 1%&/

,&+-&0 .A*B&D . 1%&,&- 1*;&% 0&7.+0 1%*!:&D

!("#<)> =




J.KJ G

57F
) ≤ PJ7"+

J.KQ G

57F
PJ7"+ < ) ≤ =QJ7"+

J.KJ G

57F
) > =QJ7"+

<=K>

;., -.R&+ -* 0&7*+,-%.-& 6*; -6& 56.+#& "+ .5-"B&

5*+,-%."+-, <9%*7 ν -* &'"##> 7.E *55$%8 S*-& -6.-

-6& 1*;&% 0&7.+0 1%*!:& *9 TU8 =K .5-, ., . 0",/
-$%A.+5& .- -6& 234 :.E&%( "+ *-6&% ;*%0,D "- ",

+*- R+*;+ * !+,-+, ;6&+ .+0 6*; -6& 1*;&% 0&/

7.+0 7.E 56.+#&8 C+ 234 "-&%.-"*+ 9%&U$&+5E *9

KJ 7"+$-&, ;., $,&0D ., -6", ;., #&+&%.::E -6& -"7&

"- -**R 9*% -6& .5-$.: ,E,-&7 -* %&.56 ,-&.0E ,-.-&8

36& "+"-".: <,$A/*1-"7.:> ,-&.0E/,-.-& "+1$-, ;&%& V

7:/<7"+ · 57F>D =F8WW 7:/<7"+ · 57F>D .+0 FJ C 9*%
-6& 9$&: "$XD *XE#&+ "$XD .+0 5$%%&+-D %&,1&5-"B&:E8

2" /.34&*3 ),5 6'3(433'+,
2"7" 8%*'9)& :+;.< =<)(1',> ;'*- 6'??.<@

.,* A'&*.<3

36& ,5&+.%"* 0&,5%"A&0 "+ I$A,&5-"*+ K8F8 ;., -&,-&0

"+ -6& I4!) ,E,-&7 9*% 0"ff&%&+- B.:$&, *9 -6& !:-&%
5*+,-.+-, "8 !*% -6", ,&- *9 ,5&+.%"*,D %&'"## ;.,

,&- &U$.: -* %!"# D .+0 -6& -;* ;&%& B.%"&0 -*#&-6&%8

36%&& 0"ff&%&+- !:-&% B.:$&, *9 J8'D J8WD .+0 =8J <-6&
:.--&% 5*%%&,1*+0"+# -* 9$:: .0.1-.-"*+> ;&%& "+B&,/

-"#.-&08 )*71:&-& %&,$:-,D "+5:$0"+# -6& "+1$- .+0

&ffi5"&+5E #%.16,D .%& 1%&,&+-&0 "+ !"#8 V 9*% . !:/
-&% B.:$& *9 J8'8 36& ,$A,&U$&+- ,&-, <!"#8 Y/W> .%&

#"B&+ "+ -6&"% 5$- B&%,"*+,D .+0 9*5$, *+:E *+ -6&

1*;&% -%.5R"+# .+0 5*+,-%."+-, <-6& "+1$-, .+0 &ffi/

5"&+5"&, "+ -6&,& :.--&% 5.,&, 9*::*; -%&+0, -6.- .%&

B&%E ,"7":.% -* -6*,& "+ -6& 9*%7&%>8

M- 5.+ A& *A,&%B&0 -6.- -6& *1-"7"H&% "77&0".-&:E

,&&R, -* 7.X"7"H& -6& ."% %.-"* 9*% .:: 5.,&,8 36",

", A&5.$,&D ;"-6*$- .+E 1.%.,"-"5 :*,,&, -* -6& ."%

A:*;&% "+ -6& *AZ&5-"B& 9$+5-"*+D -6&%& ", +* %&.,*+

9*% -6& *1-"7"H&% -* R&&1 "- .- :*; :&B&:,8 36& 9$&:

$-":"H.-"*+ .:,* ,&&7, &X-%&7&:E ,&+,"-"B& -* ,7.::

0",-$%A.+5&, "+ -6& 6E0%*#&+ "$XD ;6"56 :&.0, -*
*55.,"*+.: "$5-$.-"*+, .+0 B"*:.-"*+, "+ -6", 5*+/
,-%."+-8 !"+.::ED -6&%& ", . N0"1O "+ -6& 9$&: $-":"H.-"*+

0$%"+# 1*;&% 56.+#&,D ;6"56 ", 0$& -* -6& 9.5- -6.-

-6& ,E,-&7 7$,- R&&1 -6& ."% %.-"* A&:*; "-, $11&%

:"7"- 0$%"+# -6& -%.+,"&+- .+0D 9*% -6", %&.,*+D 0*&,

+*- 0&5%&.,& -6& 6E0%*#&+ "$X U$"5R:E &+*$#6 -*

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-145



0 30 60 90 120 150 180 210 240 270
0.25

0.3

0.35

0.4

0.45

Time (min)

p
e
l(W

/c
m

2
)

0 30 60 90 120 150 180 210 240 270
15

20

25

30

Time (min)

I 
(A

)

0 30 60 90 120 150 180 210 240 270

0.6

0.7

0.8

Time (min)

ν

0 30 60 90 120 150 180 210 240 270
0.7

0.75

0.8

0.85

Time (min)

U
ce

ll (
V

)

0 30 60 90 120 150 180 210 240 270
35

40

45

50

55

Time (min)

η

0 30 60 90 120 150 180 210 240 270
0

10

20

30

Time (min)

F
lu

xe
s 

  
 (

m
l/m

in
/c

m
2
)

 

 
H

2
O

2

!"#$%& '( )*+ ,&%-.%/012& 3"45 !"#$ = !%&#$$ = 6.78

/0425 0 9&2%&0:& "1 2$%%&148 ;504 %&:$<4: ": 0 4&/=
,.%0%"<> <.3 -$&< $4"<"?04".18

+45&%3":&@ 0: &A,&24&9@ 45& !<4&% 2.1:4014: 0ff&24 45&
:,&&9 .- 2.1B&%#&12& 4. 45& .,4"/$/8 ;"45 0 <.3
!<4&%@ 0: "1 !"#8 '@ 2.1B&%#&12& ": B&%> :<.3 019
90/,&98 !.% 45& /&9"$/=:"?&9 !<4&% "1 !"#8 C@ "4
": D$"2E&% F$4 :4"<< 90/,&98 !.% 45& -$<< 090,404".1
20:& "1 !"#8 G@ 2.1B&%#&12& ": -0:4 F$4 .:2"<<04.%>8

+- 099"4".10< "14&%&:4 ": 45& 30> 45& 0<#.%"45/ 501=
9<&: 45& 2.1:4%0"14:8 !.% -$&< $4"<"?04".1@ 45&%& 0%&
,%024"20<<> 1. "::$&: H&A2&,4 -.% 45& 1.":> ,&%-.%=
/012& .- 45& IJ -$&< "$A 2.14%.<<&%K@ 0: 45&%& ":
1. $12&%40"14>8 L.%& "14&%&:4"1# ": 45& &<&24%"2 ,.=
4&14"0<@ 35.:& 2.1:4%0"14 ": "1"4"0<<> B".<04&9 35&1
45& 0<#.%"45/ 4%"&: 4. $:& 45& /.9"!&%: .F40"1&9 -.%
0 <.3 ,.3&% 9&/019 4. 2./,$4& 45& .,4"/$/ -.%
0 5"#5&% .1&8 ;"45 :4&09>=:404& )*+ 0<.1&@ 45&%&
:&&/: 4. F& 1. /&01: 4. :.<B& 45": ,%.F<&/@ 0: 45&
2.1B&%#&9 /.9"!&%: -%./ 45& !%:4 ,.3&% 9&/019 0<=
30>: <&09 4. 45": :.%4 .- B".<04".1 "1 45& :&2.198

!"#" $%&'()* +'*&,- .,/'01

*. "/,%.B& ,.3&% 4%02E"1# 019 2.1:4%0"14 :04":-02=
4".1@ "4 ": ,.::"F<& 4. 0::"#1 9"ff&%&14 B0<$&: 4. 45&
/.9"!&%:8 !%./ 45& F"0: B0<$&: "1 *0F<& M H40E&1
-%./ 45& &A,&%"/&14 9&,"24&9 "1 !"#8 GK@ "4 ": 2<&0%
4504 45& F"0: -.% 45& &<&24%"2 ,.4&14"0< 2.1:4%0"14
2501#&: <"44<& 9$%"1# .,&%04".1 04 45& #"B&1 2.19"=
4".1:8 *5&%&-.%&@ "4 ": .- "14&%&:4 4. #&4 4. 45": B0<$&
0: D$"2E<> 0: ,.::"F<& :. 0: 4. .F40"1 019 /0"140"1
01 022$%04& ,%&9"24".18 +1& 30> ": 4. $:& 45& 5"#5=
&:4 ,.::"F<& B0<$& H"8&8 MK -.% !%&#$$ H"4 ": %&09"<> :&&1
4504 $:"1# <.3&% B0<$&:@ 0: "1 !"#8 '@ .1<> <&09: 4.
#%&04&% B".<04".1: 019 :<.3&% 2.1B&%#&12&K8

!.% 45& ,.3&% 9&/019@ "4 ": /.%& 9"ffi2$<4 4. &:4"=
/04& 01 .,4"/0< !<4&% B0<$&8 N B0<$& .- 68G %&:$<4:
"1 0 :&2.19="4&%04".1 :4&, 4504 ": 4.. :/0<<@ 35"<& 0
B0<$& .- M86 <&09: 4. 0 :4&, 4504 ": 4.. F"# H2./,0%&

45& "1:4012&: 04 ' = MO6, OM6 F&43&&1 !"#8 C 019
GK8 N::$/"1# 4504 45& .,4"/0< B0<$& <"&: :./&35&%&
"1 F&43&&1@ .1& /0> 25..:& !"#$ = 6.P'8 J/,<&=
/&14"1# 45": B0<$& 9.&: "19&&9 %&:$<4 "1 /$25 F&44&%
,.3&% 4%02E"1#@ 0: :5.31 "1 !"#8 P8 *5& ,.4&14"0<
2.1:4%0"14 ": B".<04&9@ F$4 %&4$%1: F02E 4. "4: F.$19
D$"2E<> 9$& 4. 45& <0%#& !<4&% B0<$&8

0 30 60 90 120 150 180 210 240 270
0.25

0.3

0.35

0.4

0.45

Time (min)

π
e

l(W
/c

m
2
)

0 30 60 90 120 150 180 210 240 270

0.6

0.7

0.8

Time (min)

ν

0 30 60 90 120 150 180 210 240 270
0.7

0.75

0.8

Time (min)

U
ce

ll (
V

)

!"#$%& C( )*+ ,&%-.%/012& 3"45 !"#$ = !%&#$$ =

6.G8

!"2" +)/& 34$

N<45.$#5 Q+!R: 3"45 45& 20,0F"<"4> 4. 4%02E 2.1=
:4014 ,.3&% 9&/019 ,%.!<&: /0> F& .- $:& "19$:=
4%"0<<>@ /01> 0,,<"204".1: "1B.<B& ,.3&% 9&/019
2501#&: 4504 .22$% /$25 /.%& -%&D$&14<> 4501 .1
45& :20<& ,%.,.:&9 "1 45& ,%&2&9"1# &A,&%"/&14:8
!.% 45": %&0:.1@ 45& $:& .- S-0:4T )*+ 30: "1B&:4"=
#04&98 J1:4&09 .- 30"4"1# -.% 45& :>:4&/ 4. %&025 4%$&
:4&09> :404& 3"45 2.1:4014 4&/,&%04$%& H∼U6 /"1K
F&-.%& "/,<&/&14"1# 45& )*+@ "4 30: 0::$/&9 4504

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-146 www.ecos2010.ch



!"#$% &' ("$)%* +, -.% #/"*/0+1/!%2* ,+2 -.% %34%2/0%5- /5 6/78 98

! :0/5; < =< >< ?< &@< &A< &B< @&< @C< @9<

ε"#$ :D/E0@; &&8? &?8? &98B &B8@ @>89 @C8B @C89 &98= &B8A &B8=

ε%&#$$ :(; <8&<& <8&>C <8&>= <8&>@ <8&>> <8&>= <8&>& <8&>& <8&>= <8&>A

0 30 60 90 120 150 180 210 240 270
0.25

0.3

0.35

0.4

0.45

Time (min)

p
e

l(W
/c

m
2
)

0 30 60 90 120 150 180 210 240 270

0.6

0.7

0.8

Time (min)

ν

0 30 60 90 120 150 180 210 240 270
0.7

0.75

0.8

Time (min)

U
ce

ll (
V

)

6/7)2% 9' F!G 4%2,+20"5E% H/-. '"#$ = '%&#$$ =

&.<8

0 30 60 90 120 150 180 210 240 270
0.25

0.3

0.35

0.4

0.45

Time (min)

p
e
l(W

/c
m

2
)

0 30 60 90 120 150 180 210 240 270

0.6

0.7

0.8

Time (min)

ν

0 30 60 90 120 150 180 210 240 270
0.7

0.75

0.8

Time (min)

U
ce

ll (
V

)

6/7)2% B' F!G 4%2,+20"5E% H/-. '"#$ = <.BA "51
'%&#$$ = &.<8

-.% 0"I+2/-J +, -.% +)-4)- 2%*4+5*% ."1 "$2%"1J +EK

E)22%1 "- -.% %$%E-2+E.%0/E"$ *E"$% :< & *%E;8 D/-.
-./* "**)04-/+5L -.% -%04%2"-)2% 1J5"0/E* H%2% /7K

5+2%1 "51 -2%"-%1 $/M% " *$+HK*E"$% 4"2"0%-2/E 12/,-L

"51 -.% F!G ,2%N)%5EJ H"* /5E2%"*%1 -+ "5 "E-/+5

%O%2J &< *%E+51*8 !.% +4-/0"$ !$-%2 E+5*-"5-* ,+)51
/5 -.% 42%O/+)* *%E-/+5 H%2% 2%-"/5%18 P 4+H%2K

1%0"51 42+!$% *4"55/57 +5% .+)2 +, +4%2"-/+5 H"*
7%5%2"-%1L H/-. " 5%H 2"51+0 4+H%2 1%0"51 #%K

-H%%5 <8=< "51 <8=B D/E0@ #%/57 7/O%5 %O%2J A

0/5)-%*8 !+H"21* -.% %51 +, -.% %34%2/0%5-L " &A

0/5)-% *-2%-E. H"* )*%1 -+ 0"5)"$$J -%*- -.% "#/$/-J

+, -./* "$7+2/-.0 -+ 0%%- -.% 0"3/0)0 4+H%2 H/-.K

+)- O/+$"-/57 -.% E+5*-2"/5-8 P E+5O%27%1 4$"5- "-

"(#$ = <.=< D/E0
@ H"* )*%1 "* " *-"2-/57 4+/5-8 !.%

2%*)$-* "2% 42%*%5-%1 /5 6/78 ?8

!.% +)-E+0% /* O%2J 42+0/*/578 GH/57 -+ -.% ,"E-

-."- -.%2% /* " O%2J $"27% 1/ff%2%5E% #%-H%%5 -.% -H+

-/0% *E"$%*L -.% +4-/0/Q%2 1+%* 5+- *)ff%2 ,2+0 -.%

$"EM +, -2)% *-%"1JK*-"-% #/"*L "51 /* "#$% -+ "$*+ "E-

"* " O%2J %ff%E-/O% &)*!+)$$#+ K N)/EM$J -2"EM/57 -.%
"442+42/"-% 4+H%2 1%0"51 H/-.+)- 5%%1/57 "5J %3K

-%5*/O% -)5/578 (/" /-* 2+$% "* "5 +4-/0/Q%2L /- 0"/5K

-"/5* -.% %ffiE/%5EJ "- 5%"2K+4-/0"$ $%O%$* -.2+)7.K

+)- -.% E+)2*% +, +4%2"-/+58 6/5"$$JL )5$/M% /5 -.%

42%O/+)* E"*%* H.%2% -.% *$+H )41"-%* "$$+H%1 O/+K

$"-/+5*L -.% 4+-%5-/"$ E+5*-2"/5- /* "442+"E.%1 "51

0%-L 2"-.%2 -."5 O/+$"-%1L H/-. -./* 0%-.+18 G5%

1+%* 5+-/E%L .+H%O%2L -."- 5%H 4+H%2 1%0"51* E"5K

5+- #% 0%- /, -.% E."57% /5 -.% 1%0"51 /* -++ $"27%

:-.% $"*- /-%2"-/+5 /5 6/78 ?;L #)- -./* /* " $/0/-"-/+5

+, -.% 4.J*/E"$ *J*-%0L 2"-.%2 -."5 +, -.% "$7+2/-.08

!" #$%&'()*$%)
P5 F!G H/-. E+5*-2"/5- "1"4-"-/+5 H"* /5O%*-/7"-%1

,+2 "5 %34%2/0%5-"$ RG6S *-"EM8 T- H"* *.+H5 -."-L

1%*4/-% )5E%2-"/5-J "51 4$"5-K0+1%$ 0/*0"-E.L -.%

"1"4-/O% +4-/0/Q"-/+5 "$7+2/-.0 H"* "#$% -+ *)EK

E%**,)$$J 12/O% -.% *J*-%0 -+ /-* -2)% +4-/0)0L E+5K

O%27/57 -+ -.% *4%E/!%1 4+H%2 1%0"51 "51 -+ -.%
42+4%2 "E-/O% E+5*-2"/5-8 D/-. "11/-/+5"$ *-)1/%*L /-

H"* *.+H5 -."- -)5/57 -.% !$-%2 O"$)%* E+)$1 2%*)$-
/5 %O%5 #%--%2 4%2,+20"5E% "51 ,"*-%2 E+5O%27%5E%8

P ./7.K,2%N)%5EJ F!G H"* "$*+ "--%04-%1L "51 /-

H"* 1%0+5*-2"-%1 -."- /75+2/57 -.% -2"5*/%5- %ff%E-*

+, -.% -%04%2"-)2% 1/1 5+- ."20 -.% 4%2,+20"5E% +,

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-147



0 5 10 15 20 25 30 35 40 45 50 55 60
0.3

0.35

0.4

Time (min)

p
e
l(W

/c
m

2
)

0 5 10 15 20 25 30 35 40 45 50 55 60
15

20

25

30

Time (min)

I 
(A

)

0 5 10 15 20 25 30 35 40 45 50 55 60
0.65

0.7

0.75

0.8

Time (min)

ν

0 5 10 15 20 25 30 35 40 45 50 55 60
0.7

0.75

0.8

0.85

Time (min)

U
ce

ll (
V

)

0 5 10 15 20 25 30 35 40 45 50 55 60
0

10

20

30

Time (min)

F
lu

xe
s 

  
 (

m
l/m

in
/c

m
2
)

 

 
H

2
O

2

0 5 10 15 20 25 30 35 40 45 50 55 60
40

45

50

Time (min)

η

!"#$%& '( )&%*+%,-./& +* 01& *-20 3456

01& -7#+%"01,6 82 - %&2$709 01& 345 -/0&: -2 ;+01 -.
+<0","=&% -.: - /+.0%+77&% ". 01"2 /-2&6
41+$#1 .+0 -::%&22&: ". 01"2 <-<&%9 01"2 ,&/1->
."2, 20"77 1-2 +<&. "22$&2 01-0 ,$20 ;& 7++?&: -06
8 ,+%& %"#+%+$2 01&+%&0"/-7 0%&-0,&.0 +* 01& !70&%
0$.".# "2 20"77 .&&:&:6 41& &ffi/-/@ +* 01& <%+<+2&:
,&01+: *+% ,+%& /+,<7"/-0&: A5!B <%+;7&,29 2$/1
-2 01+2& ".C+7C".# 20&-, %&*+%,&%29 /+20 /%"0&%"-
D"01 <-%-2"0"/ 7+22&29 +% 1&-0 :&,-.:>*+77+D".# D"01
/+>#&.&%-0"+.9 "2 @&0 0+ ;& 20$:"&:6

!"#"$"%&"'
EFG 86 8%/&9 86H6 :&7 3&-79 B6 I+%:+.29 -.: J636

3-,K"%&=6 3&-7>0",& ",<7&,&.0-0"+. +* - /+.>
20%-".&: L)B *+% &ffi/"&.0 -"%#+D /+.0%+7 ". - )ML
*$&7 /&776 !""#$%#& '() $*+,-".%-(/ -/0 1222 3)./45
(/ 1/&*4%)-., 2,#"%)(/-"49 NO9 PQFQ6

EPG R686 I$.".9 R6 !%-./S+"29 -.: J6 I+.C".6 4D+>
7-@&%&: %&-7>0",& +<0","=-0"+. +* - 2+7": +T":& *$&7
/&77 20-/?6 U. 6789:;< =#*>#/ ?.""#$%#&@9 PQFQ6

EVG I6 B1-/1$-09 86 L-%/1&00"9 -.: J6 I+.C".6 )%+/&22
+<0","=-0"+. C"- /+.20%-".02 -:-<0-0"+.6 A5 :)("#44
8(/%)59 FW(PXXYPNO9 PQQW6

EXG A6 J"&01&7,9 H6 Z-. [&%7&9 \6 ]$"77&,".9
86 ^-?-_+9 ^6 8$0"22"&%9 -.: L6 L+7".&77"6 U,>
<-/0 +* ,-0&%"-72 -.: :&2"#. +. 2+7": +T":& *$&7 /&77
20-/? +<&%-0"+.6 A5 B*#, 8#,, ;"-5 ./& 3#"C59 N`Va(Y9
PQQW6

ENG 36 R-@.+%9 !6 L$&77&%9 !6 H-;;-%"9 -.: H6 I%+$D&%6
5. /+.0%+7 /+./&<02 0+ <%&C&.0 *$&7 20-%C-0"+. ".
2+7": +T":& *$&7 /&7726 A5 :(D#) ;(*)"#49 FWQ(VVQY
VXP9 PQQW6

EbG H6 R+7;&%0 -.: J636 c&D".6 L+:&7>;-2&: /+.0%+7 +*
*$&7 /&772( `Pa +<0",-7 &ffi/"&./@6 A5 :(D#) ;(*)"#49
FOV(P'WYVQ'9 PQQO6

EOG 86 L-%/1&00"6 E(&-!#)F.&.$%.%-(/ G#%C(&(,(HI
'() )#.,F%-G# ($%-G-J.%-(/ ?K(5 LLLM@6 )1J 01&2"29
M)!c9 PQQ'6

EWG 86 ^-?-_+9 \6 ]$"77&,".9 H6 Z-. [&%7&9 -.:
J6 !-C%-06 A",$7-0"+. +* 01&%,-7 20%&22&2 ". -.+:&>
2$<<+%0&: 2+7": +T":& *$&7 /&77 20-/?26 )-%0 U( )%+;>
-;"7"0@ +* *-"7$%& +* 01& /&7726 A5 (' :(D#) ;(*)"#49
F'V`Fa(PQVYPFN9 PQQ'6

E'G )6 3+:-0=9 R6 )-#-.&77"9 86 A/"-%%&00-9 -.:
c6 R$==&77-6 5<0",-7 <+D&% ,-.-#&,&.0 +* -. &T>
<&%",&.0-7 *$&7 /&77/2$<&%/-<-/"0+%><+D&%&: 1@;%":
C&1"/7&6 8(/%)(, 2/H5 :)."%-"#9 FV(XFYNV9 PQQN6

EFQG B6 A0"77&%9 I6 41+%$:9 56 I+77-.:9 36 d-.:&<$9
-.: c6 U,27-.:6 B+.0%+7 20%-0&#@ *+% - 2+7": +T":&
*$&7 /&77 -.: #-2 0$%;".& 1@;%": 2@20&,6 A5 :(D#)
;(*)"#49 FNW(VQVYVFN9 PQQb6

EFFG \6 ]$"77&,".6 2N$#)-G#/%., ./& E(&#,-/H 1/>#4%-F
H.%-(/4 (/ =("., :#)'()G./"# ./& =("., 6#H).&.F
%-(/ -/ ;9B8 ?K(5 LOPO@6 )1J 01&2"29 M)!c9 PQQ'6

EFPG e6)6 e-.#9 !6B6 ]-.#9 [6)6 B1-.#9 e6]6 L-9 -.:
I6H6 ]&.#6 c+D <+D&% <%+0+. &T/1-.#&,&,;%-.&
*$&7 /&77 2@20&, ":&.0"!/-0"+. -.: -:-<0"C& /+.0%+76
A5 :(D#) ;(*)"#49 FbX(ObFYOOF9 PQQO6

EFVG f6]6 \1-.#9 A6[6 B1-.9 [6d6 [+9 H6 c"9 R6 c"9 -.:
\6 !&.#6 ^+.7".&-%L)B ;-2&: +. 01& ,+C".# 1+%">
=+. 20-0& &20",-0"+. *+% 01& 2+7": +T":& *$&7 /&776 1/%5
A5 QI&)(H#/ 2/#)HI9 VV(PVNNYPVbb9 PQQW6

EFXG \6 J6 \1+.#9 [6 I6 [$+9 f6 H6 \1$9 R6 e6 B-+9 -.:
e6 3&.6 8:-<0"C& ,-T",$, <+D&% <+".0 0%-/?".#
/+.0%+7 +* *$&7 /&77 <+D&% <7-.026 A5 :(D#) ;(*)"#49
FOb(PN'YPb'9 PQQW6

!"#$%&'()*+($,-. 41& -$01+%2 D+$7: 7"?& 0+ 01-.?
A0&*-. J"&01&7, -.: c$"2 g$".-9 *%+, 01& c-;+%-0+"%&
:hM.&%#K&0"i$& U.:$20%"&77& +* M)!c9 *+% 01&"% -22&,;7@
+* 01& 20-/?9 -.: *+% -77 2$;2&i$&.0 7-;+%-0+%@ -22"20-./&
01&%&-*0&%6

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-148 www.ecos2010.ch



* Corresponding author: email: frcalise@unina.it, tel: +390817682301, fax: +390812390364 

!"#$%&'$()*&+,-#(&.$)./)0.-12'$'"#(&.$)*1%('+%)3#%'4)
.$)5,'-)6'--%)#$4)*.-#")6..-&$2)!'78$.-.2&'%)

F rancesco Calise*,a, Gabriele F erruzzia, Laura Vanolib 

a DETEC  University of Naples F ederico II, P.le Tecchio 80, 80125 Naples, Italy 
b DIT   Centro Direzionale IS.5, 80143 Naples, Italy 

9:%("#7(;   
 
This paper presents a dynamic simulation of an innovative polygeneration system based on solar 
heating and cooling and PEM fuel cells technologies. The polygeneration system is based on the 
following components: evacuated solar collectors, single-stage LiBr-H2O absorption chiller and PEM 
fuel cell. The fuel cell operates at full load producing electrical energy which is in part consumed by the 
building. The fuel cell is grid connected in order to perform a convenient net metering.  The cooling 
capacity of the absorption chiller and the solar collector area are designed on a fixed fraction of the 
maximum cooling load. Finally, the system also includes heat exchangers producing domestic hot 
water in case of scarce space heating/cooling  demand. The analysis was carried out by means of a 
zero-dimensional transient simulation, developed  using the TRNSYS software and includes the 
investigation of  the dynamic behavior of the building, developed in TRNBUILD. An economic model 
was also developed, in order to assess the operating and capital costs of the systems under analysis. 
The results of the case study were analyzed on monthly and yearly basis, paying special attention to 
the energy and monetary flows. The results are excellent from the energy saving point of view. On the 
other hand, the pay back periods can be profitable for the final user particularly in case of significant 
public funding. 

K eywords: solar energy, fuel cell, polygeneration)))
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The well known growth in world energy demand 
and population is forcing research toward more 
efficient energy conversion devices. A strong 
impulse to this scope has been given by new 
emerging energy-efficient technologies and by 
regulatory incentives related to energy production 
from renewable sources and environmental 
friendly systems [1]. In this framework, 
polygeneration technologies show a significant 
potential in term of energy savings and reduction 
of CO2 emissions, due to their implicit 
peculiarities, such as: maximum utilization of 
energy and natural resources, reduction of unit 
cost of products and reduction of environmental 
burden [2]. Polygeneration, or multi-generation, is 
usually defined as  the combined production of 
multiple energy vectors (e.g. electricity, cool, heat, 
etc) and/or products (e.g. hydrogen, methanol, etc) 
using natural resources (fossil fuels, wood, etc) 
and/or renewable energy sources (solar, wind, 
biomass, etc). Hence, the simplest example of 
polygeneration is the combined heat and power 
generation, CHP, also called cogeneration. In case 
of combined heat, cool and electricity production, 

polygeneration devices are defined as trigeneration 
systems. Cogeneration and trigeneration 
technologies are well known and widely adopted 
for industrial, residential and commercial 
applications [1-2].  An additional impulse 
regarding the analysis of polygeneration systems is 
also given by the studies concerning distributed 
generation. In fact, several papers available in 
literature [1] assess that small scale (below 1 
MWe) distributed polygeneration systems are 
useful since they: i) promote energy efficiency and 
renewable sources; ii) can defer investments on 
large power plants; iii) promote the use of local 
energy resources, reducing energy dependency and 
increasing the reliability of the electrical systems; 
iv) contribute to reduce the impact of fuel supply 
infrastructures also reducing transmission losses; 
v) bring into play the local emission problem. 
Usually, polygeneration systems  adopted in 
distributed generation - are classified on the basis 
of: i) engine technology (reciprocating engines, 
micro gas turbines, fuel cells); ii) bottoming 
devices (absorption or electrical chillers); iii) 
auxiliary devices (heaters, gas-fired absorption 
chillers or heat pumps, engine-driven chiller); iv) 
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eventual renewable energy source (solar, biomass, 
wind, hydro); v) eventual products (ethanol, 
hydrogen, etc). Thus, it is clear that a large number 
of possible system layouts of polygenerations 
systems can be  identified. Among them, this 
paper is focused on fuel cells technology 
combined with the use of solar energy. This kind 
of combination is diffusely investigated in 
literature. These papers mainly analyze the 
production of hydrogen using solar energy and its 
consequent use in fuel cells and/or storage [3]. 
Shapiro et al. designed and built a prototype of a 
photovoltaic solar-powered regenerative PEM-
electrolyzer, demonstrating the system feasibility 
and characterizing system performance [4].   A 
similar study was performed by Hedstrom,  
showing the experimental and numerical 
performance of a PEM fuel cell fed by hydrogen 
produced both by photovoltaic cells/electrolyzer 
and by reformer, fed by biogas [5].  Hence, all the 
above mentioned papers are focused on the 
combination of PEM fuel cells and photovoltaic 
collectors. Literature review did not show any 
significant paper analyzing the possibility of 
integrating fuel cells and solar thermal collectors. 
Thus, this paper aims at covering this lack, 
developing a transient simulation  model of a 
polygeneration system capable to produce 
electricity, cool and heat, powered by solar energy 
and natural gas fuelling a PEM fuel cells. The 
concept idea of the system under investigation 
comes from the combination of solar heating and 
cooling (SHC) systems  including evacuated tube 
solar collectors and single stage absorption chillers 
 and cogenerative PEM fuel cell as auxiliary 

system. 
The basic concept of the solar heating and cooling 
systems (SHC) lies in the possibility of using the 
solar radiation to provide space heating during the 
winter and space cooling in the summer, using an 
heat-driven chiller. The SHC is a very promising 
technology, especially in summer operation mode, 
when the maximum demand for cooling coincides 
with the maximum availability of solar radiation. 
SHC may significantly contribute to achieve the 
goals in terms of energy savings, emissions 
reductions and increase of use of renewable energy 
sources, including those stated by UE in the 
Directive 2009/28/EC. Usually, the auxiliary 
energy, required in case of scarce solar irradiation, 
is supplied by a gas-fired heater. In this work, the 
auxiliary heat is provided by a cogenerative PEM 
fuel cell, also producing electrical energy for user 
and electrical grid. The majority of the papers 

available in literature about this topic, consider 
traditional auxiliary devices (electric chillers, gas-
fired heater, biomass heaters etc) [6-10], and none 
of them analyzes the possible combination 
between solar cooling technology and fuel cells, 
under investigation in this paper. The simulation 
model was developed in TRNSYS on the basis of 
previous models developed by some of the authors 
[11-12], and it allows to calculate the time-
dependent energy flows and key-points 
temperatures. It also includes a module which 
allows one to evaluate the energetic performance 
and to calculate system economic performance 
parameters. 
!"#$%&'()#*+%,-'#

The system layout considered in this work is based 
on the combination of well-known SHC and fuel 
cells technologies. It is capable to produce 
electricity, space heating or cooling, domestic hot 

demand.  Regarding to SHC technology, several 
studies showed that the most promising 
configuration is based on the coupling of 
evacuated tube solar collectors with single-stage 
LiBr-H2O absorption chillers [2]. 

 
F igure 1  System Layout 

 Usually, the auxiliary energy to be used in case of 
scarce solar irradiation is supplied by a gas-fired 
auxiliary heater. However, in this work the 
auxiliary heat is provided by a cogenerative fuel 
cell. In particular a PEM fuel cell was selected 
since: i) the operating temperature is suitable for 
the typical operating temperatures of solar 
collector and absorption chiller; ii) it can be 
considered as the more mature fuel cell technology 
commercially available. 
In order to maximize the thermal utilization of the 
fuel cell, the solar collectors field was designed in 
order to satisfy only a part of the maximum 
cooling load of the building. 
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The system, schematically shown in Figure 1, 
consists of: 5 different system loops, solar 
collector water (SCW), hot water (HW), cooling 
water (CW), domestic hot water (DHW) and 
chilled/hot water (CHW), respectively. The SHC 
system consists of the following main 
components: a solar field with evacuated-tube 
collectors (SC); a hot water inertial storage tank 
(TK1); a LiBr-H2O single stage absorption chiller 
(ACH); a PEM fuel cell (FC), providing auxiliary 
heating energy for both cooling and heating needs 
and simultaneously generating electrical energy 
for user demands and/or for the electrical grid; a 
closed circuit cooling tower (CT), providing 
cooled water to the condenser of ACH; a fixed-
volume pump (P1) for the HW loop, pumping 
water from TK1 to FC or to the ACH or to the 
building; a variable speed pump (P2) for the SCW 
loop; a fixed-volume pump (P3) for the CW loop; 
a fixed-volume pump (P4) for the CHW loop; an 
inertial chilled/hot water storage tank (TK2); an 
hydraulic separator (HS), balancing fluid flows 
between the primary and secondary hydraulic 
circuits; a plate-fin heat exchanger producing 
Domestic Hot Water (HE); pipes connecting the 
HS with the fan-coils of the zones of the building.  
The TRNSYS scheme used to simulate the system 
also includes several additional components (not 
displayed in Figure 1), such as: controllers, 
schedulers, weather database,  etc.  The basic 
operating principle of the SHC system is relatively 
simple: the solar irradiation incident on the SC 
field increases the SC outlet temperature up to the 
fixed set-point, determining the consequent growth 
of the water temperature in the storage tank TK1. 
In case of scarce request of building cooling or 
heating energy, the SC useful energy is used by 
the HE to produce DHW to be used by the 
showers installed in the building. During the 
summer operation, the hot fluid drawn by P1, from 
the top of TK1, supplies the ACH, which produces 
the chilled water (CHW) required for cooling the 
building. The cooling tower CT provides the cold 
water required to cool the absorption chiller, ACH. 
The cogenerative PEM fuel cell is located 
upstream the ACH and provides additional heat in 
case of scarce solar irradiation. Conversely, when 
TK1 outlet temperature is higher than the fixed 
set-points (different values in summer and winter 
operations), the FC cogenerative heat exchanger is 
used to produce additional domestic hot water. 
During the heating season, the water exiting the 
TK1  and eventually passing trough FC - is sent 
directly to the HS.  

TRNSYS model also includes a number of 
components required in order to simulate the 
control strategies of the components and of the 
whole system. In particular, some innovative 
control strategies were implemented in order to 
maximize system efficiency [11]. In addition, 
appropriate on/off controllers were also used in 
order to manage mixers and diverters on FC loop 
required in order to activate DHW or HW heating 
by the cogenerative heat exchanger of the fuel cell. 
The building considered in the study is a small 
university hall, consisting of 7 classrooms (A1, 
A2, A3, C1, C2 and C3) and a common area (B1). 
This building is compliant with the requirements 
of Italian Law (D. Lgs. 311/06) in terms of walls 
and windows transmittances, system efficiency 
and primary energy consumption and is located in 
Naples, South Italy.  The building was simulated 
in TRNSYS environment, using the TRNBUILD 
application, included in TRNSYS package. The 
transmittances of walls and windows are largely 
compliant with the limits of the Italian Law (Ulim). 
All the windows are also provided with shadings. 
The occupancy, light and the equipment load, the 
mechanical air change, the radiative and 
convective people load of the building is suggested 
by the Italian Standard (UNI 10339). Finally, the 
university hall was also assumed to be placed 
close to the university fitness centre. Thus, the 
DHW produced by the system can be supplied to 
those showers all the days of the year. The 
building electrical demand was simulated on the 
basis of the experimental load duration curve, 
measured for a similar existing building and 
shown in Figure 2. 

 
F igure 2 - E lectr ical load duration curve 

The winter set point temperature is established by 
the Italian Law at 20 °C, whereas the summer set-
point temperature is not ruled by Law and was 
arbitrarily set at 26 °C. According to the Italian 
Law, the heating system operates from November 
15th to March 31st. As for the summer, the 
operating period is not fixed by Law, and the 
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interval from May 1st to October 21st was 
considered. The building was supposed to be 
occupied all year long, from Monday to Saturday, 
from 8.00 am to 6.00 pm. 
!"#$%&'()*%+,#&+-.(#

The components of the solar assisted refrigeration 
systems previously described were simulated using 
both the TRNSYS built-in library [13] and user-
developed models. In the following, the simulation 
models are briefly described, paying special 
attention to the variables used as synthesis/design 
parameters in the subsequent optimization. 
Evacuated Tube Solar Collectors (SC). The model 
of the SC is based on Type 71, included in 
TRNSYS package. Here, the thermal efficiency of 
the collectors is calculated using the Hottel-
Whillier-Bliss equation [14]. The values of a0, a1 
and a2  given in reference [11]. Correction factors 
are introduced in the model, in order to account 
for: series connection, clouds, biaxial Incidence 
Angle Modifiers (IAM), etc [13].  
Pumps (P). The variable flow-rate pump, P2, is 
modeled on the basis Type 110. The 10 fixed-
speed pumps (P1, P3, P4 and 7 zone pumps) are 
simulated using Type 3. Their simulation models 
are based on the energy and the mass balances 
[13]. The mass flow rate for P4 is related to the 
heating and cooling loads of the building, 
assuming a nominal temperature difference of 5 
°C, the nominal mass flow rate for P2 is related to 
the value selected for the SC surface area, the 
mass flow rate of P1 depends on the nominal 
coefficient of performance of the absorption 
chiller, ACH [11]. The same procedure was 
implemented to set the water flow rate in the 
cooling tower CT (pump P3), that has to dissipate 
the heat produced by the condensing and 
absorption processes in the ACH [11]. 
Storage tanks (TK). The system layouts under 
evaluation included two storage tanks, both subject 
to thermal stratification. The first tank (TK1, 
simulated using Type 4) is used in the solar loop; 
the second one (TK2, modeled by Type 60) is used 
in the CHW loop to store chilled or hot water, 
respectively in summer and in winter. Their 
models are based on the assumption that the tanks 
can be divided into N fully-mixed equal sub-
volumes. The tanks are also equipped with a 
pressure relief valve, in order to account for 
boiling effects [13, 15]. The TK1 volume is fixed 
on the basis of the value selected for ASC: 

1 1000
TK1 SC

TK
v AV      (1) 

The TK2 volume is selected on the basis of the 
value of the building peak cooling load. 
Absorption Chiller (ACH). A single-effect hot 
water LiBr-H2O absorption chiller (ACH) was 
considered. The component is simulated by the 
TRNSYS Type 107 which uses a normalized 
catalogue data lookup approach [14]. Here, the 
performance data were modified in order to 
comply with the data sheet of a 300 kW single 
stage H2O-LiBr hot water fired absorption chiller. 
The performance data are numerically expressed 
as a function of CHW, HW, CW inlet water 
temperatures, CHW outlet set-point temperature 
and of the cooling ratio factor and the input heat 
ratio factor, as shown in [14]. 
Cooling Tower (CT). In this paper the TRNSYS 
Type 510 (closed-circuit cooling tower) was 
considered. The working fluid (CW) flows in a 
circuit which is physically separated from the 
ambient air and process water. The TRNSYS 
simulation code is based on the model proposed by 
Zweifel [16] 
catalogue data over a wide range of operating 
conditions. Cooling tower air mass flow rate, 
cooling capacity and CW mass flow rate are 
calculated using the equations reported in [11]. 
Heat Exchanger. As above mentioned, the DHW 
is partly produced by a plate-fin compact heat 
exchanger, equipped with a control which enables 
DHW production only when SC outlet temperature 
overcomes the fixed set point. The HE is equipped 
with a diverter placed upstream the DHW inlet, a 
by-pass duct and a mixer downstream the DHW 
outlet. The diverter and the mixer are managed by 
the HE control system. The model of this heat 
exchanger was developed by the authors using a 

-NTU method [17].  
Hydraulic Separator. This device is required in 
order to balance the flow rates between the 
primary (pr) and secondary (se) loops of the 
system. In fact, the secondary loop flow rate may 
significantly vary during the day, depending on the 
heating/cooling loads of the different thermal 
zones. For such device, a new TRNSYS model 
was introduced, using the following criterion, 
based on simple energy and mass balances. In case 
the primary mass flow rate is higher than the 
secondary one, the primary and secondary outlet 
temperatures are calculated as follows: 

 s , s ,
,

e se in pr e pr in
pr out

pr

m t m m t
t

m
 (2) 

 , ,se out pr int t  (3) 
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When the primary mass flow rate is lower than the 
secondary one, the primary and secondary outlet 
temperatures are: 
 , ,pr out se int t  (4) 

 , s ,
,

pr pr in e pr se in
se out

se

m t m m t
t

m
 (5) 

Fan-coil (winter and summer operation). Each 
zone is equipped with a 2-pipes loop, supplying 
hot/chilled water to the respective fan-coils. In this 
work, the fan-coil, for both cooling and heating 
modes is simulated, developing a new TRNSYS 
type, based on a data lookup approach. In fact, 
TRNSYS library lacks in a fan-coil model, based 

cooling and heating modes. In particular, the data 
file includes four correction factors, function of: 
fluid mass flow rate, inlet fluid temperature, air 
dry and wet bulb temperature,  and air flow rate.  
Pipe. Each zone is hydraulically connected to the 
system by a supply and return ductwork. This 
component is simulated on the basis of a non-
steady model based on the mass and energy 
balances (Type 31) [13].  
Building. The building considered in this work 
was simulated using the TRNBUILD software 
included in TRNSYS package which provides a 
very detailed and reliable simulation of the 
thermo-hygrometric behavior of the building. 
Here, the building is simulated by means of a non-
geometrical balance model with one air node per 
zone, representing the thermal capacity of the zone 
air volume and capacities which are closely 
connected with the air node. The walls are 
modeled according to the transfer function of 
Mitialas and Arsenault [13]. The windows are 
considered as an external wall with no thermal 
mass, partially transparent to solar, but opaque to 
the long wave internal gains. Long-wave 
absorption occurs at the surfaces. The window 
model also includes a detailed optical and thermal 
model based on WINDOW 4.1 developed by 
Lawrence Berkeley Laboratory USA. Finally, the 
building model also includes detailed effective 
capacitance humidity, infiltration, ventilation, 
convective coupling and gain models [13]. 
PEM fuel cell.  The electrochemical and 
thermodynamic model of the PEM included in this 
work is based on the model developed by Mann et 
al. [18] adopting both deterministic and empirical 
equations for the calculation of cell Nerst voltage 
and activation, ohmic and concentration 
overvoltages (both anodic and cathodic). The 

model is flexible since can be easily adopted for 
different PEM configuration. It was successfully 
validated using experimental data of several PEM 
fuel cells  [18] and included in TRNSYS package 
(type 170). However, the model included in 
TRNSYS does not implement the cogenerative 
heat exchanger of the fuel cell. Thus, in this paper 
this device was simulated using a modified version 

-NTU method [17]. The considered PEM is 
equipped with an external reformer, including 
SMR and shift reactors, converting methane into 
hydrogen. In this work, a 360 kWe PEM fuel cell 
was considered, based on the performance data of 
Ballard PB2 system (Table 1).  

PA R A M E T E R UNI T 
Electrical Power 360 kW 
Thermal Power 305 kW 

Electrical Efficiency 34 % 
Thermal Efficiency 42 % 
Stack temperature 80 °C 
Number of cells 100  

Number of stacks 1  
PEM Area 10000 cm2 

PEM thickness 0.250 cm 
Table 1 - PE M parameters 

Overall energy consumption. The energy analysis 
of the systems under evaluation requires the 
calculation of the non-renewable primary energy 
required to operate it; in this way, the primary 
energy savings of the polygeneration system with 
respect to a traditional HVAC system assumed as 
a reference (RS) can be evaluated, too. To this 
scope, a reference system was also implemented 
and simulated in TRNSYS, using the same 
building. In the case study presented in the paper, 
an air-to-water electric driven heat pump (EHPRS) 
was considered as the reference system, producing 
hot water during the winter and refrigerated water 
during the summer. The RS also includes a gas 
fired heater, for DHW production. This system is 
commonly considered the reference HVAC system 
for Mediterranean climates, since it is largely more 
efficient than the combination of gas fired heater 
and electric water chiller used for continental 
climates. Thus, the primary energy consumed by 
the EHPRS and its annual operating costs, 
calculated by the TRNSYS simulation, were used 
in polygeneration simulation in order to evaluate 
primary energy savings and operating cost savings. 
The primary energy consumed by the reference 
system is mainly due to the electrical energy 
consumed by the building and the one used for the 
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EHP and for the pumps of the primary and 
secondary water loops. Furthermore, the RS also 
uses an additional amount of a primary energy to 
produce: i) the same amount of DHW produced by 
the polygeneration system; ii) the electrical energy 
produced by the PEM and sold to the grid ( , ,el iE ). 
The primary energy required by the 
polygeneration system, in terms of non-renewable 
sources, is only due to the yearly natural gas 
volume ( NGV ) consumed by the fuel cell and to the 
fossil fuel consumed by the thermoelectric power 
plant (average efficiency, , 0.461el t ) in order 

to supply the auxiliary electrical energy ( , ,el iE ) 
required by the building and not supplied by the 
PEM. Therefore the polygeneration primary 
energy is: 

 , ,

,

el i
poly NG

el t

E
PE V LHV  (6) 

Economic model. A detailed cost model was also 
implemented in the simulation tool, relating the 
cost of each component to the main design 
parameters. In addition, the operating costs due to 
natural gas and electrical energy consumption 
were evaluated, whereas maintenance costs were 
neglected. The components capital costs (Ji) were 
reported on a yearly base by means of an annuity 
factor (AF), depending on the expected life of the 
system and the discount rate. So, the total cost 
(owning and operating) of the polygeneration was 
expressed as: 

 
i

i
tot op

J
C C

AF
       (7) 

The operating cost, Cop, is mainly due only to the 
natural gas consumption required to supply the 
PEM fuel cell. For each time-step, the simulation 
code compares the electrical power produced by 
the fuel cell with the electrical demand of the 
buildings plus the passive loads of the SHC. Thus, 
it considers the eventual purchase/selling from/to 
the grid at the actual (for the considered hour of 
the year) price (pEE) or cost (cEE) : 

, , , , , , ,op NG i NG el i EE i el i EE i
i

C V c E p E c (8) 

Capital costs were estimated by introducing a cost 
function for each component, obtained by 
regression of manufacturers data, as described in 
[11]. PE kW, 
which is the goal to be achieved by manufacturers 
in the next years[19]. RS operating costs are due to 

electricity and Natural gas, required to drive the 
DHW heater. In case of RS, the total electrical 
energy considered in the economic and energetic 
calculations, include: i) the exceeding electricity 
produced by the PEM and sold to the grid; ii) the 
electricity required to the building and to supply 
the HVAC system. Finally, the economic 
performance of the SHC system can be calculated 
using the Simple Pay Back Period (SPB) both with 
and without public contributions.  
!"#$%&'()&#*+,#-.&/'&&.0+#

The polygeneration under investigation was 
simulated using the set of design parameters 
shown in Table 2. The yearly energetic and 
economic results are summarized in Table 3. Here, 
it is clearly shown that the building under 
investigation is dominated by internal loads, 
determining a winter heating demand dramatically 
lower than the cooling one. The system capital 
cost is one order of magnitude higher than RS 
corresponding cost. However, the payback periods 
are acceptable, especially in the framework of  
renewable energy sources. Considering the present 
Italian public funding of 55% of capital costs of 
SC and ACH, the pay back period is slightly 
higher than 10 years (SPB2 in Table 3). The 
electricity produced by the fuel cell is mainly sold 
to the grid since PEM size (designed on thermal 
demand) is overestimated for building electrical 
energy demand. 

PA R A M E T E R UNI T  
ASC, Collector area °C 200 

Collector slope ° 30° 
TK1 Volume per Collector 

Area 
m2 54 l 

TK1 Volume m3 10.8 
TK2 Volume m3 2.0 
P4 Flow rate kg/h 43.0 103 
P2 Flow rate kg/h 92.1 103 

SC outlet winter set point 
temp. 

°C 50.0 

SC outlet summer set point 
temp. 

°C 90.0 

DHW Set point temp. PEM 
wint. 

°C 45.0 

DHW Set point temp. PEM 
sum. 

°C 71.5 

Table 2 - SH C main design parameters 

In addition, although PEM size is designed for the 
maximum heating demand, most of its thermal 
energy is used for DHW rather than for the fancoil 
winter operation or for driving the absorption 
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chiller. Finally, DHW is crucial for achieving 
acceptable primary energy savings and simple pay 
back periods. Finally, the overall energetic 
performance parameters are shown in Table 4. 
These results are more clearly shown in Figure 3 
and Figure 4, were energetic and economic flows 
are reported on a monthly basis. 

PA R A M E T E R UNI T  
Fancoil cooling energy kJ 7 
Fancoil heating energy kJ 8 

, ,el iE  kJ 9 

PEM Electrical Energy kJ 9 
DWH Energy (SC) kJ 8 

DWH Energy (PEM) kJ 9 
PEM thermal Energy kJ 9 
Passive electr.energy kJ 7 

SC useful energy kJ 8 
VNG Sm3 5 
PE kJ 10 

PERS kJ 10 
SPB years 12.9 

SPB2 years 10.3 
Electrical Energy selling  71213 

Capital Cost  1073352 
Cop,RS  110929 
Cop  34210 

Table 3  simulation yearly results 

PA R A M E T E R  
Fsol 0.30 
t SC 0.47 

e PEMFC 0.33 
t PEMFC 0.41 

COP ACH 0.71 
Table 4  Energetic performance parameters 

In particular, Figure 3 shows building cooling 
(Qcool) and heating (Qheat) energies, solar field 
useful energy (QSC), absorption chiller cooling 
energy (Qc,ACH), PEM cogenerative energy (Qh,PEM) 
and DHW energy. Here, it is clearly shown that 
building heating energy demand is negligible if 
compared with the cooling one (e.g., February vs. 
June). Thus, during the winter the thermal energy 
produced by the solar field is often higher than 
building space heating demand. As, a 
consequence, in the winter and in the middle 
seasons,  most of the PEM cogenerative heat and 
SC useful gain is converted in DHW. In addition, 
the electricity required by SHC equipments (not 
shown in Figure) is negligible for all the months, 
showing some peaks during the summer, due to 
the fans of the cooling towers.  
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Furthermore, the electricity produced by the cell is 
mostly sold to the grid. The operating costs of the 
SHC are always lower than reference system ones, 
only in winter and in middle seasons. During the 
summer, the incomes due to DHW production are 
lower, due to the larger amount of cogenerative 
heat used to drive the absorption chiller. This 
circumstance also shows that the production of 
cooling energy, using an electric driven heat pump 
(reference system), is economically more 
favorable than the combination of PEMFC and 
absorption chiller.  This circumstance is also 
emphasized by the sensitivity analysis shown in 
Figure 5, where the minimum SPB is achieved at 
the lowest SC area. On the other hand, according 
to SPB2 criteria, a larger SC solar field would 
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determine a better economic performance. Such 
figure also shows that solar fraction increases less 
than proportionally with solar collector area. 
!"#$%&'()*+%&*#

The paper presents a dynamic simulation of a 
novel polygeneration system based on the 
coupling of a PEM fuel cell and a solar cooling 
system. The polygeneration system is capable to 
supply space heating and cooling and domestic hot 
water all year long. The system is powered by 
natural gas and solar energy. The dynamic model 
showed the technical feasibility of such system 
also providing acceptable economic performance 
both with and without public funding. Future 
developments of this work will include the use of 
high temperature fuel cells (SOFC) combined with 
parabolic through collectors and double stage 
absorption chillers. 
,"#-./.0.&'.*#
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Numerical analysis of a Small Scale Polygeneration Plant 
with a Desiccant-Based Air Handling Unit 
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Abstract:  Domestic and light commercial sectors, especially in the Mediterranean area, are involved 
in an increasing space cooling demand, generally satisfied by electrically-driven units; this has 
determined summer electric peak loads and black-outs. Thus, an increasing interest occurs in systems, 
fuelled by natural gas, able to satisfy space cooling requirements, such as polygeneration one. These 
are based on a prime mover that drives in different ways (mechanically, electrically, thermally) electric 
generators and/or electric heat pumps, absorption heat pumps, desiccant wheels, … in order to satisfy 
thermal (heating and cooling) and electric energy requirements. In this paper, attention is paid to a 
small scale polygeneration system based on a natural gas-fired Micro-CHP and a desiccant-based 
hybrid HVAC system. The MCHP provides thermal power to regenerate the desiccant wheel, domestic 
hot water and space heating purposes. It also supplies electric power for air handling unit, chiller and 
external appliances. A numerical analysis, based on design operating conditions and nominal 
characteristics of the devices, is carried out in order to compare primary energy consumptions, annual 
operating costs and greenhouse gas emissions of the system with respect to a conventional cooling 
dehumidification HVAC system powered by separate electric and thermal “production”. 

Keywords:  Combined Heat and Power, Desiccant wheel, Hybrid HVAC, Micro-CHP, Polygeneration. 

1. Introduction 
During last years great attention, both in the 
research and application fields, was focused on the 
transition from centralized to decentralized energy 
“production” systems, Distributed Generation, DG 
[1]. Furthermore the actual industrial trend to the 
miniaturization of the energy conversion 
equipments, mainly due to reduced manufacturing 
costs, drives to the market availability of a wide 
variety of small scale power, refrigeration and heat 
pump systems. 

Usually, energy flow starting from a primary 
source is converted in a large plant and then 
transmitted to the end user to satisfy its desired 
energy demands. In many cases the energy flow is 
converted in further equipments close to the end-
user, decentralized energy conversion plant, and 
distributed to the final appliances. In its path and 
in each energy conversion system, losses occur 
and consequently the desired energy flow is 
always different than the required one. The 
miniaturization process of the energy conversion 
devices, that is in progress in last years, leads to a 
reduction of the ducting losses due to distribution 
and/or transmission of working fluids and energy 
cycling losses. 

In [2], the comparison between the centralized 
power system, based on an average over 20 years 
old plants, and the distributed one is analyzed: 
small, modern generators can be more efficient 
and less costly to operate than large and old 
generators. Since the “size” effect does not always 
lead to energy savings and pollutant emissions 
reduction, there is the need to support the diffusion 
of on-site small complex energy conversion 
devices, Decentralized Polygeneration, DP, able to 
supply, with high performance, two or more 
energy requirements (electric, cooling and heating) 
of the end-user rather than the simple single-output 
requirement. In many cases, mainly in tertiary 
sector (hotels, offices, commercial buildings …), a 
widespread use of DP systems has allowed energy, 
economic and environmental benefits. 

Furthermore, in last years in the Mediterranean 
area, during warm season, there was an increasing 
demand of cooling energy in domestic sector, 
generally satisfied by electrically-driven units; this 
trend has involved an increase in power generation 
capacity of electric utilities and a summer peak 
load of electric energy consumption with the 
related problem of electric black-out. This problem 
has been the driving force to an increasing interest 
to small scale polygeneration systems fuelled by 
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natural gas, especially in Southern Europe. The 
main benefits of gas fuelled CCHP (Combined 
Cooling Heat and Power) with respect to the 
reference separate energy “production” system are  
primary energy saving, low pollutant emissions,  
reduction of operating costs, the shift from 
electricity to gas of the high summer cooling 
energy demands and energy dependence reduction. 
Moreover, a strong interest in the research field 
has been focused on polygeneration plants based 
on desiccant HVAC systems. 

In [3], an innovative CCHP system, based on a 
cogenerator driven by an automotive derived 
natural gas-fired internal combustion engine, 
coupled to a LiCl-water desiccant cooling system 
regenerated by thermal energy recovered from 
exhaust gases and from the engine coolant is 
numerically analyzed. The paper deals with the 
energy and economic analyses of the plant; in 
particular attention is paid on the effects of fuel 
and electricity prices and of the subsidies and plant 
costs on the economic indices of the system.  

In [4], the performance of a desiccant cooling 
system coupled to a CHP (Combined Heat and 
Power) system has been evaluated. The desiccant 
unit is regenerated through heat recovery from a 
gas-fired reciprocating internal combustion engine. 
The system satisfies both sensible and latent 
cooling loads for a wide range of climatic 
conditions. Energy efficiencies of the desiccant 
cooling system were also evaluated and compared 
with those of a conventional system. 

Nevertheless, few investigations have been carried 
out on desiccant hybrid systems coupled to small 
scale CHP systems, without a deep analysis on 
both energy and environmental performances [5-
7]. So in this paper attention is paid to a small 
scale polygeneration system that consists of a 
natural gas-fired MCHP (Micro-CHP) and a 
desiccant-based hybrid HVAC (Heating 
Ventilation and Air Conditioning) system (the 
term hybrid refers to the contemporary presence of 
a desiccant wheel and a cooling coil interacting 
with an electric chiller). The MCHP can provide 
thermal power, recovered by engine cooling and 
exhaust gas, in summer for the regeneration of the 
desiccant wheel and for the domestic hot water 
purposes, while in winter for domestic hot water 
and space heating purposes. It also supplies 
electric power for air handling unit (fans, 
pumps…), chiller and external appliances 

(computers, lights, etc.). The hybrid HVAC 
system can also operate in traditional way, 
interacting with separate “production” systems 
(electric grid and gas-fired boiler). A numerical 
analysis, based on design operating conditions and 
on nominal characteristics of the devices, is 
carried out in order to compare the performance, in 
terms of primary energy consumptions, annual 
operating costs and greenhouse gas emissions, of 
such systems with respect to conventional cooling 
dehumidification HVAC systems powered by 
separate electric and thermal “production”. 

2. Description of the trigeneration 
system 

At Sannio University, in Benevento (South Italy), 
a Micro-CCHP system is located, that consists of: 

 a natural gas-fired cogenerator based on a 
reciprocating internal combustion engine with 
the following nominal characteristics: electric 
power Pel=6.0 kW (0.22 kW is used for the 
cogenerator self-consumptions, so the effective 

electric power “production” is kW78.5=P*
el ), 

thermal power Pth=11.7 kW, nominal power 
input Pp=20.8 kW, electric efficiency 

el=28.8% (considering MCHP self-
consumptions, the effective electric efficiency 

is %8.27=*
el ), thermal efficiency th=56.2%; 

 a desiccant based AHU (Air Handling Unit) 
with a desiccant wheel, which material is silica 
gel. It allows, during summer operation, to 
process 800 m3/h of air that achieves the supply 
conditions for the room (supply air: 
temperature T=13-20 °C, humidity ratio =7-
11 g/kg); 

 an electric chiller with a cooling capacity of 
8.50 kW and a COP of 3.00 at nominal 
operating conditions; 

 a natural gas boiler with a thermal capacity of 
24.2 kW and a thermal efficiency of 90.2%. 

Three air streams flow in the hybrid AHU (Fig. 1): 

 process air, which, after being dehumidified in 
the desiccant wheel (1-2), is pre-cooled 
interacting with the cooling air stream in an air-
to-air cross flow heat exchanger (2-3), and 
finally cooled to the desired temperature by an 
electric chiller (3-4); 
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 regeneration air, which, after being heated by 
the MCHP (1-5) and/or by the boiler (5-6), is 
used to regenerate the desiccant wheel (6-7);  

 cooling air, that, after being cooled by a direct 
evaporative cooler (1-8), is used to pre-cool 
process air exiting the desiccant wheel (8-9).  

All these air streams are entirely drawn from the 
outdoor, therefore no recirculation is considered. 

In [7], a wider description of the polygeneration 
system can be found. 

3. Energy analysis 
A simplified numerical analysis of the MCCHP 
plant has been conducted, considering nominal 
outdoor and indoor air thermohygrometric 
conditions, nominal devices characteristics and 
assuming that the MCHP always works at full load 
[1]. Obviously this is a simplified approach and a 
more detailed analysis, considering part load 
performance and the influence of 
thermohygrometric conditions, has been carried 
out in [8]. 

The energy, environmental and economic 
comparison is carried out on equal useful energy 
delivered to final user. In particular it is supposed 
that thermal, cooling and electric energy are fully 
supplied to an office building, for space heating 
and cooling, for domestic hot water purposes and 
to power electric appliances (lights, computers, 
AHU auxiliaries,…). 

3.1. Winter season 

3.1.1 The MCCHP system 

During the winter season the polygeneration 
system works in cogeneration mode: in fact, the 
desiccant-based AHU does not work and only 
electrical and thermal energy are available, 
respectively for direct electric use (computer, 
lights…) and for space heating and hot sanitary 
water production. MCHP primary power input is 
Pp=20.8 kW. 

3.1.2 The reference system 

The reference system, based on separate energy 
“production” systems (natural gas-fired boiler and 
electricity grid), has to supply the same electric 
and thermal power of the MCHP; so its primary 
power input is (1): 

kW8.25=
P

+
P

=P
r,th

th

r,el

*
el

w,r,p . (1) 

The energy efficiency of both electric grid ( el,r) 
and boiler ( th,r ) have been evaluated, with respect 
to Italy, according to the European Directive 
2004/8/EC and its associated Commission 
Decision [1, 9, 10]: 

 electric grid: el,r = 45.2%, CO2 equivalent 
emission = 0.531 kgCO2/kWhel, [11]; 

 boiler: th,r = 90%, CO2 equivalent emission = 
0.20 kgCO2/kWhp; natural gas lower heating 
value = 9.59 kWh/Sm3. 

3.2. Summer season 

For evaluation of the performance during summer 
season, outside air thermohygrometric conditions 
were assumed equal to the design values for 
Benevento: T=32 °C, =15 g/kg, relative humidity 
= 50 %, [12]. 

3.2.1. The MCCHP system 

During summer, the hybrid AHU is switched-on, 
so also cooling energy is supplied to the final user.  

The following parameters for some AHU 
components have been used (2,3):  

 evaporative cooler saturation efficiency 

 

( )
( )wb,11

81
ec T-T

T-T
=

,  (2)  

where Twb,1 is wet bulb temperature at point 1;  

 cross flow heat exchanger efficiency 

( )
( )82

32
cf T-T

T-T
=

.  (3)  

The following typical values have been used for 
the two aforementioned parameters: ec=0.6; 

cf=0.5. Finally, also for the reference system, a 
by-pass factor of 17% for the cooling coil has been 
assumed [13], while a temperature increase of 
10% has been assumed for process air flowing 
through the supply fan [14]. 

The nominal temperature and humidity ratio 
values that occur in different sections of the 
desiccant-based AHU are listed in Table 1 (Fig. 1). 
The temperature decrease of the regeneration air 
passing through the boiler heating coil, that is 
switched-off, has been neglected. Process air 
thermohygrometric conditions exiting the 
desiccant wheel have been provided by a 
simulation software of the rotor, considering 
outdoor air temperature and humidity ratio, 
regeneration air temperature and volumetric flow 
rate of process and regeneration air (800 m3/h). 
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The cooling power provided by the cooling coil in 
the desiccant-based AHU can be evaluated as (4): 

( ) kW30.5=h-h•m=P 43cc , (4) 

where m is the supply air flow rate (0.251 kg/s), 
equal to the regeneration one. 

Table 1.  Thermohygrometric air conditions in hybrid 
AHU. 

  
T 

[°C] 
 

[g/kg] 

Outdoor air 1 32.0 15.0 

Process air at desiccant wheel 
outlet 

2 49.8 9.35 

Process air at cross-flow heat 
exchanger outlet 

3 38.0 9.35 

Process air at cooling coil outlet 4 17.3 9.35 

Regeneration air at MCHP 
heating coil outlet 

5 65.0 15.0 

Regeneration air at desiccant 
wheel inlet 

6 65.0 15.0 

Cooling air at humidifier outlet 8 27.0 17.0 

Process air at the fan outlet 10 19.0 9.35 

 

In order to evaluate the net electric power supplied 
by the MCCHP system to the external electric 
appliances, the electric requirements of both the 
chiller and the AHU auxiliaries (fans, pumps…) 
must be accounted too. Electric requirement of the 
desiccant wheel motor can be neglected because it 
is smaller than 10 W.  

The electric requirements of the chiller can be 
estimated with the following equation (5): 

kW60.1=COP
P

=P
M

cc
ch,el , (5) 

where COPM is the Coefficient Of Performance of 
the electric chiller interacting with the desiccant-
based AHU, equal to 3.31.  

AHUs based on chemical dehumidification have 
the advantage of reducing cooling energy demand, 
for the lack of cooling dehumidification, on which 
conventional air conditioning systems are instead 
based. In fact, the refrigeration unit can produce 
chilled water at higher temperatures, and 
consequently it operates with a higher COP. For 
these reasons, attention has been paid to the 
evaluation of the performance of the electric 
chiller in both the MCCHP system and the 
reference one: a detailed model, based on well 
known simulation software of inverse machines, 
allows to evaluate the performance of the air-
cooled water chiller interacting with external 
secondary fluids, air and water [15, 16].  

The AHU auxiliaries electric consumption, Pel,aux, 
due to the presence of three fans and two 

circulation pumps, is approximately 1.05 kW, so 
the net electric power supplied to external electric 
appliances is (6): 

kW3.13=P-P-P=P auxel,chel,
*
elnel, . (6) 

Thermal power to regenerate the desiccant wheel 
is fully supplied by the cogenerator and can be 
evaluated with the following expression (7): 

( ) kW8.56=h-h•m=P 15reg . (7) 

The thermal power that can be used for domestic 
hot water production, Pdhw, is (8): 

kW3.14=P-P=P regthdhw . (8) 

Also during summer, MCHP primary power input 
is 20.8 kW. 

The hybrid AHU can also be driven by separate 
electric and thermal “production”: in that case the 
cogenerator is replaced by the electric grid to 
power the chiller, the auxiliaries and external 
electric devices (computers, lights…), and by a 
natural gas-fired boiler to supply thermal power to 
regenerate the desiccant wheel and to produce 
domestic hot water. Electric grid and natural gas 
boiler efficiencies are as defined in section 3.1.2. 

The primary power input of the system can be 
evaluated with the following relation (9): 

( )
kW8.25=

P+P
+

P
=P

r,th

dhwreg

r,el

*
el

sp,p . (9) 

The desiccant-based AHU powered by separate 
production has a larger primary power 
consumption than the same AHU powered by the 
MCHP. Therefore, in the remaining of this work, 
only the latter is considered for the comparison 
with the following HVAC reference system.  

3.2.2. The reference system 

The reference system is an AHU with 
conventional cooling dehumidification and post-
cooling of air (Fig. 2), that it is supposed to reach 
the same inlet conditions of the hybrid Air 
Handling Unit and to process the same air mass 
flow rate. The chiller, the AHU self-consumptions 
and electric appliances are supplied by the electric 
grid, while the post-cooling of air and domestic 
hot water production are obtained with a natural 
gas-fired boiler; their efficiencies are as defined in 
section 3.1.2. The nominal values of T and  that 
occur in different sections of the reference AHU 
are listed in Table 2.  

The cooling power supplied by the cooling coil 
can be calculated with the following relation (10): 

( ) kW77.7=h-h•m=P 2'1r,cc . (10) 
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Fig. 2. AHU of the reference system 

Thermal power supplied by the heating coil can be 
evaluated as (11): 

( ) kW39.0=h-h•m=P 2'3'r,h . (11)  

Table 2.  Thermohygrometric air conditions in AHU of 
the reference system. 

  
T 

[°C] 
 

[g/kg] 

Outdoor air 1 32.0 15.0 

Process air at cooling coil 
outlet 

2’ 15.9 9.35 

Process air at heating coil 
outlet 

3’ 17.3 9.35 

Process air at fan outlet 4’ 19.0 9.35 

 

The auxiliaries electric power consumption in the 
reference system, Pel,aux,r, is about 0.59 kW, due to 
the presence of both chiller and boiler circulation 
pump and the one supply air fan. 

So the primary power input to the system can be 
evaluated with the following relation (12): 

( )
kW9.17=

P+P
+

P+P+COP
P

=P
r,th

dhwr,h

r,el

r,aux,eln,el
r

r,cc

s,r,p
,(12) 

where COPr, equal to 3.0, is lower than COPM 
because the chiller interacting with the reference 
system has both to dehumidify and to cool the 
process air, so it works with a lower chilled water 
temperature. In Fig. 3 all power flows in the 
summer conditions for the MCCHP and the 
reference system are shown. 

The primary power input of the reference system, 
at nominal outdoor conditions, is lower than the 
MCCHP one: this result seems to discourage the 
employ of the trigeneration plant during the hot 
season. Nevertheless, there are operating 
conditions, in terms of outdoor air and supply air 
thermohygrometric conditions, in which the hybrid 

AHU energetically matched with a MCHP can 
obtain a primary power input lower than a 
conventional cooling AHU based on separate 
production, [7]. In order to estimate the 
effectiveness of the polygeneration system with 
respect to the conventional one, in a successive 
analysis the influence of the actual behavior of 
both outdoor and supply thermohygrometric 
conditions will be simulated on the basis of 
numerous experimental tests performed on the 
system, [8]. 

3.3. Annual energy performance 

The heating period for Benevento is from 15 
November to 31 March, [12], 10 hours a day, 5 
days a week, so the winter operating hours for an 
office are about Nw=1,000 h. For the summer 
period, a value of Ns=650 h is assumed (from 1 
June to 7 August and from 24 August to 15 
September, 5 days a week, 10 hours a day).  

The annual Primary Energy Saving, PES, of the 
MCCHP system with respect to the reference 
system is (13): 

( )
%30.8=

N•P+N•P

N+N•P
-1=PES

ss,r,pww,r,p

swp . (13) 

Winter operation has an higher effect on the 
annual PES than the summer one, both for the 
reduction of primary input power of the MCCHP 
and for the weight of winter operating hours [17]. 

4. Environmental analysis 
The environmental performances of the MCCHP 
and reference systems are compared in terms of 
carbon dioxide equivalent emissions. To this aim, 
the equivalent CO2 avoided emissions, on an 
annual basis, has been evaluated as follows (14): 

17.8%=
N•CO+N•CO

N•CO+N•CO
-1=CO

ssr,2,wwr,2,

ssM,2,wwM,2,

2
.    (14) 

where w,M,2CO (4.16 kg/h) and w,r,2CO (5.66 

kg/h) are winter carbon dioxide equivalent 
emissions of the MCCHP system and the reference 

one, respectively, while s,M,2CO (4.16 kg/h) and 

s,r,2CO  (4.13 kg/h) are the values during summer. 

The two system have almost the same greenhouse-
gas emissions during summer, while in winter the 
MCCHP can guarantee to avoid greenhouse-gas 
emissions with respect to the reference one.
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Fig. 3.  Summer power flows in MCCHP and reference systems

 5. Economic analysis 
A simplified economic analysis of an innovative 
system, which usually requires high initial capital 
costs, plays a very important role in the assessment 
of its viability. In this feasibility study, the 
following assumption have been considered: 

 unitary cost of electric energy equal to 0.17 
/kWhel; 

 unitary cost of natural gas equal to 0.50 /Sm3 
for the cogenerator and 0.65 /Sm3 for the 
boiler in the reference system (natural gas 
employed in cogenerative application is subject 
to a lower taxation). 

A simplified approach has been followed, 
evaluating the Simple Pay Back, SPB, (15): 

( )
Mr AOC-AOC

IC=SPB , (15) 

where IC is the Investment Cost difference 
between the MCCHP system with respect to the 
reference one, 20 k , while AOCr (2.67 k /y) and 
AOCM (1.79 k /y) are the Annual Operating Costs 
of reference and MCCHP systems.  

At the moment, the first cost of both the 
cogenerator and the desiccant wheel is very high 
to allow an acceptable economic return (SPB is 
greater than 20 years). However there are a great 
number of private and public subjects (gas 
utilities, manufacturers,…) involved in the 
definition of the economic variables concerning 
this type of system. For example, government 
grants along with attractive rates for electricity 
export to the grid may significantly encourage 
MCHP and desiccant dehumidification market 
penetration.  

6. Conclusions 
In this paper a MCCHP, consisting of an internal 
combustion engine cogenerator, a hybrid AHU 
incorporating a desiccant wheel and a chiller is 
numerically analyzed considering nominal outdoor 
and indoor air thermohygrometric conditions, 
nominal devices characteristics and assuming that 
the MCHP always works at full load. Such a 
system has been compared with a reference 
system, based on separate electric and thermal 
“production” and on a conventional cooling 
dehumidification AHU. The result is that in winter 
the MCCHP, working in cogeneration mode, can 
guarantee sensible savings in terms of primary 
energy consumption and significant reductions of 
greenhouse-gas emissions with respect to the 
reference system. In summer, on the other hand, 
the MCCHP primary energy consumption is 
higher than the reference system one, while their 
greenhouse-gas emissions are quite comparable. 
However, on an annual basis, PES and CO2 are 
both positive (8.30 % and 17.8 %, respectively). 

In terms of economic viability, the high initial cost 
of both the MCHP and the desiccant wheel still 
determines a very long pay-back period, but 
government grants may significantly encourage 
MCHP and desiccant dehumidification market 
penetration.  

Nomenclature 
 AOC  Annual Operating Cost, k /y 

CO2 carbon dioxide equivalent emissions, kg/h 

h enthalpy, kJ/kg 

IC Initial Cost, k  

m  mass flow rate, kg/s 
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P power, kW 

T temperature, °C 

N Number of operating hours, h 

SPB Simple Payback Period, y 

COP Coefficient Of Performance 

PES Primary Energy Saving 

Greek symbols 

 humidity ratio, g/kg 

 efficiency 

Subscripts and superscripts 

aux auxiliaries 

c cooling 

cc cooling coil 

cf cross flow heat exchanger 

ch chiller 

dhw domestic hot water 

ec evaporative cooler 

el electric 

h heating 

M MCCHP system 

n net 

p primary 

r reference system 

reg regeneration 

s summer 

sp separate production 

th thermal 

w winter 

wb wet bulb 

* MCHP effective electric power 
“production” and electric efficiency 
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An Analysis of Micro-CHP Systems for Residential Use 

Dan Scarpetea and Krisztina Uzuneanub

a,b University “Dunarea de Jos” of Galati, Galati, Romania 

Abstract:  In this paper, an analysis of different micro-CHP systems is made from the point of view of 
benefits and limitations of the operational and economic and environmental parameters of micro-CHP 
systems for residential use. The electric efficiency is better for micro-CHP systems with reciprocating 
engines, and Stirling engines are in the second place. The thermal efficiency is better for micro-CHP 
systems with Stirling engines followed by reciprocating engines. Stirling engines use an external heat 
source, which simplifies design, minimizes noise and vibration, and allow multi-fuel use. These features 
make the Stirling engine a promising alternative to the internal combustion engine. 

  Combined heat and power, Residential, Prime mover, Electric and thermal efficiency. 

1. Introduction 

Fig. 1.  Structure of a residential micro-CHP system [4]. 
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2. Technologies for micro-CHP 
systems 

 
 
 
 

2.1. Reciprocating engines 
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2.2. Stirling engines 

 
 
 

2.3. Rankine cycle engine and micro gas 
turbines 
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2.4. Fuel cell 

3. Prime mover evaluation 

 
 

Table 1.  Characteristics of some available micro-CHP technologies [3,5,14-18,20,22]. 
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Fig. 2.  The weighted scores for evaluation of different 
micro-CHP prime movers (adapted from [3]). 

 

 
 

Table 4.  Power and efficiency of micro-CHP 
technologies [26]. Table 2.  Micro-CHP prime mover evaluation metrics 

and weighting factors [3]. 

Table 3.  Comparison of the main residential micro-CHP technologies to SHP [5]. 
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Fig. 4.  Annual CO2 savings for micro-CHP prime 
movers (adapted from [28]). 

Fig. 3.  Life cycle operation costs for residential CHP 
technologies (adapted from [27]). 

4. Conclusions 
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Study the influence of cooling on the overall efficiency in 
mCCHP residential systems with fuel cell and additional 

heating system 

Abstract: The paper is primarily aimed at highlighting the influence of cooling system - the chains 
used in trigeneration - the overall energy efficiency of these systems (mCCHP). The goal is to identify 
which topology of the CCHP system has a higher efficiency. The analysis undertaken, depending of the 
type cooling system used, shows that this influences radically the overall architecture of trigeneration 
residential system. The obtained results indicate total energy efficiency higher in case of mCCHP 
system with mechanical compression, for residential house. 

Keywords: absorption, compression, fuel cells, mCCHP. 

1. Introduction 
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2. The residential mCCHP system 
with fuel cells 
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3. The components of CCHP system 
3.1. The fuel cell 

3.2. The peak heat generation system 
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3.3. The cooling system  

 
 

3.4. The diagram of energy conversion in 
the mCCHP system 
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4. Case study of the simulation of 
the mCCHP system  

4.1. Determination of the heat demand of 
the consumer 
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4.2. Hot water consumption 

 

 
 
 
 

4.3. The estimated demand of the electrical 
consumption  

4.4. The estimated distribution of energy 
consumption of a residential building 
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5. Simulation results 
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a Rochester Institute of Technology, Rochester, New York, USA 
b Rochester Institute of Technology, Rochester, New York, USA 

!"#$%&'$(  The John B. Rich Memorial Power Station, located in the United States, is an 88.4 MW 
cogeneration power plant with a unique relationship with its surrounding environment.  The power 
station makes use of a plentiful and local byproduct of coal mining, called culm, as a feedstock.  Culm 
is a low energy combination of anthracite coal and rock left over from the inefficient removal of rock 
from usable coal in the peak days of coal mining.  For decades, culm deposits have leached pollution 
into groundwater and inhibited normal plant growth.  By using culm, the power station removes a 
significant pollutant and eyesore from the area.  Further, the power station is involved in a land 
reclamation program that covers land cleared of culm with topsoil and plant life.  In order to process the 
culm, the power station utilizes two circulating fluidized bed (CFB) boilers.  This work uses actual plant 
data to explore the thermodynamic performance of the plant.  The first and second laws of 
thermodynamics are used to analyze the plant components, including the boilers, turbine, feedwater 
heaters, and condenser.  The thermodynamic analyses are performed in part to determine properties 
through the plant, mainly mass flow rates that are not recorded during plant operation, and in part to 
characterize plant performance.  Before the exergy analysis of the boilers can be performed, the 
streams into and out of each boiler must be characterized in terms of composition, mass, and exergy.  
Although the energy content of the culm is regularly measured by the power station, the exergy content 
must be determined based on the culm composition, which is provided by the plant.  The exergy 
content of the flue gas is also determined based on the culm composition.  The effects of sensor 
accuracy are briefly examined.  The boiler performance is compared to other boiler technologies.  A 
simple model of the plant with steam reheat is compared to the current plant configuration as well.  

K eywords: Cogeneration, culm, exergy.  

)*+,-$%./0'$1.-+
The John B. Rich Memorial Power Station, in 

a 
unique fuel source (culm) and uses a relatively 
new boiler technology.  Culm is a low-grade 
anthracite coal by-product with an energy content 
of 3224 kJ/kg, compared to 5160 kJ/kg for 
anthracite coal [1].   
As more and more power sources options become 
available, it has become increasingly relevant to 
quantify the performance of a given technology.  
Since there are so many available technologies and 
power sources, it is necessary to quantify 
performance in a way that enables one to make 
informed decisions in terms of cost, reliability, 
practicality, and environmental impact.  In this 
work, the performance of the plant will be 
quantified and the boiler performance will be 
examined alongside other technologies.     
Work was previously performed on the power 
station [1, 2], but will be expanded and improved 
upon during this analysis in a number of ways.  
First, this analysis takes advantage of actual 

temperature, pressure, and flow rate data collected 
throughout the plant, whereas the previous 
analyses used estimated and analytical data only.  
Second, this work includes a more detailed 
examination of the boiler and the interactions 
between each of the major sub-systems of the 
plant.  Finally, this work suggests and models 
possible plant improvements.   

2*+3&'45%.0-/+
2*)*+678%59+
The thermodynamic analysis of the plant will 
include an energy analysis as well as an exergy 
analysis.  Unlike energy, exergy is not conserved, 
but may be destroyed through irreversibility.  
Exergy is also a comparative value; all exergy 
measurements and analyses are performed with 

environment.  The reference environment includes 
a uniform and unchanging temperature, pressure, 
and chemical composition [3].   
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The power station in question delivers up to 88.4 
MW of electricity to a local utility and 13,600 kg/h 
of steam to an adjacent correctional facility.  On 
average, only about 4,939 kg/h of process steam is 
delivered from the plant.   
The low operational temperature of CFB boilers 
(~860oC) cause two major emissions, NOx and 
SOx, to be much lower than a traditional 
pulverized coal power plant.  NOx emissions are 
reduced because the reactions which produce the 
most NOx occur at temperatures above ~1480oC, 
which is much higher than CFB operational 
temperatures.  The low CFB temperatures also 

allow limestone to be added to the combustion 
chambers, which effectively capture SO2 formed 
during combustion, thereby reducing harmful SOx 
emissions.  
The cogeneration plant uses an 18-stage turbine.  
Steam is extracted at 5 locations through the 
turbine to be used elsewhere in the plant or off site 
to serve a local district heating load.  The turbine 
isentropic efficiency and the generator efficiency 
are reported by the manufacturer as 80% and 95%, 
respectively [2].   
The total plant feedwater path may be seen in Fig. 
1.  The labels shown in the diagram are used 
through the models in the following sections.

F ig. 1.  Schematic of the feedwater path through the plant. 

!"1"#20'(+*,%-+3#.+*+#
Data is collected throughout the power plant to 
monitor both resource use and for safety 
considerations.  This analysis takes advantage of 
79 of the hundreds of temperature, pressure, and 
flow rate data collection points through the plant.  
Each sensor has an associated accuracy range that 
will be used to help gauge model error. 

1"#45'(6%.7-+6,/#6%.'3)#
A few basic assumptions are made across all the 
models described in this work.  These assumptions 
include steady-state operations, negligible kinetic 
and potential energy effects, and ideal gas models 
for air and flue gas.  Since exergy is with reference 
to a dead state, the environmental conditions are as 

realistic as possible.  This work uses seasonal 
average temperatures and pressure at the plant 
elevation (0.961 bar, 267-192.5 K).   
1"8"#9%,3'(#):;<)7)*'6#
A control volume approach is taken around the 
boiler combustion chamber.  The feedwater tubes 
are taken to be outside the boiler control volume. 
Two sources of heat transfer are considered: BuQ ,  
is the heat transfer from the combustion chamber 
to the feedwater, and BlQ ,  is the heat loss through 
the boiler walls.  A simplified boiler schematic 
may be seen in Fig. 2.  
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F igure 2. Schematic of boiler sub-system with control 

volume.  

!"#"#"$%&'()*+,&-$./01+,&-*$
The boiler model assumes 120% theoretical air 
and 9% residue carbon (r=0.09) in the ash leaving 
the boiler.  The reside carbon value is based on an 
analysis performed on the ash by the power plant.  
It should also be noted that the NOx emissions are 
assumed to be all in the form of NO since NO is 
thermodynamically favoured over NO2 at 
temperatures below 1480oC [4].  The opposite is 
true in traditional coal fired plants where boiler 
temperatures are well above the reaction 
temperature for NO2 production [5].   
The chemical reactions [4-6] within the boiler are 
given as: 

rCNOrC O-r
AirC

222 512.42.01            
)(2.1

   (1) 

222 512.495.00.5 )(2.1 NOOHAirH   (2) 

222 512.42.0SO )(2.1 NOAirS   (3) 

23 COCaOCaCO   (4) 

2242 512.47.02.1 NOCaSOAirSOCaO  (5) 

22 512.47.0O)(2.1 NONAirN   (6) 

22 012.42.1NO)(2.1 NOAirO   (7) 

where 22 76.3)( NOAir  . 

!"#"2"$3&,4/.$/-/.56$1&-*,7/.0+,&-*$
Neglecting the fan and pump work, an energy 
balance around each boiler is given as 

33
   

)()(   

)()(   

)(

00

Ca C O
o
fCa C Oculm

o
fculm

SA
o
fSAPA

o
fPA

BA
o
fBAFA

o
fFA

FG
o
fFGB

hhmhhm

hhmhhm

hhmhhm

hhmQ

 (8) 

where PAm  is the sum of the primary air streams, 

SAm is the sum of the secondary and duct burner 

air streams, culmm  is the total culm used, 
3Ca C Om is 

the total limestone into the boiler, and 

BuBlB QQQ ,, .   

The energies associated with the formation of the 
flue gas and ashes are released or absorbed during 
the combustion process.  Therefore, the enthalpy 
of formation values for the flue gas and ashes are 
included in the culm combustion energy release, 
described by the higher heating value of the fuel.   
The change in enthalpy of the flue gas may be 
found with the ideal gas model, the ultimate and 
proximate analyses for culm, and the flue gas 
temperature [6].  The specific heat of flue gas 
model does not account for limestone addition, 
however, the effects of NO and SOx reduction are 
only about 1% worst case [6] and so are neglected.  
The enthalpies of both ashes are calculated as 
functions of temperature [4].  The limestone term 
in (8) is determined based on the limestone 
reactions using the following format: 

R
R

o
fR

P
P

o
fP

Ca C O
o
fCa C O

hhnhhn

hhm

      

)(
33

   (9) 

When a mass balance is performed on (4) and (5) 
it is found that 

4223 CaSOSOC OCa C O nnnn .  
The limestone temperature as it enters the boiler is 
approximated as the reference temperature, 
however, the formation of CaSO4 occurs at the 
boiler chamber temperature.  Therefore, the 
changes in enthalpy for the reactants in (9) cancel 
to zero, while the changes in enthalpy for the 
reactants do not.  Equation (9) then becomes 

2

332

4333

  

  

)(

S O
o
f

Ca C O
o
fCa C OC O

o
f

CaS O
o
fCa C OCa C O

o
fCa C O

hh

hhnhh

hnhhm

  (10) 

BlQ ,

BuQ ,
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The change in enthalpy values are calculated using 
the assumption of constant specific heat, while the 
enthalpy of formation values are found from 
chemical property tables [8].   
The useful heat transfer for each boiler describes 
the heat delivered into the feedwater.  This value 
may be found by examining the change in 
enthalpy of the feedwater entering and exiting the 
boiler heaters. 

SHSFWFWBu hhmQ ,   (11) 

The boiler heat loss may then be found by solving 
(8) for BlQ , : 

33
)(     

     ,

,

Ca C O
o
fCa C Oculm

BuSASAPAPA

BABAFAFAFGFGBl

hhmHHVm

Qhmhm

hmhmhmQ

  (12) 

The boiler efficiency is given as the ratio between 
the energy content of the fuel and the heat 
transferred to the feedwater. 

HHVm
Q

Q
Q

culm

Bu

culm

Bu
B

,,   (13) 

!"#"!"$%&'()*$)+)*,-$.&/0'1)*23'&/0$
The chemical exergy balance for the boiler may be 
used to find the exergy destroyed in the boiler: 

8899

1010

,,,,

     

     
     

11

33

BBBB

BBCa C OCa C O

culmculmSASAPAPA

BucoBlBboBd

emem

emem
ememem

QTTQTTE

  (14) 

The flue gas exergy is calculated based on the flue 
gas temperature and the culm composition [6].  
The culm exergy is also calculated based on the 
chemical composition of the fuel [7]. The 
exergetic efficiency for the boiler is given as the 
ratio between the useful exergy and the input 
exergy. 

3

,1

Ca C OSAPAculm

Buco
B

QTT
  (15) 

!"4"$56*7'/)8$9))1:23)*$;)23)*08$2/1$
.&/1)/0)*$067<0-03)=0$

Although temperature and pressure data may be 
determined from plant data or using assumptions, 
the only flow rates recorded are the condensate 

makeup water (C4 on Fig. 1), steam out of boilers 
(T1 on Fig. 1), and the feedwater into the boilers 
(F7 on Fig. 1).  By applying conservation of mass 
and energy balances to the feedwater heaters, the 
remaining mass flow rates may be found.   
!"4"#"$>))1:23)*$;)23)*$2/2(-0'0$
It is assumed that heat loss is negligible for each 
feedwater heater.  Using conservation of mass 
through the feedwater heaters in Fig. 1, it is readily 
seen that 

567 FFF mmm   (16) 

123 FFF mmm   (17) 

1516 FF mm   (18) 

131614 FFF mmm   (19) 

12144 FFF mmm   (20) 

1011 FF mm   (21) 

8119 FFF mmm   (22) 

Solving an energy balance around FWH 5 for the 
flow rate at F15 and substituting in (16) and (18) 
gives 

1615

677
15

FF

FFF
F hh

hhm
m   (23) 

An energy balance around FWH 4 and substituting 
(16), (19), and (23) may be solved for the flow rate 
through F13 

1314

141616656
13

FF

FFFFFF
F hh

hhmhhm
m   (24) 

If a control volume is applied around the turbine, 
condenser, FWH 2, and FWH 1, it may also be 
found with conservation of mass that 

1334112 FFCTF mmmmm   (25) 

An energy balance around FWH 2 along with (17), 
and (21) gives  

1011

323
10

FF

FFF
F hh

hhm
m   (26) 

An energy balance around FWH 1 with (17), (21), 
and (26) gives 

89

91111212
8

FF

FFFFFF
F hh

hhmhhm
m   (27) 
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Using (16) - (27), all flow rates through the FWH 
system are now known.  The turbine extraction 
flow rates may now be calculated thus: 

Extraction 5:  25152 TFT mmm        (28) 

Extraction 4:  6133 CFT mmm            (29) 

where 6Cm  is found by applying an energy 
balance around the boiler feed pump to find the 
work input, and then using that work in an energy 
balance around the boiler feed pump turbine and 
solving for 6Cm . 

Extraction 3:  124 FT mm         (30) 

Extraction 2:  105 FT mm          (31) 

Extraction 1:  86 FT mm          (32) 

Turbine exhaust:   

6543217  TTTTTTT mmmmmmm     (33) 

Finally, the missing flow rates through the 
condenser are found using conservation of mass: 

73 TC mm   (34) 

95 FC mm   (35) 

65437 CCCCC mmmmm   (36) 

!"#"#"$%&'()*+$+*+',-$./*0)1+'23)/*0$
Based on plant information, the turbine exhaust 
and extraction 1 flows are taken to be mixtures 
with respective qualities of 89% and 97%.  The 
heat loss from the turbine is based on a heat loss 
curve provided by the plant; it is assumed that the 
turbine heat loss is 0.7% of the work produced by 
the turbine, or  

TTl WQ 007.0,   (37) 

The work produced by the turbine may be 
calculated two ways.  First, the generator 
efficiency may be applied to the generator export, 
which is carefully monitored by the plant.  Second, 
an energy balance may be performed around the 
turbine using the calculated mass flow rates, 
assumed heat loss, and available temperature and 
pressure data.  These work values will be referred 
to as 1,TW and 2,TW , respectively, in the results 
section.  Ideally these two values should be 
identical, however, because of assumptions and 
sensor errors, they are not.   
An energy balance around the turbine gives 

inout
TTl hmhmWQ ,   (38) 

When (37) is applied to (38), the turbine work may 
be solved for as 

77665544

332211

     
007.1
1

TTTTTTTT

TTTTTTT

hmhmhmhm

hmhmhmW
  (39) 

The isentropic turbine efficiency is useful for 
comparative and validation purposes, and may be 
calculated using 

TsTTs WW   (40) 

where  

sTTsTTsTT

sTTsTT

sTTTTTs

hmhmhm

hmhm

hmhmW

,77,66,55

,44,33

,2211

    

    
007.1
1

  (41) 
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The exergy destruction around the turbine is found 
from an exergy balance, which yields   

]     

[ -     

1

7,76,65,5

4,43,32,2

1,1
,

,

TfTTfTTfT

TfTTfTTfT

TfTTT
Tb

o
dT

ememem

ememem

emWQ
T
T

E

  (42) 

The exergy efficiency compares the exergy of the 
desired output streams, meaning the turbine work, 
to the change in flow exergy across the turbine.  
The turbine exergy efficiency is then given as 

 
7,71,1 TfTTfT

T
T emem

W
  (43) 

!"#"5"$6++1723+'$8+23+'0$2*1$./*1+*0+'$
The heat transfer to the cooling water that passes 
through the condenser is found using an energy 
balance.  

33445566

77

     CCCCCCCC

CCC

hmhmhmhm
hmQ

    (44) 

The exergy destroyed in the condenser and each of 
the feedwater heaters are found by applying 
exergy balances to give 
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CCC
Tb

o
Cd

emememem
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99211
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      FFFFF

FFFFFWHd

emeem

emem
  (46) 

31010

3222,

      FFF

FFFFWHd

eem

eem
  (47) 

441414

331212,

      FFFF

FFFFDAd

emem

emem
  (48) 

1414655

161613134,

      FFFFF

FFFFFWHd

emeem

emem
  (49) 

677

1615155,

      FFF

FFFFWHd

eem

eem
  (50) 

!"!"#$%&'(#)('*&#'*'(+,-,#
The total plant analysis pulls the subsystem 
analyses together to find the total performance of 
the plant.  The total heat loss from the plant is 
given as the sum of the heat loss of each 
component 

ClTl
tota l

BlPl QQQQ ,,,,   (51) 

where
to ta l

BlQ ,  is the sum of the heat losses from 

each boiler.   
The work used internally for supporting the 
various pumps, fans, and lighting through the plant 
is found by taking the difference between the net 
power out of the plant, netPW , , and power output 

of the turbine, genW .  

netPgeninP WWW ,,   (52) 

The energy utilization factor (EUF) for the plant 
takes into account the energy within the process 
steam, the electrical energy exported from the 
plant, and the total heat input into the plant.  The 
EUF is given as [9] 

to ta l
culm

netPTCT

Q
Whhm ,25425EUF   (53) 

where 
to ta l
culmQ  is the fuel energy added to the plant.   

Since energy of the process steam is only a small 
fraction of the electrical energy, it may be 
neglected to find the plant thermal efficiency. 

to ta l
culmnetPPth QW ,,   (54) 

The energy types in the numerator of (53) are of 
differing qualities, which makes the EUF a sub-
ideal performance indicator. The exergetic 
efficiency, given below, is a better measure of the 
plant performance since exergy accounts for the 
different types of energy.  The net exergy out of 
the plant is equal to netPW , . 

inP

netPTfCfT
P

Weem

,

,25,4,25
  (55) 

where the exergy input is equal to  
C H
culmculminP em,   (56) 

The total exergy destruction through the plant is 
given as the sum of the destruction in each 
subsystem 

FdCdTd
tota l

BdPd ,,,,,    (57) 

!"!"."#$/01-*2#-3)0%4232*&,#
The moisture content at extraction 1 and the 
turbine exhaust will wear the turbine blades at a 
faster rate than  if the steam was superheated.  
With this in mind, the addition of steam reheat, 
shown in Fig. 3, between extraction 3 and 2 is 
explored. 

 
F igure 3.  Schematic of simple turbine reheat scenario. 
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Table 1. Summary of significant energy values.  NA 
indicates that data is not available. 

Energy 
Parameter 
(MW) 

Previous 
Analysis 

Current 
Work 
Using 

1,TW  

Current 
Work 
Using 

2,TW  

With 
Turbine 
Reheat 

to ta l
BlQ ,  NA 73.45 73.45 NA 

ClQ ,  
NA 112.65 112.65 NA 

TlQ ,  NA 0.63 0.54 0.60 

PlQ ,  
NA 186.73 186.64 NA 

processQ  8.53 4.08 4.08 4.08 

to ta l
culmQ  309.5 304.88 304.88 332.42 

to ta l
BuQ .  251 232.64 232.64 260.18 

TW  
NA 90.17 77.81 85.87 

genW  88.4 85.66 73.92 81.57 

iPW ,  7.25 7.94 7.94 7.94 

netPW ,  
81.2 77.72 65.98 73.64 

 

Table 2. Summary of significant exergy parameters.  
NA indicates that data is not available. 

Exergy 
Parameter 
(MW) 

Previous 
Analysis 

Current 
Work 
Using 

1,TW  

Current 
Work 
Using 

2,TW  

With 
Turbine 
Reheat 

culm NA 314.26 314.26 342.66 

SAPA NA 5.77 5.77 NA 

3Ca C O  
NA 0.002 0.002 NA 

to ta lin, NA 320.03 320.03 NA 

process NA 1.66 1.66 1.66 

to ta lou t,  NA 79.34 67.64 75.3 

Td ,  7.3 13.43 13.43 14.78 

Cd ,  NA 5.53 5.53 NA 

to ta l
Bd ,  146.3 452.22 452.22 NA 

to ta l
FWHd ,  NA 15.78 15.78 NA 

to ta ld ,  NA 486.96 486.96 NA 

 

 
An analysis of the reheat process is performed 
using averaged data and a number of assumptions.  
The temperature 
the temperature at T7 increased by 30oC to place it 
solidly in the superheated region.  The 
temperatures upstream are back calculated from 

relationships 
between the temperatures in the operational data- 
for instance, the temperature decrease of 40% is 
observed in the operational data between T6 and 
T7, 
applying a 40% increase .  The pressures 
are assumed to remain unchanged from the no-
reheat case. 
Although the reheat will impact the feedwater 
heaters, condenser, and air and limestone addition 
to the boilers, this analysis will not go into such 
great detail.  The heat required to increase the 
steam temperature and the necessary fuel use 
increase are both found.  Since the overall 
efficiencies are based mainly on the fuel use and 
the power export, they may also be found.   

!"#$%&'&()#*+,-)',#
The analyses are performed using data collected at 
hourly intervals from Dec. 7- Dec. 30, 2009.  
These dates are chosen because of the even 
operation load throughout.  Since the data used is 
from a winter month, the average winter reference 
conditions (0.961 bar, 267 K) will be used. The 
heat transfer and work parameters are listed in 
Tab. 1.Exergy parameters are in Table 2. Finally, 
the efficiency measures are given in Table 3. 

Table 3. Summary of energy and exergy efficiencies.  
NA indicates that data is not available. 

Efficiencies 
(%) 

Previous 
Analysis 

Current 
Work 
Using 

1,TW  

Current 
Work 
Using 

2,TW  

With 
Turbine 
Reheat 

B 81 79.78 79.78 NA 

Ts ~80 NA 82.19 79.82 

th 26 25.63 21.74 22.15 

EUF 29 26.98 23.10 23.38 

T 92.7 67.61 58.31 65.82 

B  NA 55.76 55.76 NA 

P  
~34.5 25.40 21.63 22.18 
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The turbine reheat process requires an additional 
fuel use of 1.77 kg/s based on the additional 
energy transfer required to reheat the steam and 
the culm HHV.   

!"#$%&'(&&%)*#
Of the two sets of outcomes from the current 
work, the first, based on the generator output, is 
more accurate for reasons outlined in the following 
section.  It should be noted, however, that the 
reheat analysis should be compared to the second 
set of current work outcomes, based on the energy 
balance around the turbine.  This is because the 
reheat analysis also depends on the energy balance 
method to determine the turbine work.  Although 
the method is less accurate, the relative 
improvement of the reheat scenario may be seen 
and understood.  
!"+"#,''(-.'/#
For the most part the results from this work and 
the previous work are within range.  It may be 
noted, however, that there is a very large 
difference in the boiler exergy destruction rate.  
Because the previous analysis did not have a 
measurement of the culm exergy content, the 
methods in which they calculated the exergy 
destruction were very rough, whereas this work 
goes into detail about each exergy stream.  The 
differences between the analyses have three major 
sources: actual data use, which includes effects of 
sensor accuracy, different reference conditions, 
and slightly different assumptions through the 
models. 
The error between the two turbine work methods 
is found to be 13.7%.  Although this is a high 
error, the accuracy errors of the sensors must be 
considered.  Since 36 sensors are used in the 
calculation of 2,TW , and only 1 sensor for 1,TW , it 

is expected that 2,TW  is less accurate than 2,TW .  
A range of turbine work can be established using 
the operational data and the corresponding sensor 
accuracies.  An upper bound of 81.84 MW is 
found if all operational data is adjusted using the 
accuracies to yield the maximum turbine work, 
and a lower bound of 76.84 MW when the data is 
adjusted to yield the minimum turbine work.  The 
sensor error therefore accounts for some of the 
turbine work error, but not all.  The rest of the 

error between the two values may be attributed to 
assumptions used. 

!"0"#1)23.-%&)*&#
Although the picture given by the reheat to current 
comparison is incomplete, it does show how the 
overall plant performances increase when steam 
reheat is introduced.  Since more energy overall 
will be entering the turbine, more power may be 
produced.    
Energy and exergy analyses are performed on a 
number of non-CFB steam boilers [10].  It is found 
that the boiler energy efficiencies range from 
72.46% for a boiler using nanofluids [10], to 84% 
for a boiler using sugarcane bagasse [11], to 
93.76% for a boiler using heavy fuel oil [12].  
Results found through this work, 79.8%, are well 
within this range.   
Boiler exergy efficiencies have been given as 
24.89% [10], 27.6% [11], and 43.8% [12].  The 
exergy efficiency for the boilers in this analysis, 
55.8%, is higher than these analyses.  These results 
suggest that CFB boilers using culm create less 
exergy destruction than a variety of other common 
steam boilers.     
Although the efficiencies of the plant examined in 
this work may be better or worse than other plants, 
the environmental aspects of the plant are 
relatively desirable.  There is little energy 
expended in the transport and preparation of culm 
as a fuel source.  It is also notable that the culm 
deposits throughout mining country are harmful to 
the environment.  When compared to the impact of 
a pulverized coal power station, the environmental 
impacts of the plant examined in this work are 
small.  A traditional coal plant necessitates coal 
mining, transport, and pulverization, all of which 
take a great deal of energy, infrastructure, and 
labor.   
!"4"#5(6(-7#8)-9#.*:#')*';(&%)*#
In order to have a better understanding of the 
environmental impact of the system, a more 
detailed examination of the combustion process 
and emissions in the boilers is needed.  There are 
also many other plant improvements that will be 
quantified, such as the effects of increased process 
steam use and decreasing the residue carbon in the 
ash.  Finally, the environmental impacts of the 
plant will be expanded and quantified through an 
externality analysis. 
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A thermodynamic analysis is performed on an 88 
MW cogeneration power plant using actual 
operational data.  The turbine is found to have an 
isentropic efficiency of 82.19% and an exergetic 
efficiency of 67.61%.  The boiler is found to have 
energy and exergy efficiencies of 79.78% and 
55.76%, respectively.  The overall plant has a 
thermal efficiency of 25.63% and an exergetic 
efficiency of 25.40%. 

!"#$%&'()*+$,
h, h  enthalpy, kJ/kg, kJ/kmol 

o
fh , o

fh  enthalpy of formation, kJ/kg, kJ/kmol 

r residue carbon, % 
s entropy, kJ/(kg K) 
m  mass flow rate, kg/s 
n  molar flow rate, kmol/s 

d  exergy destroyed, MW 

Q  heat transfer, MW 

W  work, MW 
Greek symbols 
 energy efficiency 
 exergy efficiency 

Subscripts and superscripts 
c combustion chamber 
F G flue gas 
FA  fly ash 
BA  bottom ash 
FW feedwater 
SHS super heated steam 
T turbine 
B boiler 
F    feedwater heaters 
C  condenser 
P plant 
gen generator 
s isentropic 
u useful 
l  loss 
 
 

,
,
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Optical Investigation in a GDI Engine Operating in Homogeneous 
and Stratified Charge Mixture Conditions Fuelled with Gasoline and 
Ethanol 

F rancesco Catapanoa, Paolo Sementab and Bianca Maria Vagliecob 

a Università di Napoli F ederico II , Napoli, Italy 
b Istituto Motori-CNR, Napoli, Italy 

Abstract:  Imaging and UV-visible spectral measurements were carried out in optical spark ignition engine to 
investigate the spray characteristics and flame propagation of gasoline and ethanol fuel for two different engine 
conditions, homogeneous and stratified charge mixture. Measurements were performed in the optically accessible 
combustion chamber realized by modifying a real 4 strokes four cylinder high performance gasoline direct 
injection (G.D.I) engine. The cylinder head was modified in order to allow the visualization of the fuel injection 
and the combustion process using an endoscopic system coupled to a high spatial and temporal resolution ICCD 
detector. All the optical data were correlated to the engine parameters and to the exhaust emissions.  

K eywords:  Ethanol, GDI Engine, Optical Measurements. 

1. Introduction 
In these past few years  strict regulations dealing 
with pollutant emissions of internal combustion 
engine as well as  heavy concerns about the related  
health problems have been the impulse to search 
and use alternative/biological fuels with respect to 
fossil one. Ethanol can be considered one of these,  
because it can be used as a fuel extender for 
petroleum-derived fuels, an oxygenate, an octane 
enhancer, and a pure fuel. The start up to ethanol 
production in the mid 1970s was due to the need to 
develop alternative supplies of motor fuel in 
response to the oil embargoes in 1973 and 1979. 
Then, its use was focused on special markets such 
as in Brazil or Sweden [1-2].  
Many differences between ethanol and gasoline 
are noted down as reported in Table 1. In 
particular, ethanol has a lower heating value 
(LHV), about 60% even if its stoichiometric 
air/fuel ratio is also smaller than gasoline one, and 
therefore, the amount of energy per kg of 
stoichiometric mixture is similar for both fuel. 
Moreover, ethanol has higher research octane 
number (RON). These parameters allow higher 
compression ratios, higher boost in turbocharged 
engines, and higher spark advances before knock 
limit. Ethanol also has a higher vaporization heat 
and in this way the available energy amount per kg 
of stoichiometric mixture to cool the charge is 
three times bigger (about 3.65). This provides 
higher densities in the intake that may increase 
volumetric efficiency mainly in naturally aspirated 
engines with port fuel injection (PFI) engines, or 
better cooling of the in-cylinder charge in naturally 

aspirated and turbo charged direct injection 
engines. This latter feature furthermore reduces the 
knock sensitivity. If direct fuel injection and turbo 
charging are two of the most effective indications 
in advancing the efficiency of gasoline engines, 
there is no doubt in the use of pure ethanol. In 
particular, the effect of inhibiting knock has been 
already tested thanks to the evaporative cooling 
from direct ethanol injection and its high octane 
rating [3-5]. The chemical composition of ethanol 
requires larger amounts of fuel to be injected, thus 
leading to the danger of oil dilution with direct-
injected combustion concepts. 
Direct injection and turbo charging may therefore 
optimize pure ethanol-fuelled engines to a level of 
performance that exceeds gasoline engine 
efficiency, 
higher octane number and vaporization heat.  
In order to contribute to these improvements, some 
non intrusive measurements in the cylinder must 
be performed so that the related chemical and 
physical events can be assessed. Various 
experimental studies were carried out in optically 
accessible closed vessel, model combustion 
chamber, and rapid compression machines and 
only recently in optical engine in order to study the 
ethanol blends combustion process [6]. In 
particular, combined optical techniques were used 
in order to analyze the fuel spray distribution and 
evaporation, mixture preparation and self-ignition 
[7]. 
This paper deals with imaging and spectral 
measurements of the natural emissivity both in the 
visible and in the near UV inside an optically 
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accessible engine. Just few works have been 
carried out in SI ethanol fuelled engines whereas 
the ultraviolet-visible spectroscopy of gasoline 
engine has been widely studied [8]. 

Fuel property E thanol Gasoline 
Formula C2H5OH   C4 to C12   

Molecular weight 46.07  100 105   
Density, kg/l, 15/15 °C 0.79  0.69 0.79   

Boiling point, °C 78  27 225   
Vapor pres., kPa at 38 °C 15.9  48 103   
Specific heat, kJkg-1K-1 2.4 2 

Viscosity, mPa s at 20 °C 1.19  0.37 0.44   
Low. heating val., 103 kJ/l 21.1  30 33   

Autoignition temp., °C 423 257 
Flammability lim., Vol %       

Lower/ Higher 4.3/19 1.4/7.6 
Stoichiometric air/fuel 9 14.7 

Octane number 108.6 88-100 
Table 1 F uels chemical and physical properties 
 
Simultaneous use of spectral emissivity and 
imaging measurements in UV-visible range have 
shown to be a powerful tool as well as high speed 
imaging of combustion process thanks to the 
presence in this region of the well-

dical, CH, CN and C2, 
HCO. Moreover, carbonaceous material and CO-O 
can be observed in this spectral range [7]. 
 
2. Experimental Apparatus and 

Procedures 
2.1 E N G IN E  
A spark ignition direct injection (DI), inline 4-
cylinder, four stroke, displacement of 1750 cm3, 
supercharged, high performance engine was used. 
It had a six holes nozzle on the injector tip, 
between the intake valves oriented at 45° angle 
with respect to the cylinder axis, and a valve 
timing variation in order to optimize intake and 
exhaust valve lift for all the engine speed. Further 
details are reported in Table 2. 
 
Vol. cylinder, cm3 435.5 

Bore, mm 83  
Stroke, mm 80.5 

Turbine Exh. gas turbocharger 
Max boost press, bar 2.5  

Valve timing  Ivo 31°,Ivc -1.5°,Evo -21°,Evc 39.5° 
Vol.comp.ratio 9.5:1 

Max power 147.1 kW at 5000 rpm 
Max torque 320.4 Nm at 1400 rpm 

Table 2 Engine specifications 
A quartz pressure transducer was installed into the 
spark plug in order to measure the combustion 
pressure. The in-cylinder pressure, the rate of 

chemical energy release and the related parameters 
were evaluated on an individual cycle basis and/or 
averaged on 500 cycles [9]. 
An optical sapphire window (5 mm diameter) was 
installed in the engine head in the 4th cylinder. It 
allowed a view of the combustion chamber by an 
endoscopic probe. With this configuration, the 
endoscope field of view turned out to be exactly 
centered in the combustion chamber and was 
perpendicular to the axis of the cylinder, and then 
perpendicular to the plane of tumble motion. 
Using an endoscope with a viewing angle of 70°, it 
was therefore possible to classify an area that 
included the spark and the fuel injection.  
 
2.2 OPT I C A L APPA R A T US  
Imaging and polychromatic chemiluminescence 
measurements from ultraviolet (UV) to visible 
were performed by means of the optical 
experimental set-up shown in Figure 1.  

!"#$%&'(#%#&

)*+,#-.

/001

)*+,#-.

)*
(2&&'&

)*
32-4'3

 
F igure 1 Sketch of the experimental setup for optical 
investigation and detail of the combustion chamber. 
 
The injection and combustion phases were 
detected through an optical access on the head and 
an endoscopic probe coupled to a high spatial and 
temporal ICCD (Intensified Charge Coupled 
Device) camera. The camera had high sensitivity 
both in the UV and visible range; it had an 
intensified charge coupled device. In order to 
characterize the injection phase an intense strobe 
lamp was introduced in the spark location and 
Nitrogen gas flowed into the chamber. The images 
were recorded through an optical access on the 
engine head and an endoscopic probe. 
Chemiluminescence signals, due to radical 
emission species, were detected in the central 
locations, between the sparkplug and the piston 
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bowl of the combustion chamber with high spatial 
resolution. 
Chemiluminescence signals were collected and 
focused on the entrance slit of a spectrograph 
through an UV-Visible objective. Spectrograph 
was 15 cm focal length, f/4 luminous, and 
equipped with a grating of 300 g/mm, blazed at 
300 nm, with a dispersion of 3.1 nm/mm. The 
spectral image formed on the spectrograph exit 
plane was matched with a gated intensified CCD 
camera. Data were detected with the spectrograph 
placed at two central wavelengths, 325 and 575 
nm, respectively, and the intensifier-gate duration 

in the timing of the different investigated events. 
Engine synchronization with ICCD camera was 
obtained by the unit delay connected to the signal 
coming from the engine shaft encoder. 
All experiments were made by measuring the in 
cylinder combustion pressure, exhaust emissions 
and performance. 

3. Result and Discussion  
All the tests presented in this paper were carried 
out at engine speed of 1000 rpm, minimum load 
and cold condition (T=323 K) using gasoline and 
ethanol. The absolute intake air pressure and 
temperature are fixed at 300 mbar and 303 K, 
respectively. The spark timing was fixed to 
operate in the MBT (Maximum Brake Torque) 
condition (12° BTDC). The fuel injection occurred 
always at fixed pressure of 30 bar. 
Two different fuel injection strategies and two 
different fuels were tested. Initially, homogeneous 
charge condition (HC1) and stratified charge one 
(SC1) were taken into account and then the effect 
of ethanol injection was examined. In particular, 
by  using ethanol the injection duration was longer 
to operate in stoichiometric condition due to the 
different ethanol stoichiometric air fuel ratio as 
reported in table1. 
For all the test cases, the injection duration was 
chosen to obtain stoichiometric equivalence ratio, 
as measured by a lambda sensor installed at the 
engine exhaust. More details about the engine 
operating conditions are reported in Table 3. 
It is particularly important to note that the in 
cylinder pressure at SOI (Start Of Injection) was 
different for each conditions. In particular the SOI 
of SC2 condition was set to 60 CAD BTDC in 
order to achieve the best combustion stability in 
this engine condition. 
 
 

 
test Charge Condition DOI 

[°ca] 
SOI ATDC 

[°ca] 
Pressure 

@ SOI [mbar] 
HC1 Homogeneous 4.8 -265 295 
SC1 Stratified 4.8 -70 680 
HC2 Homogeneous 7.2 -265 295 
SC2 Stratified 7.2 -60 920 

Table 3 Engine operating conditions 
 

 
F igure 2 Pressure signal averaged on 500 consecutive cycles 
for the conditions of Table 3. 
 
Figure 2 reports the pressure averaged curves for 
the selected conditions. The related Indicated 
Mean Effective Pressure (IMEP) and Coefficient 
of Variation (COV) are listed in Table 4. Data in 
Fig. 3 and Table 4 show an improvement in terms 
of combustion stability between homogeneous and 
stratified charge condition. Nevertheless, pressure 
measurements and derived engine parameters give 
global data and do not allow following locally the 
combustion process [10]. 

test IMEP 
[bar] 

COV 
IMEP [%] 

CO 
[%] 

HC 
[ppm] 

Opacity 
[%] 

HC1 0.8 19.34 0.4 170 2.5 
SC1 0.8 8.4 1.4 1070 5.6 
HC2 0.8 15 0.45 175 0.7 
SC2 0.8 5.9 0.6 400 1.2 

Table 4 Engine performance and exhaust emissions for both 
fuels investigated 
 
For this purpose, optical techniques have been 
adopted in order to have detailed information on 
thermo and fluid dynamic phenomena that occur 
into the combustion chamber. 
 
3.1 Injection Phase 
Gasoline Injection 
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Figure 3 (a) reports a selection of images for the 
engine running in homogeneous charge condition 
at start of injection (SOI) 265°CA BTDC. 
In this condition the spray shows a rapid 
vaporization of the fuel and a good 
homogenization of the charge due to the 
significant air motion in the cylinder. At the 
injection start, the intake valves are open and the 
piston is descending, the air motion is mainly 
determined by the intake duct shape that provides 
a strong tumble motion. The tumbling motions 
enhance fuel vaporization and fuel-air mixing. On 
the other hand, for stratified charge condition (SOI 
at 70° ca BTDC), the piston is in the compression 
phase, the intake valves are closed and the piston 
bowl causes the tumble motion in the opposite 
direction. In this condition the spray is led to the 
spark plug by the air motion and the bowl and a 
little amount of fuel impacts on the piston surface 
forming a fuel film not completely vaporized. 

  
F igure 3 Images detected in the cylinder during the fuel 
injection phase for gasoline. 
 
This creates fuel-rich regions with high density of 
low-volatile fuel compounds contributing to the 
higher level of HC measured at the exhaust than 
the homogeneous charge combustion condition. 
Moreover, these deposits of fuel generate locally 
fuel-rich zones that ignite when the normal flame 

front reaches them. (figure 5) When the flame 
front propagates up to the piston bowl region, it 
induces a diffusion-controlled flame that produces 
high soot concentration at the exhaust too. These 
results agree with literature data [11-12]. 
 
Ethanol Injection 
A second series of images was obtained in the 
ethanol fuelled engine. The reduced image 
sequence reported in Figure 4 gives the spray 
evolution for HC2 (a) and SC2 (b). 
The same effect was observed in the spray images 
as previously discussed. 
Observation of the injection process has 
furthermore revealed that in the homogeneous 
charge conditions (0.2 bar of cylinder pressure) 
there were some fundamental differences in the 
ethanol and gasoline sprays.  

 
F igure 4 Images detected in the cylinder during the fuel 
injection phase for ethanol. 
 
The different characteristics were evident on the 
ethanol images, which allowed the six individual 
plumes to be clearly seen in contrast to the 
gasoline one which shows a single cloud.  
That originates probably from differences in the 
liquid properties of alcohol fuels compared to the 
hydrocarbons typically found in gasoline. Ethanol 
has a viscosity more than double when compared 

a      b 

a    b 
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to the main gasoline hydrocarbon components 
such as pentanes, octanes and xylenes [6]. 
Increasing the in cylinder pressure to 0.9 bar, at 
the SOI of stratified condition, the spray is less 
open than the ethanol homogeneous case (Fig. 4b). 
This means that the effect of liquid properties is 
less with respect to the gasoline injection at the 
same pressure. 
 
3.2 Combustion Phase 
Figure 5 shows a selection of images detected in 
the combustion chamber for the HC1 and SC1 
engine conditions. The evidence of spark ignition 
is represented by a luminous arc near the spark 
plug. It occurs around 12 CAD BTDC. The spark 
luminosity persisted until 6 CAD BTDC when the 
flame kernel was well observable, even if its 
luminosity was much lower than the spark. Then 
the flame kernel moves from the spark plug with 
different trend due to the different distribution of 
air-fuel ratio in the two injection strategies. In the 
condition with SOI at 265 CAD the flame front 
moves with a radial like behaviour. While, for the 
strategy with SOI at 70 CAD, there is a strongly 
asymmetry in the flame front, the flame has a 
preferential propagation mode, since it reaches 
first the cylinder walls in the injector region. 
The flame front propagation depends mainly on 
the turbulence and the air- ; in 
particular it increases with the increase of 
turbulence and the 
can be assumed similar in the two investigated 
conditions, which differ only for the SOI, while, 
the AFR distribution is totally different. In the 
stratified combustion condition the injector 
sprayed the fuel through the piston bowl on the 
spark plug, and the air motion due to the piston 
bowl surface allows to a small amount of fuel to 
get into the exhaust valves region, this effect is 
amplified during the little time between the 
injection and the spark start. Therefore, the 
presence of rich mixture in the bowl region, near 
the injector, has direct effect on the flame 
evolution in terms of kernel propagation, velocity 
but also on the cyclic variability and flame 
stability [13] as shown in table 4. Figure 6 reports 
a selection of images obtained in the engine 
fuelled with ethanol for the injection strategies 
with SOI 265° and 60°ca BTDC, respectively. 
Also in this case it is possible to observe a 
different flame front evolution to confirm the 
different air-fuel ratio distribution. 

 
F igure 5 Images detected in the cylinder during the 
combustion phase for gasoline. 

In particular, in the HC2 the flame front has a 
radial like behaviour, while, in SC2, it is 
asymmetric, with elongated shape in the injector 
direction. In this case the difference between the 
stratified and homogeneous flame front are less 
evident with respect to the gasoline one. 
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F igure 6 Images detected in the cylinder during the 
combustion phase for ethanol. 
 
For the two fuels it is clear that the stratified flame 
front, in the first phase of combustion, spreads 
faster than the homogeneous case; this is due to 
the lower lambda in the piston bowl region. Then, 
around 12 CAD ATDC, the flame size becomes 
similar, and finally greater in the homogeneous 

case, probably because the mixture near the 
cylinder walls is richer than the stratified one. 
Some clear differences, due to the fuel, can be 
seen in terms of presence of small diffusive 
flames. In the gasoline case, several bright spots 
were detected in the burned gas before the flame 
front reached the chamber walls. Bright spots were 
due to the ignition of the fuel-rich zones created by 
the fuel droplets stuck on the piston surfaces and 
near the valve. The ignition was induced by 
normal flame propagation. 

 

 
F igure 7 Centroid of luminosity for engine fuelled with 
gasoline (a) and ethanol (b). 
 
A retrieving procedure of the optical data was 
realized to process each image. In this way it was 
possible to evaluate the luminous signal locally in 
each point of the combustion chamber and 
calculate the centroid of luminosity. 
Figure 7 a and 7 b show the evolution of the 
centroid of luminosity in the two investigated 
conditions, for Gasoline and Ethanol respectively. 
It can be observed that, in the stratified condition, 
the flame front propagates rapidly to the right in 
the injector direction due to the charge 
stratification, while in the other condition the 
centroid of luminosity position is located near the 
cylinder central axis. 
To confirm this result Figure 8 reports the heat 
release and heat release rate of the selected 
conditions. As you can see, combustion 

a) 

b) 
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performances are different for two injection 
strategies and for two fuels. 

 
F igure 8 RO HR and HR averaged on 500 consecutive cycles 
for the conditions of Table 3 

 
In the SC1 and SC2 case, higher pressure values 
and heat release were measured and evaluated 
until around 40°ca ATDC. At this time a crossing 
for the selected cycles was observed both in the 
pressure signals and heat-release curves, these 
signals remained lower than in the homogeneous 
one until the opening of the exhaust valves. This 
effect seems to indicate that in homogeneous 
charge combustion the process starts later but a 
higher amount of fuel and oxygen burns. Thus, the 
stratified strategy induces less efficient fuel 
consumption during the flame front propagation 
and more fuel is available to HC and soot 
production.  
In terms of different behaviour between the two 
fuels Fig. 8 revealed that at ignition timing the 
ROHR for ethanol was lower, it is probably due to 
lower in-cylinder temperatures being higher 
injected quantity and cooling capacity. However, 
after ignition the ROHR rise was faster than 
gasoline. 

The phasing of combustion defined by the location 
of peak pressure was faster and the peak pressure 
was higher by 1.5 bar for Ethanol.  
Similar trends are shown (Figure 8) by the integral 
heat release. 

 
F igure 9 Spectra measured for homogeneous charge 
condition a) gasoline and b) ethanol. 
 
In order to identify the chemical species that 
featured the flame, natural emission spectroscopy 
was applied in the combustion chamber. Figure 9 
reports the spectra detected for gasoline and 
ethanol, for different crank angles. 
It can be noted that the spectra showed two peak 
centered at 280 nm and 309 nm due to OH radical 
emission. Moreover, a broadband emission, from 
250 to 500 nm, was detected only for gasoline. 
This band was due the convolution of HCO Vayda 
bands from 250 nm to 410 nm, and HCHO 
Emeleus bands from 340 nm to 523 nm [7]. 
Moreover, for the ethanol it seems to be absent 
any HCO band and it is always observed a strong 
peak centred at 431 nm due to the CH. In the late 
combustion phase (50 CAD ASOS) spectra 
measured were characterized, only for gasoline, by 
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a strong continuous contribution that increased 
with the wavelength in the visible range. This 
band, typical of blackbody emission is due to the 
soot particles. It is a confirmation of the higher 
exhaust emission, in terms of opacity value, for 
gasoline than ethanol. 
 

Conclusions 
The effects of the fuel and the injection strategies 
on the combustion process and on the pollutant 
formation in a real high performance GDI SI 
boosted engine were investigated. The engine was 
equipped with an endoscopic probe and light unit 
fiber in order to visualize the injection and the 
combustion. The engine worked at 1000 RPM, idle 
load, cold condition, and stoichiometric equivalent 
ratio. 
The effect of different SOI, in order to obtain 
homogeneous and stratified charge mixture, was 
investigated and two fuels, gasoline and pure 
ethanol, were tested.  
Gasoline spray was more sensible to air motion 
and changes in cylinder pressure. On the other 
hand ethanol spray plumes were thinner, more 
compact and not sensitive to change SOI (in 
cylinder pressure).  
The effect of the different fuel injection strategies 
on the flame propagation, distribution and speed 
were evaluated. 
In particular for both fuels the stratified flame 
front, in the first phase of combustion, spreads 
faster than the homogeneous case, due to the A/F 
ratio distribution, moreover the burning of fuel 
impinged on the piston bowl produces more soot 
and HC. 
Ethanol showed the higher peak pressures and 
faster burning rates compared to gasoline. 
The ethanol flames show a smaller number of 
bright spots than gasoline, may be associated with 
lower levels of soot.  
The use of ethanol coupled to stratified charge 
strategies allowed the improvement in the 
performances stability and the reduction in the 
exhaust particulate matter and HC. 
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Abstract: In the next future, small internal combustion engines still can be optimized in terms of 
combustion efficiency, of the cycle-to-cycle stability control, fuel consumption and pollutant exhaust 
emissions. To this aim it is necessary to better understand the fluid dynamic and thermo-chemical 
phenomena occurring in these complex systems. The objective of the present study is to analyze the 
effect of fuel injection mode on the in-cylinder mixture formation, combustion process and exhaust 
emission. In particular the change of phasing and the splitting of the fuel injection (double injection 
strategies) were tested. Specific fuel injection strategies were proposed as technological inexpensive 
key for the reduction in fuel film deposits and the improvement of the combustion process efficiency. 
The cycle resolved visualization was used to study the flame kernel inception, to follow the flame front 
propagation and to investigate the in-cylinder pollutant formation and emission. 

Keywords: Optical diagnostics; SI Small Engine; Fuel Consumption; Pollutants Emission.

1. Introduction  
One of the most interesting innovation path for the 
reduction in fuel consumption and pollutants 
emission is shift from gasoline-powered vehicles 
to electric-powered vehicles. The shift would have 
several concrete benefits on the local air quality in 
the densely packed cities. This effect could be very 
important in some countries as China, India and 
other non-OECD countries that suffer pollutant 
and traffic problems caused by the rapid 
urbanization. Moreover the electric-powered 
vehicles would reduce the dependence on 
imported petroleum [1
While the public transit systems are well reacting 
to the electric-power conversion, there are 
resisting forces in the two-wheel vehicle market, 
especially for scooters and motorcycles. The 
superior performance of gasoline-powered 
motorcycles is a powerful limiting factor. The 
growth in the EPV market is dependent on 
continuous improvement in battery cost and 
performance. 

]. 

The role of the two-wheel vehicles in the above 
mentioned countries is fundamental because they 
represent the low-cost form of private transport in 
small and medium size cities where public transit 
service is limited or the city is geographically 
disperse. Moreover, future mobility analysis and 
transport trend studies demonstrated that in the 

next decade, the two-wheel vehicles and the small 
engine vehicles will be more and more widely 
used for transportation in urban areas [2, 3, 4

The objective of the present study is the analysis 
of fuel injection mode effects on mixture 
formation, combustion process and exhaust 
emission. In this work, specific fuel injection 
strategies were suggested as technological 
inexpensive key for the reduction in fuel film 
deposits and for the improvement of the 
combustion process efficiency. In particular the 
phasing was changed and the fuel injection was 
split (DIS_Double Injection Strategy). 

]. 
Almost all these vehicles is equipped with port-
fuel-injected (PFI) spark ignition (SI) engine. 
Processes in PFI engines were reasonably well 
understood thanks to synergy between the 
experimental diagnostics and numerical 
methodologies. On the other hand, still little work 
has been done for two-wheel vehicle engines. The 
optimization of the two-wheel vehicle engine 
efficiency especially at low speeds and high loads 
is required to satisfy the future emission and fuel 
consumption standards,. The proposal of low-cost 
solutions for this target would be desirable. For 
this goal the improvement in the basic knowledge 
of the thermo-fluid dynamic phenomena occurring 
during the injection and the combustion process is 
necessary.  
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Different starts of injection or phasing were tested: 
 fuel injection at intake valves closed (CV); 
 fuel injection at intake valves open (OV);  
 fuel injection at intake valves opening (CV-OV);  
 fuel injection splitting (DIS_Double Injection 
Strategy).  

The tested engine conditions were detailed in 
Table 1. The valve timing diagram is shown in 
Figure 1. 
For each condition the fuel injection duration was 
fixed to obtain the same IMEP (Indicated Mean 
Effective Pressure) value averaged on 400 
consecutive engine cycles. In particular the value 
of 7.0 bar with standard deviation lower than 0.1 
bar was considered, as shown in Figure 2. The 
electronic spark timing was fixed to operate at the 
maximum brake torque. 
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Figure 1. Valve-timing diagram 

The thermal evolution and fluctuation of the 
pressure signal due to the cyclic variation was 
satisfactory, as reported in Figure 3. It shows the 
trend of the maximum combustion pressure value 
with the related standard deviation values reported 
as error bars. This result demonstrated that the heat 
transfer among the different components of the 
optical engine could be considered negligible. 
Pressure measurements give useful and real-time 
cycle-resolved information on the combustion 
process. On the other hand they don’t allow a local 
analysis that is necessary for detailing the thermal 
and fluid dynamic phenomena that occur in the 
combustion chamber. Optical techniques are 
powerful tools for this kind of investigation even if 
they are high-costs methodologies. They need 
specific engines and instrumentations and often 
are not user-friendly. In this work, optical 
techniques based on high spatial resolution and 

cycle resolved visualization were applied to 
characterize the combustion process for different 
injection modes. 

 
Figure 2. Standard deviation of IMEP measured in the 

combustion chamber and averaged on 400 
consecutive engine cycles. 

 
Figure 3. Maximum in-cylinder pressure signal 

averaged on 400 consecutive cycles. The error 
bars correspond to the standard deviations. 

In a port-fuel-injected (PFI) engine, the fuel is 
generally injected at the backside of a closed 
intake valve to take advantage of the warm valve 
and port surfaces for vaporization. However, a 
large part of the injected spray is deposited on the 
intake manifold surfaces and form a layer of liquid 
film on the valve and port surfaces. The film needs 
to be re-atomized by the shearing airflow as the 
intake valves open. If these fuel layers are not well 
atomized they enter the cylinder as drops and 
ligaments [ 8  - 12]. These phenomena occur in 
varying degrees and depend upon the engine 
design, injector location and engine operation. 
Potentially, the fuel can enter the cylinder in a 
poorly atomized state, leading to increased 
unburned hydrocarbon emissions. This is 
particularly true during cold operation, when 
evaporation is low. In the small engines, such as 
scooter and small motorcycle engines, the fuel 
injection occurs in intake manifold smaller than 
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light-duty vehicle engines, increasing the criticism 
of fuel-wall interaction. Previous experiments in 
similar engine conditions demonstrated that the 
injector sprayed the fuel towards the plate between 
the intake valves and on the intake valves steams. 
The droplets impingement induced fuel deposits 
formation on the intake manifold walls. The fuel 
deposits were drawn by gravity on the valve head 
where they remained as film due to the surface 
tension. At TDC (Top Dead Centre), the intake 
valves lift is around 1 mm as shown in Figure 1. 
From this point, part of the droplets was carried 
directly into the combustion chamber by the gas 
flow. The droplets sucked in the combustion 
chamber stuck on the cylinder walls and on the 
piston surface.  
The fuel film around the valves and the fuel 
droplets on the combustion chamber walls created 
fuel-rich zones that developed dynamically under 
the effect of the gas flow influencing the 
composition of the mixture and hence the 
combustion process [8, 13]. 

 
Figure 4. Cycle-resolved flame visualization detected 

for the CV condition. 

To better understand this phenomenon, cycle 
resolved digital imaging of the combustion process 
was performed. Figure 4 reports the flame 
propagation detected in the combustion chamber 
for the CV condition. The evidence of spark 
ignition was represented by a luminous arc near 
the spark plug. It occurred around 21 CAD BTDC 
(Crank Angle Degrees Before Top Dead Centre) 
and it persisted until 17 CAD BTDC. At this time 
the flame kernel was already observable, even if 
its luminosity was very lower than the spark. Then 
the flame kernel was well resolvable and it moved 
from the spark plug towards the cylinder walls. 

Similar results were observed in the other selected 
engine conditions, as shown in Figures 5-7. 

 
Figure 5. Cycle-resolved flame visualization detected 

for the CV_OV condition. 

 
Figure 6. Cycle-resolved flame visualization detected 

for the OV condition. 

 
Figure 7. Cycle-resolved flame visualization detected 

for the DIS condition. 
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Figure 8. Flame emission detected at 11.1 CAD BTDC 

for four engine cycles. 

 
Figure 9. Flame emission detected at 7.8 CAD BTDC 

for four engine cycles. 

In order to calculate the engine cycle variability of 
flame kernel, combustion images were acquired at 
the same crank angle for several consecutive 
cycles for each operating condition. Figures 8 and 
9 report flame emission images detected at 11.1 
and 7.8 CAD BTDC for four engine cycles. The 
integral luminosity measured at 7.8 CAD BTDC 
evaluated on 400 consecutive cycles is shown in 
Figure 10 together with the related standard 
deviation, the average deviation and the variance 
for each tested condition. The highest cycle-to-
cycle variation was evaluated in the CV_OV 
condition; whereas the most stable kernels were 
the OV and DIS conditions. The kernel variability 
seems to be correlated to the wrinkling of the 
flame front outline due to the combustion reaction 

zone, as it can be observed in Figures 4-7. The 
negative curvatures in the flame front are due to 
non-homogeneous local distribution of the fresh 
mixture in the combustion chamber. This 
influenced the subsequent evolution of the flame 
propagation [ 14 , 15 ]. In fact, around 4 CAD 
BTDC, the flame front shape showed more evident 
negative curvature and an asymmetry especially in 
the CV condition. This result is detailed in Figure 
11 where the flame front outlines are evaluated by 
fixing a threshold according to the metric 
technique [16]. In the CV conditions, the flame 
reached first the cylinder walls in the exhaust 
valves region. This effect was due to the fuel film 
deposited on the intake valves that created fuel 
reach zones in the combustion chamber that 
slowed down the flame propagation. 

 
Figure 10. Percentage variation with respect to the 

mean value of the integral luminosity measured 
at 7.8 CAD BTDC on 400 consecutive cycles. 

CV

CV-OV

OV

DIS

 
Figure 11. Flame front outlines evaluated at 4.5 CAD 

BTDC for the selected cycles. 
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Moreover, as clearly shown in Figures 4-7, several 
bright spots were detected in the burned gas before 
the flame front reached the chamber walls. As 
discussed in previous works [5, 6, 17

An evident difference in the flame propagation for 
the tested engine conditions was observed around 
TDC. In fact, when the flame front reached the 
intake valves, an abnormal combustion took place 
and strongly luminous flames outlined the valves. 
Theses flames persisted well after the normal 
combustion event. 

] the bright 
spots were due to the fuel deposits on the sapphire 
window caused by the strip atomization of the fuel 
squeezing. The fuel deposits created fuel-rich 
zones with sub-millimeter size that ignited when 
reached by the normal flame front. When the fuel 
injection occurred totally or partially in open-valve 
condition the effect was enhanced by the partial 
carrying of the injected fuel droplets directly into 
the combustion chamber due to the gas flow. An 
amount of the droplets stuck on the cylinder walls 

and a part was deposited on the piston surface. The 
fuel injection splitting reduced the number of 
bright spots if compared to OV condition and their 
size if compared to the CV_OV condition. This 
result demonstrated a reduction in fuel droplets 
impingement on the piston surfaces. 

 

 
Figure 12. Cycle-resolved flame propagation detected in the late combustion phase. 

The effect can be observed in Figure 12 that 
reports the last phase of the combustion process 
for the conditions shown in Figures 4-7. The 
abnormal combustion was correlated to the fuel 
film amount deposited on the intake valves. The 
fuel impinged on the intake manifold walls were 
drawn by gravity on the valve head where they 
remained as film due to the surface tension. The 
fuel layers were squeezed and only partially 

stripped. When the flame approached the intake 
valve region, the increasing heat exchange 
between the intake ports and the surrounding gas 
led to the fuel film evaporation. The residual fuel 
layers burned creating abnormal flames [18
The higher fuel amount near the intake valves in 
the CV and CV_OV conditions induced more fuel-
rich zones. When the fuel injection occurred at 

]. 
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open-valve, fuel deposition was reduced, some 
droplets were sucked in the combustion chamber, 
then they stuck on the cylinder walls and on the 
piston surface. During the CV_OV condition, the 
high level of micro-turbulence near the valve port 
gap was not able to induce a vaporization stronger 
than CV condition or a droplet flow towards the 
chamber as in OV. The droplets number increased 
because of the simultaneous effects of collision 
and coalescence. In the double injection strategy 
(DIS) the duration of interaction between air-flow 
and fuel droplets increased. The fuel vaporization 
improved and the fuel layer amount decreased. 
The reduction in mean droplets size also reduced 
the fuel deposits on the piston surfaces. The 
diffusion-controlled flame luminosity in DIS 
condition was lower than in single injection. 

 
Figure 13. CO2 and HC percentage variation with 

respect to CV condition measured at the exhaust 
averaged on 400 consecutives cycles. 

 

Figure 14. NOx and CO percentage variation with 
respect to CV condition measured at the exhaust 
averaged on 400 consecutives cycles. 

Previous spectroscopic investigations proved that 
the abnormal combustion due to fuel film burning 
was characterized by diffusion-controlled flames. 
The flame spectra showed a strong continuous 

contribution that increased with the wavelength in 
the visible range, typical of carbonaceous 
structures and soot [19, 20

8

]. Thus the abnormal 
combustion luminosity was associated with 
particulate and HC concentration in the 
combustion chamber. The in-cylinder results agree 
with exhaust measurements and with literature [ ].  
As shown in Figure 13, the highest HC level at the 
exhaust was measured for CV-OV condition while 
the lowest value was obtained in the double 
injection condition (DIS). The better fuel-air 
mixture that occurred in the open valve fuel 
injection strategy and in particular in the double 
injection case, reduced the CO2 concentration. 
Since the IMEP value was the same for the tested 
conditions, these results demonstrated a reduction 
in fuel consumption in DIS case. 
The typical trade-off between NO and CO was 
measured, as reported in Figure 14. NO decreases 
and CO increases together with the HC decrease 
for OV and DIS condition. This result can be 
caused by a reduction in thermal and prompt NO. 
Prompt NO is formed in the near-burner area by 
rapid reactions between hydrocarbon radicals and 
nitrogen that are relatively insensitive to 
temperature. It is assumed that HCN is formed 
through the reaction between the hydrocarbon 
fragment CH2 and N2. The product species, as 
HCN, are subsequently transformed into other 
species and in particular in CO. 
 

Conclusions 
The target of optimizing the small engines for 
urban cars and two-wheel vehicles needs the 
detailed knowledge of thermo-fluid dynamic 
phenomena occurring during the injection and the 
combustion process. In this work the effect of the 
fuel injection mode on mixture formation and 
combustion process was investigated. Cycle 
resolved visualization was used, it was supported 
by post-detection image procedures and by in-
cylinder and exhaust conventional measurements. 
Different starts of injection were tested. Moreover 
a Double Injection Strategy (DIS) was studied and 
suggested as low-cost solution for the reduction in 
the wall wetting and fuel film deposits formation. 
The wall wetting makes a precise control of fuel 
delivery very difficult. The over-fuelling in port 
fuel injected gasoline engines is required to 
compensate for wall wetting and the poor 
evaporation process especially under cold starting 
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conditions. Since the diffusive flames used the 
oxygen not completely consumed after the normal 
flame front propagation, the exhaust evaluation of 
oxygen level and the lambda control strategies 
could be strongly misleading. The interaction 
between the flame front and the fuel film deposits 
on the intake valve and on the cylinder surfaces 
determined the inception of diffusion-controlled 
flames that persisted after the normal combustion 
event and caused the formation and emission of 
soot and unburned hydrocarbons. The fuel 
injection splitting induced a more homogeneous 
distribution of fuel-air charge. The effect was a 
reduction in HC and NOx emission at fixed engine 
performance. Moreover, CO2 and fuel 
consumption reduction were measured. 
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Experimental comparison of the brake performance of a 
spark ignition engine fuelled with gasoline and LPG 

Massimo Masia

a Department of Mechanical Engineering, University of Padova, Italy 

Abstract:  The use of LPG as alternative fuel to gasoline is common practice in spark ignition internal 
combustion engines. In the past, the main reason for the use of LPG as fuel was merely due to the 
lower cost for the final user in comparison with gasoline. However, there are theoretical reasons to 
consider LPG as a very attractive fuel for internal combustion engines. Nowadays, there is a 
continuously increasing stock production of dual-fuel (gasoline-LPG) passenger car models. Despite of 
that, doubts about the real performance worsening in LPG operation still exist. The paper deals with 
the theoretical advantages of using LPG as fuel for spark ignition internal combustion engines. Brake 
performance derived from experimental analyses at the test bed of a passenger car engine fed either 
with gasoline and LPG are analysed and compared. The engine designed to operate with gasoline has 
been equipped with one of the more recent standard kit for the dual-fuel engine operation. The 
performance decrease in LPG operation are discussed both in steady state and transient condition. 

Keywords:  LPG, dual-fuel SI engine, gaseous LPG injection, LPG ICEs performance. 

1. Introduction 
Liquefied petroleum gas (LPG) is a mixture of 
hydrocarbons, mostly propane (C3H8) and butane 
(C4H10) isomers. The composition of LPG depends 
on its final use and varies greatly according to 
seasons, countries, properties of the supply crude 
oil/gas used and refining processes. Today’s 
European LPG is a by-product derived almost 
equally from natural gas (NG) extraction (55%) 
and petroleum refineries (45%). The commercially 
available LPG for the automotive market has to 
comply with a standard [1] that does not define 
compositions, but limits fuel properties only. As a 
rule of thumb, countries having relatively cold 
climates tend to use a higher propane percentage, 
while warmer countries mostly use butane (see 
Table 1).  
Although the LPG derived from refineries contains 
a very small sulphur amount, LPG (with NG) is 
considered as the most ecological fossil fuel 
because it has a low carbon-hydrogen ratio, high 
purity, no toxicity, no corrosive activity, and does 
not contain aromatic hydrocarbons. Many studies 
attest that the emissions from LPG powered 
vehicles are lower than those from the gasoline 
fuelled equivalents. Besides the obvious reduction 
in carbon dioxide (CO2) emission, Snelgrove at al. 
[2] report lower emissions of hydrocarbons (HC, -
40%) and of carbon monoxide (CO, -60%) over 
the European Test Cycle at 25°C. The emissions of 

nitrogen oxides (NOx) from LPG fuels measured 
by Newkirk et al. [3] are lower than those from 
gasoline. 
The advantages of LPG fuelling in burn rate, lean 
mixture limit, anti-knock performance and 
pollutants emission have been studied by 
Campbell et al. [4]. They present the results of an 
experimental campaign carried out on a 1.4 litre 
four cylinder four stroke spark ignition engine 
modified to run with one cylinder fed with gaseous 
LPG. Moreover the authors clearly explain the 
basic design of a common LPG conversion system 
for gaseous fuel operation: an heavy gauge steel 
tank equipped with a pressure relief valve and a 
safety fill stop device stores the saturated liquid 
LPG in equilibrium with its vapour. 

Table 1.  LPG composition as automotive fuel in 
Europe (source Urban 1982). 

Country Propane- Butane (% by volume)
Belgium 50 – 50 
Denmark 50 – 50 
France 35 – 65 
Greece 20 – 80 
Ireland 100 – 0 
Italy 25 – 75 
Netherlands 50 – 50 
Spain 30 – 70 
Sweden 95 – 5 
United Kingdom 100 – 0 
Germany 90 – 10 
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LPG at very low quality flows through the non-
return valve of an evaporating device, driven by 
LPG vapour pressure itself, and completes the 
phase change. In this process, superheating is 
preferably restrained to the minimum extent and 
the minimum pressure value required for a 
satisfactory operation of the delivery system must 
be guarantee. Finally, a gaseous LPG–air mixing 
device provides the reactant mixture to cylinder 
intake. The performance of a recent OEM 
evaporator-pressure reducer device is studied by 
Price et al. [5] both theoretically and 
experimentally. 
The early generation LPG mixers, conventional 
Venturi-controlled devices similar to gasoline 
carburettors, has been surpassed by gas electro-
injectors actuated by an ECU sensing the feedback 
of the exhaust oxygen probe. 
The up-to-date commercially available LPG 
feeding systems (OEM and aftermarket gaseous 
LPG injection systems) are the so-called “third 
generation” systems. These systems perform a 
gaseous LPG sequential multi-point port fuel 
injection managed by a “slave” ECU, which is in 
turn controlled by the main gasoline ECU. The 
opening time pulses of the gasoline injectors 
generated by the main gasoline ECU are acquired 
by the LPG ECU, which multiplies them by a 
factor that accounts for the different duty cycle of 
the LPG injectors. Corradini and Togninelli [6] 
report the details of different techniques and 
strategies to operate gaseous LPG delivery 
systems. Moreover, they describe how the need of 
two ECUs can be avoided by introducing a 
pressure regulation device on the injectors rail in 
order to tune gas pressure to the value which 
makes the injectors duty cycle of gasoline and gas 
equal. 
During the last ten years more and more 
researchers have investigated liquid LPG injection 
by means of both numerical calculations and 
experimental tests (see, e.g., Watson and Phuong 
[7]). Boretti and Watson [8] have recently 
presented a computer model for the analysis of 
LPG fuelled, and compressed natural gas (CNG) 
fuelled, direct injection engines. They consider 
both the homogeneous stoichiometric spark ignited 
and the jet controlled lean stratified jet ignited 
concepts. In spite of the advantages, they find that 
the major challenge is the development of 
adequate LPG injectors. Cipollone and Villante [9] 

consider liquid-phase injection as one of the most 
important aspects of LPG fuelled SI engines and 
use a 1-D mathematical model to study the 
transient phenomena occurring in a LPG injection 
system, focusing the attention on the air-fuel ratio 
and liquid-phase control. 
Lee et al. [10] have analysed the penetration and 
evaporation characteristics of LPG sprays using 
the Schlieren and Laser Induced Fluorescence 
(LIF) methods. Combustion has been visually 
examined and numerical calculations have been 
performed using KIVA-3 to simulate various spray 
and combustion conditions. 
The great interest about liquid injection, the 
continuously increasing stock production of dual-
fuel (gasoline-LPG) passenger car models 
equipped with gaseous LPG delivery systems, and 
the commercial publications claiming that gasoline 
and LPG have almost the same performance, all 
these facts seem to attest that an high optimisation 
degree of gaseous LPG systems has been 
achieved. Nevertheless, doubts about the actual 
performance gap between LPG and gasoline 
operation still exist. 
The paper presents the first step of a research on 
the real performances of the up-to-date gaseous 
LPG port injection systems. After a brief 
discussion about the theoretical advantages and 
drawbacks of fuelling SI internal combustion 
engines with LPG, the brake performance of a 
passenger car engine fed with gasoline and LPG 
are experimentally measured at the test bed and 
compared. Engine design has been converted to 
dual-fuel operation with one of the more recent 
commercial kit. The lower performance obtained 
using LPG instead of gasoline is discussed in both 
steady state and transient operation. 

2. LPG as SI engines fuel 
Engine torque output for a given SI engine only 
depends on the mean effective pressure (mep). 
This is defined as [12]: 

muavindidter H
A
Fmep , . (1) 

The terms in eq. 1 are the ideal cycle thermal 
efficiency ter,id, the indicated efficiency ind, the 
volumetric efficiency v, the air density of the 
engine breathing environment a, the fuel to air 
ratio F/A, the fuel lower heating value (LHV) u 
and the mechanical efficiency m, respectively. 
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Thus, the performance with the two different fuels 
(gasoline and LPG) is different if and only if at 
least one of the terms defining mep in eq. 1 varies. 
The discussion that follows is limited to gaseous 
LPG injection, since this is the case considered in 
the present analysis. 
For a given engine, the thermal efficiency ( ter,id) 
of the ideal air-fuel cycle slightly increases with 
LPG because of its specific heat ratio which 
decreases the overall fuel-air mixture ratio with 
respect to gasoline. 
The indicated efficiency ( ind) could theoretically 
increase with LPG due to a faster flame speed 
(which maintains the pressure at combustion TDC 
and during the expansion stroke higher and 
reduces the heat losses). However Campbell et al. 
[4] state that the burn rates measured for the two 
fuels are not sufficiently different to justify a spark 
advance rescheduling for close-to-stoichiometric 
engine operation. 
Volumetric efficiency ( v), i.e. the parameter 
which mostly affect power output, is worsened by 
gaseous LPG injection. For stoichiometric 
mixtures and for a given cylinder volume, Watson 
and Phuong [7] refer that induced air decreases 
because the 4.03% of air is displaced by LPG 
vapours compared to the 1.65% of fully vaporized 
gasoline. Moreover, gasoline vaporization heat 
helps decrease the temperature, so that the air-fuel 
mixture introduced in the cylinders is denser than 
that in the LPG case. 
Assuming as a first instance that mechanical 
efficiency ( m) is independent from fuel (however, 
the higher inlet manifold pressure in LPG part load 
operation reduces the pumping losses), the product 
of air density ( a), fuel to air ratio (F/A), and fuel 
LHV ( u) has to be discussed. If F/A is the 
stoichiometric ratio, this product is the maximum 
thermal energy that can be released from the 
mixture that contains a unit volume of air at 
reference conditions. This value is almost the 
same, about 3.5 MJ/m3 at ambient pressure and 
15°C, for gasoline and LPG (being slightly higher 
for LPG). 
However, LPG offers the following advantages (in 
addition to the very remarkable feature of reducing 
usual pollutants emissions): 
a) it improves the three-way catalyst efficiency 

and durability (absence of unburnt deposits, 
sulphur and other poisoning substances); 

b) it reduces benzene, toluene and xylene 
emissions; 

c) it reduces engine maintenance and wear (it 
does not interfere with cylinder lubrication and 
increases spark plug life). 

In view of this discussion, it is theoretically 
demonstrated that gaseous LPG injection in a 
gasoline engine (without other changes) reduces 
power output, mostly because of volumetric 
efficiency deterioration, also in the case of equal 
optimisation level of both the fuel delivery 
systems. 
A non-optimised LPG injection systems can 
augment power output deterioration for one or 
both the two following reasons: 
1) an excess of LPG superheating further reduces 

intake air density; 
2) a non accurate LPG metering always reduces 

power output and, in the case of rich mixtures, 
increases emissions and lowers global thermal 
efficiency. 

3. Engine test facility 
The SI engine used for this research is tested in an 
acoustic-insulated cell equipped with an intake air 
fan, which supplies air for engine breathing, 
exhaust extractors, which remove combustion 
gases from the room, and a variable speed 
centrifugal fan, which preserves the engine 
thermal regime (see Fig. 2). 

 

Fig. 2.  The engine at the test bed. 

3.1. Engine 
A four stroke five cylinder 2 litres engine has been 
recovered from the final dismantling of a 
passenger car. This power unit motored with 
minor modifications different vehicle models 
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manufactured by FIAT group S.p.A from 1994 
until 2001. The major specifications of the original 
engine are summarised in Table 2. 
The engine has been transformed for dual-fuel 
operation by an up-to-date aftermarket kit which 
does not differs substantially from most of the 
OEM LPG fuel systems equipping passenger cars 
of many worldwide manufacturers. The LPG kit is 
a sequential multi-point port fuel electronic 
injection system which delivers the LPG in 
gaseous phase in the intake manifolds upstream to 
the gasoline injectors. System basic operation and 
components do not differ from the brief 
description presented in the paper introduction. 

 

Fig. 1.  Evaporator device: heat exchange scheme 
(left); LPG thermodynamic states (right). 

Some additional notes are needed for the 
evaporator, which is one of the most critical 
components of the system. This device has 
actually multiple functions since it provides: 
1) a partial evaporation in the first passage of a 
LPG–engine coolant heat exchanger (1–2 red path 
in Fig. 1). 
2) a pressure reduction obtained by an orifice-
plate system (2–3 red path in Fig. 1). 
3) evaporation completion (with superheating) in 
the second passage of the same LPG–engine 
coolant heat exchanger (3–4 red path in Fig. 1). 
In order to assure the hot flux at the heat 
exchanger sections (1–2 blue path in Fig. 1), the 
evaporator device is mounted on a water circuit in 
parallel to the passengers heating water circuit. 
Thus engine coolant is kept upstream to the 
thermostatic valve which adjusts the coolant flow 
to the main engine heat exchanger. Fig. 1 
summarises the heat transfer in the evaporator 
device (on the left): q1 and q2 are the first and the 
second stadium heat fluxes, respectively, and the 
corresponding LPG thermo-dynamic states are 
drawn on the right. 
LPG metering is controlled by an ECU which 
corrects by a constant factor the duty cycle of 

gasoline injectors. The electro-injectors act like 
chocked flow orifices. In this operating condition 
their mass flow rate (w) follows the well-known 
equation: 

11
22 1

1

0
0 TR

pAw , (1) 

where A is throttle section area, p0 and T0 are the 
total pressure and temperature in the injectors rail, 
 is the specific heats ratio and R is the gas 

constant. Thus, in this operation scenario the 
evaporator device should cope with the other two 
following fundamental functions: 
1) assuring that p0 is always high enough to 
guarantee the chocked flow condition in the 
injectors. 
2) assuring that p0 is kept constant. 
Rail pressure is mechanically managed by this 
evaporator device through a metal spring which 
acts on the orifice plate. The steel spring is partly 
balanced by the action of the manifold absolute 
pressure (MAP) deriving from an adequate linkage 
between the evaporator and the air intake 
manifold. 
The amount of LPG delivered cycle by cycle and 
for any engine operating condition is corrected by 
the feedback of the exhaust oxygen sensor (which 
is actually designed to optimise the amount of 
injected gasoline). 

Table 2.  Engine technical data sheet. 
Parameter Value 
Model FIAT 838 A1.000 
Type 4 stroke 5 cylinder inline SI 
Fuel Gasoline 
Swept volume 1998 cm3

Maximum torque 185 N x m @ 4500 rpm 
Maximum power 107 kW @ 6100 rpm 
Stroke 75.6 mm 
Bore 82 mm 
Combustion chamber Pent-roof 4 valves 
Compression ratio 10 
Distribution Double over-head camshaft 

(DOHC) with intake and exhaust 
variable timing device. 

Fuel metering Multi-point port fuel sequential 
electronic injection 

Exhaust treatment 3-way catalyst with lambda 
sensor 
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3.2. Instrumentation 
The engine is coupled with an eddy current 
electromagnetic dynamometer Borghi-Saveri mod. 
FE-260S (the accuracy is ±2.8 Nm for torque and 
±16 rpm for revving speed measurements). Torque 
and other performance parameters derived from 
torque have been corrected following the ISO 3046-1 
standard [11] (to this end, sensors for ambient air 
temperature, pressure and humidity have been 
adopted). Fuel consumption is obtained by a weight 
measure. The fuel tank is arranged on a load cell 
(digital balance KERN mod. CB24K1N) with a 24 
kg full scale reading, a resolution of 0.001 kg and a 
maximum linearity error of 0.003 kg. The engine 
thermal regime is monitored by 3 temperature 
sensors located at the engine heat exchanger inlet and 
outlet sections and in the lubricant slump. The 
sampling frequency for all these data is 1 Hz. 
The experimental apparatus also provides an 
absolute pressure sensor for the MAP acquisition, 
and 4 temperature and 4 pressure transducers for the 
measure of the thermo-dynamic state of the LPG and 
the engine coolant at evaporator device inlet and 
outlet sections, respectively (stations 1 and 4 of the 
red path and stations 1 and 2 of the blue path in Fig. 
1). Finally an amperometric clamp which capture the 
ECU pulse sent to cylinder 1 ignition coil (its 
resolution is 1 rpm) is used to link the evaporator 
measures with dynamometer data. The sampling 
frequency for this data set is 1 kHz. 
The adopted temperature sensors are K type 
thermocouples with grounded hot junction and 
compensated cables. According to the manufacturer, 
the uncertainty on temperature measurements is 2.5 
K. 
The total data amount is captured by two National 
Instruments  acquisition boards and is managed by 
the software LabView  version 6.2. 

3.3. Experimental campaign 
The performance of LPG fuelled engines is affected 
by the evaporator device in two similar ways: 
1) Different climate conditions alter the heat 

exchange between LPG and engine coolant, 
affecting both the degree of LPG superheating 
and ambient air density. 

2) Different heat exchange (i.e. different extension 
of the evaporator heated surfaces) alter the 
degree of LPG superheating without modifying 
ambient air density. 

Three different test condition has been set to take this 
into account: 

A standard condition Tmed, referring to engine 
operation in Italian middle season (temperature 
of the LPG upstream the evaporator equal to 
25.6°C); 
A more demanding condition Thot, referring to 
engine operation in Italian summer season 
(temperature of the LPG upstream the 
evaporator equal to 31.5°C); 
A different evaporator heat exchange condition 
Tcold, referring to engine operation in Italian 
summer season but with an evaporator device 
with a less heated surface (the temperature of the 
LPG upstream the evaporator equal to 12.7°C 
and ambient air temperature is equal to 30°C). 

More than 150 tests have been performed taking into 
account 4 different loads and 5 different engine 
rotational speed for any test condition. 
At the time of writing technical troubles have 
invalidated some of the more demanding test, in 
particular with reference to the Tcold condition.  
Table 3 shows the summary of the valid steady-state 
acquisitions. 

Table 3.  Summary of the steady-state test campaign. 
Test condition Load Gasoline LPG 
Tmed 100% 27 7 
Tmed 75% 0 7 
Tmed 50% 1 6 
Tmed 25% 2 5 
Thot 100% 0 7 
Thot 25% 0 7 
Tcold 100% 0 5 
Tcold 50% 0 2 
Tcold 25% 0 6 
 

3. Results 
Figure 3 shows the full load brake torque and 
power curves for gasoline operation and the 3 LPG 
test conditions. Maximum torque and power result 
lower than those declared by the manufacturer 
(this depends partly from stock dispersion and 
partly from wear), and a very notable performance 
deterioration appears for all the LPG operation 
condition. In particular, the brake torque (i.e. the 
mep) obtained in LPG operation at Tmed (that is the 
best performance LPG fuelled engine condition 
tested) is more than 20% lower that that obtained 
in gasoline operation. This exceeds the 
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performance reduction expected theoretically 
because of the volumetric efficiency drop. 

0

20

40

60

80

100

120

140

160

180

200

0 1000 2000 3000 4000 5000 6000 7000
engine rotational speed n [rpm]

To
rq

ue
 T

 [N
m

]

0

10

20

30

40

50

60

70

80

90

100

P
ow

er
 P

 [k
W

]

T gasoline T med T hot T cold

P gasoline P med P hot P cold

 

Fig. 3.  Full load brake torque (solid lines) and power 
(dotted lines) in gasoline (green) and LPG 
operation (blue = Tmed, red = Thot, cyan = Tcold). 

In order to check the reliability of fuel metering 
without a direct measurement of volumetric 
efficiency, some considerations can be drawn from 
the fuel consumption diagrams in Fig. 4. The full 
load fuel mass flow rate (c) and the specific fuel 
consumption (sfc) roughly confirm that the LPG 
delivered by injectors is sufficiently correct, 
especially at the low-to-medium regimes in which 
specific fuel consumption indicates a high energy 
conversion efficiency. Since the relation between sfc 
and global thermal efficiency ( ter) of an engine is: 

uter Hsfc1  (3), 

both sfc values (which are not higher than similar 
gasoline fuelled engines) and the LPG LHV (greater 
than gasoline) ensure that the full load thermal 
efficiency of the tested engine never falls below 0.3 
during LPG operation (except for idle regime). The 
behaviour is less clear at high rotational speeds 
(above 5000 rpm). The simultaneous decrease in fuel 
mass flow rate and sfc matches with a volumetric 
efficiency drop hypothesis and seems to confirm the 
reliability of fuel metering. However, the excessively 
low values of specific fuel consumption (i.e. the high 
thermal efficiency) could be interpreted as an 
insufficient fuel delivery masked by the well-known 
wide range tolerated by LPG lean combustion (see 
e.g. [4]). 
Fig. 3 also shows a gradual and continuous increase 
of the gap between full load brake torque curves in 
LPG (Tmed condition) and gasoline operation. This 
trend can be explained by an increase of volumetric 

efficiency deterioration in LPG operation as engine 
rotational speed increases. This relationship is clearly 
shown in Fig. 5, in which manifold pressure relative 
to ambient condition is plotted in different engine 
operating condition. The negative pressure values 
quantify the pressure losses in the intake system 
upstream the injectors. 
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Fig. 4.  Brake specific fuel consumption (solid lines) 
and fuel consumption (dotted lines) in LPG 
operation at different loads. 
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Fig. 5.  Manifold pressure (relative to ambient) for all 
the full load test conditions and for the part 
loads (Tmed condition). 

As is well known, the general form of pressure losses 
p in fluid flows is: 

2

2vp  (4). 

the mean fluid velocity (v) depends on the volumetric 
flow rate that is, in turn, on engine rotational speed. 
On the other hand, the overall pressure loss 
coefficient ( ) depends on piping geometry and 
throttle position. Thus, the reduction of the fresh 
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charge density ( ) make the volumetric efficiency 
decrease progressively for given throttle position and 
rotational speed when the engine switches from 
gasoline to LPG fuelling, or when it operates with 
LPG at Tcold, Tmed, and Thot in this order. 
The excessive superheating occurring in the LPG 
evaporator device in the Thot operating condition 
clearly appears in Fig. 6 (above), which shows the 
change in LPG thermodynamic state operated by the 
evaporator. A satisfactory regulation of the reduced 
pressure, which seems roughly constant, is 
performed, but the device delivers to the injectors a 
gaseous LPG that is at least 10°C hotter than the very 
low quality LPG entering the device. This happens 
even at high rotational speeds, when the heat 
exchange with engine coolant becomes more 
difficult. 
The unattended poor results obtained with LPG 
operation at Tcold need a further discussion. The worst 
brake torque obtained in this operating condition 
seems inconsistent with the volumetric efficiency, 
which is probably higher than in the other LPG test 
conditions. The main reason of this behaviour is 
explained in Fig.6 (below). Because of the low 
temperature of the small supply tank that is peculiar 
of the Tcold tests, the LPG saturation pressure in the 
tank is too low, so that a high quality two-phase flow 
enters the evaporator device becoming: 

too much superheated (the heat flux required to 
complete the vaporisation is too low); 
badly metered (total pressure in the injectors rail 
is too low). 

Some transient measures are now presented about a 
simple test performed both in gasoline and in LPG 
operation. The engine has been forced to abruptly 
change from idling to wide open throttle while the 
load applied by the dynamometer increases with the 
square of the rotational speed. This test simulates the 
unreal scenario of a passengers car engine loaded by 
a mass-less virtual vehicle provided with a given 
aerodynamic drag but without any inertia other than 
that of the engine.  
The transient shows that LPG operation causes a 
performance deterioration greater than that 
observed in the steady-state tests. The time history 
of brake torque and engine speed is plotted in Fig. 
7. The steady-state is achieved after about 6s in 
gasoline operation. Both torque and engine speed 
reach their maximum values roughly 1s later in 
LPG operation (engine reaction is more than 15% 
slower). Moreover, both torque and engine speed 

maximum values are considerably smaller than the 
corresponding values in gasoline operation. Power 
output is heavily penalised as it is almost halved in 
LPG operation. 
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Fig. 6.  LPG thermodynamic states before and after the 
evaporator device in full load operation at Thot 
(above) and Tcold (below). (“in” and “out” 
indicate red sections 1and 2 of Fig. 1). 

4. Conclusions 
The first step of a research on the actual 
performances of an up-to-date gaseous LPG port 
injection systems has been presented. Theoretical 
reasons about the performance reduction of SI 
engines designed for gasoline operation when 
fuelled with gaseous LPG has been discussed. A 
SI internal combustion engine of a passenger car 
has been converted to dual-fuel operation with one 
of the more recent commercial kits and has been 
experimentally tested. The steady-state global 
performance results lead to the major conclusion 
that the noticeable performance deterioration in 
LPG operation is mainly due to a deterioration of 
volumetric efficiency, which appears to get worse 
than the theoretical expectation because of an 
excessive LPG superheating. This consideration 
has been confirmed by the acquisition of LPG 
thermodynamic state upstream and downstream 
the evaporator-pressure reducer device. These 
measures show that: 
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a) the coolant flow rate into the evaporator (or 
alternatively the heat exchanger surface of the 
evaporator device) is too large for low-to-
medium engine rotational speeds. The 
superheating overcompensate the cooling of 
gaseous LPG due to the pressure reduction 
section of the device; 

b) For medium-to-high rotational speeds the 
superheating following gas cooling due to 
pressure reduction keeps the LPG temperature 
across evaporator-pressure reduced device 
almost constant; 

c) For the high rotational speeds the device 
causes an overall cooling of the gaseous LPG 
which should be the most favourable operation 
condition in relation to volumetric efficiency. 
However, the performances are globally worse, 
probably because of a scarce delivery of LPG 
to combustion chambers. 
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Fig. 7.  Transient performance : brake torque and 
engine speed. Comparison between gasoline 
(green) and LPG (blue) operation. 

Despite to the unrealistic conditions of the 
transient tests performed, the results clearly show 
a very noticeable deterioration of engine 
performance in LPG operation.  
The presented analysis is far to be completed and 
in many cases the obtained results indicate nothing 
more than trends. However, it can be stated that 
there is still a lot of work to do in order to optimise 
the performance attainable by SI engines equipped 
with the up-to-date gaseous LPG port injection 
systems. 
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Abstract: The efficient use of natural resources is an important contribution for the construction of a 
more sustainable world. Decentralized electricity production through cogeneration systems can save 
primary energy if it operates with high energy utilization factor (EUF). High EUF is obtained when the 
system produces electricity and a substantial amount of the energy rejected by the prime mover is used 
to meet site thermal demands. Energy consumption in buildings varies as activity, climate and 
occupancy changes at the different day hours, weekdays and weather seasons. The cogeneration case 
study should be done considering the performance of the system at different energy demands profiles 
and climatic profiles. In this paper an annual analysis of an engine cogeneration system is developed as 
an integrated thermal system (ITS) through a computational simulation program. The thermal system 
integration simulation considers characteristics of the system, characteristic of the individual equipment, 
design considerations and parameters, the dynamic of off design operating conditions, energy demands 
profiles of the site and climatic data to evaluate the performance of the cogeneration plant in an annual 
basis. The results can contribute in the implementation decision process and in the optimization of the 
solution 
 
Keywords: integrated thermal system, cogeneration, trigeneration, simulation, software, iterative 

procedures, engine, absorption chiller. 

 

1. INTRODUCTION 
A more sustainable use of natural resources is 

an important contribution to reduce the 
environmental impact of human activities. In the 
electricity generation field the use of renewable 
technologies should be prioritized but the impacts 
and implications of their large use should be better 
evaluated. Renewable forms of electricity 
generation cannot attend the world electricity 
demand, then the use of fossil fuel power plants 
will continue to have an important contribution. 
Thermal plant efficiencies are being raised by 
advances in engineering fields such as materials, 
manufacturing process, fluid flow, heat transfer, 
combustion, and others. Cogeneration system take 
advantage of the engineering advances and 
incorporates them into the equipment, but a site 
energy demand analysis and the system simulation 
play an important role in achieving coincident 
energy demands that can be met by the 
cogeneration system and in the evaluation of 
design parameters in the optimization of the 
system.   

In commercial buildings energy demands varies 
as the activity, climate and occupancy changes at 
the different day hours, weekdays and weather 
seasons. Cogeneration systems technical analysis 
is developed through different methodologies. 

Load duration curves (LDC) was utilized by 
Orlando [1], the mixed integer linear programming 
(MILP) was utilized by Chinese et al [2] while 
Renedo et al [3] developed a case study utilizing 
monthly electricity consumptions and three periods 
(winter, spring-autumm and summer) thermal 
consumptions to evaluate the performance of a 
given cogeneration system.   

The analysis of cogeneration performance can 
be done based on the first law of thermodynamics 
[4] and on the second law of thermodynamics [5-
6]. The gas emission associated with the 
combustion is also a concern when comparing 
prime movers solutions [7]. Depending on the 
energy flows produced by the cogeneration plant it 
can be referenced as trigeneration or 
poligeneration [8]. The use of cogeneration 
systems utilizing biofuels can also be considered.  

In this paper a software [9] (COGMCI) is used 
to evaluate the performance of an engine 
cogeneration system, producing electricity, hot 
water and chilled water (cooling load). The 
software does the evaluation of the performance of 
the system considering an hourly daily profile of 
energy demands and climatic data. Energy 
demands of a Brazilian university hospital were 
utilized as a case study. Climatic profiles of the 
hospital region were also utilized.  
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The computational methodology considers the 
system as an integrated thermal system (ITS) 
where the performance of the individual 
equipments affects the operation of the complete 
system. The methodology combines curve fitting 

from literature and manufacturer’s data, 
mathematical representations of physical 
phenomena, energy demands, design parameters 
and thermodynamic properties.  

 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
a) summer and autumn 

 
b) winter and spring 

Figure 1 – Hospital electricity demand (kW) 
 

 

a) summer and autumn b) winter and spring 
Figure 2 – Hospital hot water demand (kg/h) 

 

2. CASE STUDY: HOSPITAL 
In this study, loads of a local university hospital 

is assessed. Actually the hospital buy electricity 
from the electrical grid, produces steam at 
combustible oil fueled steam generator, hot water 
in steam boilers and produces chilled water at two 
water cooled screw compressor chillers. 

The energy demand profiles were obtained 
through a data acquisition system that was installed 
to register the energy demands of the hospital. The 
data acquisition system is monitoring the total 
hospital electricity demand,  sanitary use hot water, 
steam and the electrical demand of the electrical 
chillers at a one-hour time interval. A software 

displays the data in a computer and store them in 
files. The energy and weather profiles were 
obtained during the year of 2006. Mean energy 
demands daily profiles were grouped at eight 
different groups that were assumed to have similar 
values: i) summer weekdays (60 days), ii) summer 
weekends/holidays (29 days), iii) autumn 
weekdays (65 days), iv) autumn 
weekends/holidays (28 days), v) winter weekdays 
(67 days), vi) winter weekends/holidays (27 days), 
vii) spring weekdays (60 days) and viii) spring 
weekends/holidays (29 days). Climatic data were 
grouped in mean daily profiles as a function of the 
weather station.  
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Figure 1 shows the mean electricity demand 
profiles. Figure 2 shows the mean demand profile 
of hot water for sanitary purposes (50°C). Figure 3 
shows the mean cooling load (air conditioning) 
profile. Figure 4 is the mean weather profile 
obtained at a climatic monitoring station located at 
the university campus.  

 
 

Figure 3 – Hospital cooling load (refrigeration tons) 

 

Figure 4 – Climatic data 
 

3. METHODOLOGY 
The results presented here were obtained by 

mean of a software (COGMCI) consisting of 
Fortran engineering programs and a Delphi 
interface. Graphical results are generated by a 
spreadsheet (Excel) that imports data from result 
files. The Fortran programs is composed of one 
main algorithm and more than 20 subroutines 
dealing with (i) five different engines, (ii) water 
and steam properties, (iii) exhaust gas properties, 

(iv) absorption chiller selection, (v) absorption 
chiller simulation, (vi) heat recovery steam 
generator (HRSG) simulation, (vii) pre-heater 
design, (viii) pre-heater simulation, (ix) exhaust 
gas heat exchanger design, and (x) exhaust gas 
heat exchanger simulation, among others. 

The main program controls data entry, results 
and all calculations. Calculation procedures use 
polynomial curve fitting (engine and absorption 
chiller performance); deterministic modeling or 
mathematical representations of physical 
phenomena (heat transfer and pressure drops); and 
physical properties (water and exhaust gases). A 
computational algorithm involving several iterative 
procedures was developed, constituting an 
integrated thermal system, i.e., considering all 
pieces of equipment as operating as a single 
system. It produces results as a function of 
demands, energy supplied by engine, design 
parameters, equipment performance, and 
simplified hypothesis. The hourly profile analysis 
simulation applied here approximates the dynamic 
nature of energy consumption in buildings and the 
dynamics of thermal equipment performance in an 
integrated system by a series of quasi-steady-state 
operating conditions with one-hour time-steps, as 
used by Lebrun (1999) [10]. 

The software was previously utilized to develop 
others case studies [11-18].  

At this case study the computational algorithm is 
executed eight times, to predict the performance of 
the system at weekdays and weekends at the four 
different seasons of the year, as explained at 
section 2. 

 

4. COGENERATION 
CONFIGURATION 

Figure 5 shows the cogeneration configuration 
evaluated here. Flows are identified in the text by 
brackets. The cogeneration system is formed by 
one internal combustion engine, primary and 
secondary hot water circuits, one exhaust gas heat 
exchanger (EGHE), one hot water single stage 
absorption chiller, and auxiliary equipment 
(pumps, cooling towers, heat exchangers, etc). The 
secondary circuit recovers energy from the engine 
oil radiator and intercoolers and uses it to warm 
water for sanitary purposes at HE2. The primary 
circuit recovers energy from the engine jacket, the 
water is reheated utilizing the energy of the engine 
exhaust gas, after it is directed to the absorption 
chiller for chilled water production. If there is 
energy excess in the primary circuit water it can be 
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used to warm water for sanitary purposes at HE1 
(after recovery at secondary circuit).  

The engine performance is based on the 
Jenbacher J320 GS C85 [19], the engine has an 
electric power of 1060 kWe at full load. Figure 6 
presents the energy balance of the engine and 
figure 7 the exhaust gas flow and temperature as a 
function of the engine load. The maximum engine 
mechanical efficiency (40.3%) is found at full 
load, at this condition 39% of the engine energy is 

converted into electricity. Design temperatures of 
hot water at the primary and secondary circuits are 
based on values defined by the manufacturer. 
Correction for atmospheric pressure (not 
applicable in this study) assumes a 0.7% loss of 
power for each 100 meters above 500 meters. 
Correction for dry bulb temperature assumes a 
0.5% loss of power for each degree Celsius above 
25°C.  

 
Figure 5 – Cogeneration Scheme 

 

The absorption chiller (AC) selection and 
simulation is based on performance curves from a 
manufacturer (Trane Company, 1989) [20]. The 
selected absorption chiller has a nominal capacity 
of 520 tons (1774 kW) based on saturated steam at 
184 kPa as the heat source, chiller water being 
produced at 7.2°C (5.5°C temperature difference) 
and water entering the condenser at 29.4°C. The 
program selects the AC based on the primary 
circuit water flow and temperature difference. At 
this study it was selected considering that hot 
water enters the AC generator at 119oC and leaves 
it at 75oC, chilled and condensed water 
temperatures are as defined at the nominal capacity 
condition (these represents the design condition of 

the chilled water plant at the hospital). The water 
flow at the condenser and absorber is as required 
by the manufacturer. The AC avoids electricity 
demand at the electrical chillers by a rate of 0.8 
kW/ton. 

The exhaust gas heat exchanger (EGHE) is 
simulated according to the methodology proposed 
by Ref. [21]. A heat loss of 1% was assumed. 
Exhaust gas composition is assumed to be 
constant, and properties are evaluated at its mean 
temperature at the EGHE. The exhaust gases 
temperature leaving the EGHE is designed to be 
17oC higher then the primary circuit hot water 
temperature entering the EGHE (approach point).  
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Energy Balance J 320 GS C85
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Figure 6 – Engine Energy Balance 
 
 
 
 
 

 
 
 
 
 
 
 
 
 

 

Figure 7 – Exhaust gas flow and temperature 
 

At design condition, secondary circuit hot water 
enters the engine [WTEEOI] at 35°C (fixed) and 
leaves it [WTLEOI] at 55°C, while primary circuit 
hot water enters the engine [WTEEJ] at 75oC and 
leaves it [WTLEJ(I)] at 90oC. Water flows at 

primary and secondary circuits are designed 
considering the energy at the circuit and the design 
temperature difference (constant flow). 

Heat exchangers HE1 and HE2, which recover 
energy from the primary and secondary circuits 
(hot water for sanitary purpose), were designed 
and simulated utilizing the NTU (number of 
thermal units) method. The design sanitary use 
flow is 6000 Kg/h for both heat exchangers. HE2 
is designed considering water entering at 22.2oC 
and leaving at 50oC and HE1 is designed to receive 
sanitary use hot water at 30oC and to warm it to 
50oC (design condition). Sanitary use hot water 
recovers energy at HE2 and HE1 in a series 
arrangement [MS(I) = MP(I)] and its demands 
varies accordingly with figures 2. 

Cooling towers and auxiliary heat exchangers 
are responsible for rejecting unused energy, 
preventing the engine from operating under unsafe 
conditions. These equipment will not be simulated, 
i.e., it is assumed that they can reject the energy as 
needed. 

The total produced electricity is 3% higher than 
the net engine power, taking into account the use 
of electricity in auxiliary equipment (parasitic 
load). No heat loss is assumed at the exhaust gas 
ducts and hot water pipes.  

Since the revenue electricity value for exceeding 
electricity transferred to the grid in Brazil is very 
low compared with the natural gas price, it is 
considered that the engine operates at electrical 
dispatch (following the electricity demand curve) 
and surplus electricity is imported from the grid as 
necessary. 
 

 

 
a) summer and autumn   b)winter and spring   

Figure 8 – Electricity demand and generation 
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Figure 9 – Engine load 
 

5. TECHNICAL RESULTS 
6.1 Electricity  

Figure 8 shows the electricity balance obtained 
through the simulation analysis, the hospital 
electricity demand and the engine production can 
be compared.  The electricity demand presented at 
figure 8 are different from the values presented in 
figure 1, since at these figures the electricity 
demand is corrected due to the avoided electricity 
replaced by the use of the absorption chilled 
instead the electrical chillers. 

In summer the engine operates at part load 
during the night (between 2 and 6 am). In the 
remaining hours the engine operates at full load 
and surplus electricity should be bought from the 
grid. In autumn the results are different for 
weekdays and weekends. At weekdays the engine 
operates at part load between 10 pm and 7 am and 
at full load in the remaining hours. In the 
weekends the engine operates at part load all the 
day. In winter the engine is expected to operate at 

part load between 9 pm and 7 am and at full load 
in the remaining hours. In the weekends the engine 
operates at part load all the day. In spring the 
engine is expected to operate at part load between 
10 pm and 6 am in the weekdays and between 6 
pm and 9 am in the weekends. In the remaining 
hours it operates at full load. 

The mean engine load factor can be seen in 
figure 9. The lower engine load factor is close to 
0.72 and a mean engine load of 0.94 is expected to 
occur during a one year period of operation. 

 
6.2 Absorption chiller (AC) / cooling load 

The AC capacity and the hospital cooling load 
can be compared at figures 10. In summer 
weekdays the electrical chillers needs to operate 
between 9 am and 11 pm and in weekends between 
10 am and 10 pm. It also can be noted that when 
the engine operates at full load the absorption 
chiller can produce about 210 tons (738 kW), at 
this condition hot water enters the absorption 
chiller generator at 119oC and leaves at 76oC. 
Since the design temperature of the primary circuit 
water returning to the engine is 75oC, there is 
energy to be recovered at HE1 or rejected at 
cooling tower (TR2). 

In autumn and winter the absorption chiller is 
expected to attend the cooling load, while in spring 
the electrical chillers is expected to operate at the 
weekdays complementing the absorption chiller 
capacity. A part of the energy of the primary 
circuit (including the recovery of the energy of the 
exhaust gases) is rejected when the absorption 
chiller real capacity is higher than the cooling load. 
This occurs mainly in summer weekends and in the 
remaining of the year. 

 
 

 
a) summer and autumn b) winter and spring

Figure 10 – Absorption chiller real capacity (refrigeration tons) 

0

50

100

150

200

250

300

1
:0

0

3
:0

0

5
:0

0

7
:0

0

9
:0

0

1
1

:0
0

1
3

:0
0

1
5

:0
0

1
7

:0
0

1
9

:0
0

2
1

:0
0

2
3

:0
0

hour

lo
a

d
 (

re
fr

ig
e

ra
ti
o

n
 t

o
n

s
)

summer wdays cooling load summer wdays abs production

summer wends cooling load summer wends abs production

autumn wdays cooling load autumn wdays abs production

autumn wends cooling load autumn wends abs production

0

50

100

150

200

250

300

1
:0

0

3
:0

0

5
:0

0

7
:0

0

9
:0

0

1
1

:0
0

1
3

:0
0

1
5

:0
0

1
7

:0
0

1
9

:0
0

2
1

:0
0

2
3

:0
0

hour

lo
a

d
 (

re
fr

ig
e

ra
ti

o
n

 t
o

n
s

)

winter wdays cooling load winter wdays abs production

winter wends cooling load winter wends abs production

spring wdays cooling load spring wdays abs production

spring wends cooling load spring wends abs production

0.6

0.7

0.8

0.9

1

1 4 7 10 13 16 19 22

Hour

L
o

a
d

Summer w days Summer w ends
Autumm w days Autumm w ends

Winter w days Winter w ends
Spring w days Spring w ends

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-238 www.ecos2010.ch



 
a)summer and autumn b) winter and spring

Figure 11 – Hot water demand and production (kW) 
 

6.3 Hot water for sanitary purpose 
Hot water is produced recovering energy from 

the engine secondary circuit (oil radiator, low and 
high temperature intercooler – figure 5).  When the 
engine operates at full load about 12% of the 
engine energy is available at the secondary circuit 
(~ 320 kW). This energy is capable to attend the 
hospital sanitary hot water demand, but at the 
hours the engine load factor are low, the secondary 
circuit water leaving the engine can be lower then 
50oC (sanitary use hot water design temperature). 
At these hours energy from the primary circuit can 
be recovered to reach the design temperature.  

Hot water demand and production can be 
compared at figures 11. It can be seen that the hot 
water demand is attended mainly by the engine 
secondary circuit (HE2) (hot water demand are 
coincident with the production values) but if 
necessary the primary circuit energy can be 
utilized (HE1). 

7. Energy Utilization Factor (EUF) 
The EUF is calculated as the sum of the energy 

products of the cogeneration system (electricity, 
hot water and chilled water) divided by the engine 
energy consumption. The results can be seen in 
figure 12. The net electricity contribution to EUF 
varies between 35.8% (5 am winter) and 37.8% 
with engine at full load. Hot water contribution to 
EUF is 0% at hours there is no hot water demand 
and has a maximum value of 8% in winter 10 am. 
The chilled water production at the absorption 
chiller contributes between 10.5% in winter 7 am 
and 27.5% in summer 4 pm (figures not shown).   
A mean annual EUF of 61.8% was obtained (66% 
in summer, 59.9% in autumn, 54.2% in winter and 
62.8% in spring). 
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Figure 12 – Final EUF 
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Figure 13 – Exergy efficiency 
 

8. Exergy Efficiency 
The exergy efficiency of the cogeneration 

system is show at figure 13 [22-24]. It is defined as 
the sum of the net exergy flows of the cogeneration 
system divided by the chemical exergy of the fuel 

0

50

100

150

200

250

1
:0

0

3
:0

0

5
:0

0

7
:0

0

9
:0

0

1
1
:0

0

1
3
:0

0

1
5
:0

0

1
7
:0

0

1
9
:0

0

2
1
:0

0

2
3
:0

0

hour

e
n

e
rg

y
 (

k
W

)

summer wdays demand summer wdays production

summer wends demand summer wends production

autumn wdays demand autumn wdays production

autumn wends demand autumn wends production

0

50

100

150

200

250

1
:0

0

3
:0

0

5
:0

0

7
:0

0

9
:0

0

1
1

:0
0

1
3

:0
0

1
5

:0
0

1
7

:0
0

1
9

:0
0

2
1

:0
0

2
3

:0
0

hour

e
n

e
rg

y
 (

k
W

)

winter wdays demand winter wdays production

winter wends demand winter wends production

spring wdays demand spring wdays production

spring wends demand spring wends production

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-239



consumed by the engine. The lower heating value 
(LHV) of the fuel is utilized.   

Better results is obtained in summer weekdays, a 
maximum value of 39.7% was calculated. The 
annual mean exergy efficiency was calculated as 
38.3% (39.1% in summer, 38% in autumn, 37.6% 
in winter and 38.5% in spring).  

When the engine operates at full load the 
electricity contribution to exergy efficiency is 
37.8%. Chilled water contribution has a maximum 
value of 1.7% (absorption chiller operating at full 
load) and hot water contributes with a maximum of 
0.4% at winter 10 am.  
 

9. Daily Energy Analisys 
At table 1 the seasonal electricity, hot water and 

steam consumption of the hospital can be predicted 
based on the mean demands profiles (figures 1 to 
3). Considering that steam and hot water are 
produced with an efficiency of 80% and electricity 
is produced with an efficiency of 38% the daily 
energy consumption of the hospital can be 
estimated (last line of table 1).  Multiplying them 
by the number of days at each season (weekdays 
and weekends) and doing the sum the annual 
energy consumption can be estimated as 
30,456,524.1 kWh/year. 

The simulation of the proposed cogeneration 
system revealed that surplus electricity will be 
bought from the grid, steam will continue to be 
produced at the existing steam generators, hot 
water demand will be completely met by the 
cogeneration system and additional chilled water 
will be produced at the existing screw compressor 
chillers. Table 2 reveals the energy consumption of 
the hospital considering the implementation of the 
proposed cogeneration solution. In line 4 the 
natural gas consumption of the engine can be 
checked. Considering the efficiency production of 

electricity, steam and hot water the seasonal 
energy consumption of the hospital can be 
estimated (last line of table 2) and the annual 
energy consumption can be estimated as 
25,454,851.2 kWh/year. The implementation of the 
cogeneration system represents a primary energy 
savings of 16.4%.  

 

10. Conclusions 
A simulation methodology utilizing mean 

profiles of energy demands and climatic data for 
weekdays and weekends for the different season of 
the year was developed to predict the performance 
of a cogeneration solution.  

Due to the low steam demand, an engine 
cogeneration configuration producing electricity, 
hot water and chilled water was proposed. Better 
result was obtained at the summer months, since a 
higher amount of the engine energy is recovered 
(mainly due to higher loads of the absorption 
chiller). An annual mean EUF equal to 61.8% and 
a mean exergy efficiency equal to 38.3% were 
calculated. A primary energy savings of 16.4% 
was obtained comparing the proposed cogeneration 
solution with the assumed actual situation (80% 
efficiency for steam and hot water production and 
38% thermal efficiency for electricity production). 

A detailed analysis of the engine primary and 
secondary circuit hot water temperatures were not 
presented in this study, but a complete energy 
balance were developed by the simulation 
program. A more detailed analysis can be done 
considering mean energy profiles for each year 
month, also considering weekdays and weekends. 

Utilizing the data of tables 1 and 2 it is estimated 
that the proposed cogeneration solution can be 
competitive with thermal plants with thermal 
efficiency as high as 47.5%.  

 
TABLE 1 – DAILY ENERGY CONSUMPTION 

wdays wends wdays wends wdays wends wdays wends
Electricity consumption (kWh/day) 35,973       29,542       30,126      24,320       27,521      22,776      31,682      26,113       
Steam consumption (kWh/day) 4,152.75     3,839.38    2,807.21   3,020.24    2,524.08   3,162.49   2,994.82   3,474.48    
Hot water consumption (kWh/day) 1,174.28     903.50       1,791.71   1,088.03    2,024.51   1,244.16   1,483.39   843.99       
Daily energy consumption 101,324.58 83,670.71  85,027.60 69,135.34  78,109.42 65,445.16 88,971.44  74,116.51  

Summer SpringWinterAutumn
Without Cogeneration

 
 

TABLE 2 – DAILY ENERGY ANALYSIS 
With Cogeneration

wdays wends wdays wends wdays wends wdays wends
Grid electricity consumption (kWh/day 7811.93 1521.68 4117.26 0.00 3188.48 0.00 4863.75 137.94
steam consumption (kWh/day) 4152.75 3839.38 2807.21 3020.24 2524.08 3162.49 2994.82 3474.48
hot water consumption (kWh/day) 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Natural gas consumption (kWh/day) 58841.04 59009.25 56808.90 53690.23 55104.09 52262.74 57254.43 56249.72
electricity production (kWh/day) 24953.92 25042.98 23888.63 22266.95 23052.73 21556.66 24121.48 23593.58
daily energy consumption (kWh/day) 84589.68 67812.89 71152.80 57465.53 66649.93 56215.85 73797.28 60955.83

Autumn Winter SpringSummer
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Abstract: Combined cycle systems are an established method for increasing primary energy efficiency 
of power generation systems.  Some ongoing research is concerned with investigating the novel 
combined cycle system involving the Otto and Stirling thermodynamic cycles.  The Otto cycle is to act 
as the topping cycle, with the Stirling cycle acting to recover heat from the exhaust for the purpose of 
additional power generation.  

The present work investigates the thermodynamic optimisation of the combined cycle system for the 
case of the engines operating under two imposed parametric constraints: 1) imposed heat addition to 
the Otto cycle, and 2) imposed maximum cycle temperature of the Otto cycle.  These conditions are 
analogous to a specified fuel consumption of the engine and the metallurgical limit of the operating 
components respectively.  The optimum work output for each scenario is analysed with respect to the 
particular physical constraints of the Stirling cycle heat exchangers – effectiveness, NTU, heat transfer 
coefficient and heat transfer area.  Only interactions between the engine and the external source and 
sink are considered in this treatment. Regeneration within the cycle, as would typically be used within 
the practical engine, is considered as perfect. 

The existence of an optimum power output for the combined system is proven analytically.  A 
numerical study is then presented to further investigate the performance for each of the parameters 
named above.   

Keywords: Combined Cycles, Otto Cycle, Stirling Cycle, Thermodynamic Optimisation 

   

1. Introduction 

Combined cycle power generation systems are 
an established method for increasing primary 
generation efficiency.  An established 
technology that have benefitted from several 
decades of development, they are more typically 
associated with large scale centralised 
generation systems, and almost exclusively 
involve turbine plant operating on Brayton / 
Rankine combinations.  Current thinking, 
however, favours development towards 
Distributed Generation (DG) networks in an 
effort to increase energy efficiency for both 
environmental and security reasons [1-5].  

Arising from this is an interest in small-scale 
combined cycle systems involving reciprocating 
engines such as gas fired Otto cycle and Diesel 
cycle engines.  These engines traditionally 
dominate this smaller scale (<5MW) power 
systems  market as Combined Heat and Power 
(CHP) generators, renewable gas prime movers 
and standby generators [6, 7].  Some recent 
work has focused on use of the Rankine cycle as 
a heat recovery device on a reciprocating 
internal combustion engine. Gambarotta and 
Vaja  [8] investigated the Organic Rankine 
Cycle (ORC) as a bottoming cycle on an Otto 
Cycle spark ignition engine. Badami et al [9] 
investigated the standard Rankine cycle  
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Figure 1: The Combined Cycle represented on the T-
S plane 

 

bottoming an Otto cycle for use as a CHP 
generator.  Endo et al [10] have investigated the 
exergy gains possible from utilising a Rankine 
cycle as a bottoming cycle on an automotive 
internal combustion engine.  Similar work has 
been conducted by Chammas and Clodic [11].  

Use of the Stirling cycle as a bottoming cycle 
has been studied also by several different 
parties, for example [12-15].  Use of the Stirling 
cycle as a bottoming cycle is of interest due to 
the high theoretical output and efficiency that 
could be attained, in addition to potentially 
smaller plant footprint and quiet operation. 
Some ongoing work [16-18] has been 
investigating this alternative combined cycle 
utilising a Stirling cycle engine as a bottoming 
cycle on an Otto cycle engine.  Whereas these 
previous works have dealt with the modelling 
and simulation of the combined cycle for use in 
instances such as stationary and vehicular power 
generation, the present work seeks to contribute 
to the general model by developing an optimised 
thermodynamic model of the system considering 
parameters concerning the Stirling engine source 
and sink heat exchangers: effectiveness ( ) and 
NTU. This further implies the opportunity to 
study the optimal heat exchanger area (A) and 
overall heat transfer coefficient (U).  The 
optimisation procedure can be considered as 
being in terms of Finite Dimension 
Thermodynamics (FDT) [19], as the 
performance of the cycles is considered with 
regard to the physical characteristics of the heat 
exchangers.   

 

2. The Combined Cycle 

In the combined cycle analysis, the 
thermodynamic cycles are considered with the 
Stirling cycle as the bottoming cycle on the Otto 
cycle.  The combined system is depicted on the 
T-S plane in Fig. 1.  Of interest is the 
optimisation of the combined power output and 
efficiency under two operating conditions: 1) 
fixed heat input to the Otto cycle and 2) fixed 
maximum cycle temperature in the Otto engine. 
These conditions are analogous to specified 
fixed fuel consumption of the engine and a 
metallurgical limit on the system components 
respectively.  The coupling of the two relies on 

Nomenclature 

 Heat Capacitance Rate, =  , W/K 

Specific Heat at Constant Pressure, 
J/kgK 

 Heat loss conductance, W/K 

 Otto cycle entropy constraint parameter 

 Stirling cycle entropy constraint 
parameter 

 Mass flowrate, kg/s 

 Heat, W 

Otto cycle compression ratio 

 Entropy,  J/K 

 Temperature, K 

 Heat exchanger effectiveness 

Subscripts 

1,2,3,4 Otto cycle state points 

H Stirling Source temperature 

C Stirling Sink temperature 

amb Ambient  

o Otto Cycle 

s Stirling Cycle 
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correct specification of the heat exchanger 
inventory between both the Stirling cycle source 
– the Otto cycle exhaust stream, and sink – a 
water cooling circuit.    

The following section details the basic 
relationships of the mathematical model.  
Section 4.0 analyses the optima in terms of a 
fixed heat addition. Section 5.0 provides a 
similar analysis for the case of imposed 
maximum cycle temperature in the Otto cycle. 

 

3. Basic Mathematical Model 
Depicted in Fig. 1 is the air standard 
Otto/Stirling combined cycle.  The power output 
of the air standard Otto cycle is readily 
expressed as: 

 (1) 

  (2) 

Where is a generalised heat conductance term 
to account for global losses from the cycle that 
can not otherwise be accomodated in the 
analysis.  Similarly, the power output of the 
Stirling cycle can be expressed as: 

 

(3) 

Where  and  are the minimum heat 
capacitance rates of the Stirling cycle source and 
sink heat exchangers respectively: 

   (4) 

   (5) 

The entropy balance of the Otto engine, with 
inclusion for the heat transfer to the Stirling 
cycle, can be expressed as: 

   (6) 

This can be reduced to: 

  (7) 

giving the entropy generation constraint for the 
Otto cycle: 

   (8) 

This entropy constraint would permit analysis 
with inclusion for internal irreversibilities, with 

.  Under the endoreversible 
conditions, .  A similar condition exists 
for the endoreversible Stirling cycle: 

  (9) 

Where 

  (10) 

 

It can be seen from equation (10) that for the 
endoreversible case, .  Study of the cycles 
in the present work is limited to the 
endoreversible case; however the inclusion of 
both and  in the analysis permits 
investigation with inclusion for irreversibilities. 

 

3.1 Case of Imposed Heat Addition 

The objective function of the combined cycle is 
ultimately the work output.  We can achieve an 
optimum scenario by considering cycle 
temperatures.  The optimum combined work 
output may most simply be expressed as: 

  (11) 

In order to complete the optimisation, we must 
specify the constraints to be imposed.  In this 
first scenario, the heat addition to the Otto cycle 
– and therefore the combined cycle as a whole,  
is to be fixed.  The heat added to the Otto cycle 
is: 

 (12) 

This serves as the first constraint. This equation 
expresses the cycle heat addition as that 
admitted to the engine less a cooling loss term 
between the engine and the surroundings.  This 
term accounts for non-adiabatic operation of the 
engine.  The other constraints to be considered 
relate to the endoreversibility criteria. For the 
Otto cycle: 

   (13) 

For the Stirling cycle, equation (6) acts as the 
entropy generation constraint. 

With these constraints, the objective function 
therefore becomes: 
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(14) 

This function represents the combined work 
output of the combined cycle plant and can be 
optimised to determine expressions for the 
optimal cycle temperatures that will maximise 
the work output.  For the condition of imposed 
heat addition, maximum work output 
corresponds to maximum efficiency also. 

Performing the optimisation provides the 
optimum temperature relationships detailed in 
the following. 

The temperature at the end of expansion and 
immediately before exhaust,  can be 
determined by numerical solution of the 
polynomial: 

 (15) 

The temperature after initial compression of the 
working gas,  is computed from: 

 (16) 

And the optimum temperature after combustion 
is determined from: 

  (17) 

The optimum temperatures of the Stirling source 
can be described by: 

  (18) 

The corresponding sink temperature can then be 
derived from equation (10).  Power output of the 
combined cycle can therefore be calculated by 
substituting the preceding optimal temperatures 
into equation (11): 

 

 (19) 

And efficiency can be calculated in the usual 
manner: 

   (20) 

The preceding analysis offers expressions for 
power output and efficiency for the combined 
cycle when the heat supplied to the total system 
is fixed as an imposed parameter.  It is also 
useful to examine the optimisation of the 
combined system with a maximum cycle 
temperature in the Otto cycle used as an 
imposed constraint. This is given in the next 
section.  

3.2 Case of Imposed Maximum Cycle 
Temperature 

In this scenario, it is assumed that a maximum 
cycle temperature is to be imposed.  This is a 
common optimisation constraint for thermal 
power plant and allows consideration of the 
engine in terms of real metallurgical limits. 

In this case, the first imposed constraint 
becomes: 

    (21) 

And the Otto cycle entropy constraint becomes: 

   (22) 

Temperature  is computed from the entropy 
constraint given in equation (22): 

    (23) 

The optimum heat requirement to the cycle is 
free to vary subject to the maximum temperature 
constraint: 

 
(24) 

 is a function of , the optimum 
temperature after expansion in the Otto cycle.  
To determine this temperature, the objective 
function can again be optimised for maximum 
power and efficiency under the given 
constraints.  Temperature  can therefore once 
again be calculated by solution of a polynomial: 
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(25) 
The optimum temperatures for the Stirling cycle 
are computed as before.  This is possible as the 
source temperature,  is a function of the 
optimum  for the given constraints.  The 
power output of the combined cycle under the 
given constraints can therefore be expressed in 
terms of the optimal temperature values as: 

   (26) 

And the efficiency under these constraints 
becomes:  

 

3.3 Study of Heat Exchanger Parameters: 
NTU, Heat Transfer Coefficient, Heat 
Transfer Area 

The model equations presented in the foregoing 
sections offers expressions for the optimal work 
output as a function of the heat exchanger 
effectiveness, .  More direct analysis in terms 
of physical characteristics of the system can be 
completed by analysis in terms of the heat 
exchanger Number of Transfer Units (NTU).  
The effectiveness-NTU relationship used in the 
present work is [20]: 

   (28) 

The NTU value is a dimensionless quantity that 
includes for the heat exchange area, A, the 
overall heat transfer coefficient, U and the heat 
capacitance rate, C: 

    (29) 

The total NTU for the Stirling cycle engine is 
considered as the sum of the source and sink 
heat exchanger NTU values: 

  (30) 

This permits an expression for the heat transfer 
area distribution for the engine: 

  (31) 

This equation allows study of the optimal heat 
exchanger area distribution in terms of the ratio 

of the overall heat transfer coefficients,  the 

ratio of the heat capacitance rates,  and the 

NTU ratio . 

 

4. Results 
The optimised system is represented in the 
following figures for the two cases of imposed 
heat addition and maximum cycle temperature 
constraint.  The two cases of imposed heat 
addition and imposed maximum cycle 
temperature are analysed in section 3.1 and 3.2 
respectively.  Within each scenario, performance 
is analysed against heat exchanger effectiveness 
and NTU separately. 

 

4.1 Imposed Heat Addition 

In this scenario, the following parameters were 

imposed: , , 
, , 

 

4.1.1 Heat Exchanger Effectiveness Analysis 

 

Figure 2. Total Power Vs Heat Exchanger  
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Figure 3. Total Efficiency Vs Heat Exchanger  

 

Figure 4. Otto Cycle Optimum Compression Ratio Vs 
Heat Exchanger  

 

Figure 5. Proportion of Total Power 
Contributed by Stirling cycle 

 
It is possible also to express the model results 
against the heat exchanger NTU.  This offers the 
advantage of allowing analysis in terms of the 
physical inventory of the heat exchangers. It can 
be seen that an expression in terms of NTU 
yields a clearer optimum point for Power output 
and Efficiency, as may be seen in Fig. 6 and Fig. 
7. 

 

4.1.2 Heat Exchanger NTU Analysis 

Figure 6. Total Power Vs Heat Exchanger NTU 

Figure 7. Total Efficiency Vs Heat Exchanger NTU 

 

4.2 Maximum Cycle Temperature 

In this scenario, it was desired to investigate the 
system optimisation considering a maximum 
cycle temperature of the Otto cycle to be an 
imposed constraint. The constrained temperature 
parameter imposed was: ,  

 

 
Figure 8. Total Power Vs Heat Exchanger  
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Figure 9. Total Efficiency Vs Heat Exchanger  

 

Figure 10. Otto Cycle Optimum Compression Ratio 
Vs Heat Exchanger  

 

 
Figure 11. Proportion of Total Power Contributed by 

Stirling cycle 

4.3 Comments 

Figures 2 to 11 present the results of the model 
presented in section 3.  Figures 2 to 5 show the 
results of the analysis for the condition of 
imposed heat addition to the combined cycle. It 
is evident from Fig. 2 that maximum power is 
achieved for the case of maximum heat 

exchanger performance. Similarly, efficiency 
increases to a maximum for perfect heat 
exchange. It is notable though that in order to 
maximise the total combined output for this 
constraint, the Otto cycle compression ratio is 
reduced considerably below typical expected 
values. This has the net effect of increasing the 
temperature available at the Stirling source and 
thereby increasing the power output and 
efficiency of the Stirling bottoming cycle. These 
trends are visible in Fig. 4 and Fig. 5. In Fig. 5 it 
is notable that the Stirling cycle dominates the 
total power output, accounting for over 80 % of 
the total output. Figures 6 and 7 show the total 
combined power output and efficiency as a 
function of the NTU of each of the Stirling cycle 
heat exchangers.  This method has the advantage 
of demonstrating a clearer optimum than the 
case of the heat exchanger effectiveness values.  
It also permits a clearer analysis in terms of the 
physical characteristics of the heat exchangers. 

Results for the case of imposed maximum 
temperature in the Otto cycle are presented in 
Fig. 8 to 11. It is seen that maximum power is 
achieved at maximum heat exchanger 
effectiveness, whilst efficiency is minimised at 
these conditions.  As in the case of imposed heat 
input, it is seen in Fig. 10 that for maximum 
power conditions, the Otto cycle compression 
ratio is reduced, although in this instance it 
remains in the range of that expected for a real 
engine.  This is a consequence of the 
temperature limitation placed on the cycle.  
Figure 11 demonstrates that, at most, the Stirling 
bottoming cycle produces approximately 15% of 
the total power output.  

It is clear from the results presented in section 4 
that clear optima exist for each of the analysed 
constraints.  As regards thermodynamic design 
of a power plant, it is evident that for the case of 
imposed heat, maximum power and maximum 
efficiency coincide. To achieve this, the 
effectiveness of the Stirling heat exchangers 
must be maximised.  For the case of maximum 
imposed temperature, maximum power and 
efficiency are not coincident. Maximum 
efficiency occurs for the case of the Otto cycle 
acting alone. In this instance, the efficiency gain 
from the increased compression ratio of the Otto 
cycle appears to overcome that from the addition 
of the bottoming cycle, as to increase the power 
and efficiency of the Stirling cycle the 
compression ratio is reduced to raise the 
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temperature of the exhaust, which acts as the 
thermal source for the Stirling cycle. 

  

5. Conclusions 
A thermodynamic model of the combined Otto / 
Stirling cycle is presented and optimised for 
maximum total power output, with the Otto 
exhaust acting as the thermal source to the 
Stirling cycle. The optimisation is performed for 
two different imposed criteria. The first imposed 
constraint is a fixed heat input to the Otto cycle.    
The second scenario investigated was the case of 
an imposed maximum cycle temperature for the 
Otto cycle, T3.  In both scenarios the optimum 
temperatures in each cycle are presented.  
Calculation of the optimum temperatures allows 
calculation of the optimum work in each case. 

The novel hybrid system described here, that of 
the Otto/Stirling combined cycle, is of interest to 
the power generation industry.  Attention is 
currently being given to the use of Organic 
Rankine cycle (ORC) systems as bottoming 
cycles on natural gas fired Otto engines.  The 
Stirling cycle is pertinent as an alternative 
bottoming cycle due to its high theoretical 
efficiency, its quiet operation, its compact 
construction and modest footprint.   
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Nature-inspired Design of a Polymer Electrolyte Fuel Cell  

Signe Kjelstrupa, Marc-Olivier Coppensb, John Pharoahc and Peter Pfeiferd 

Abstract:  We apply the condition of uniform entropy production over the membrane area to design a 
polymer electrolyte membrane fuel cell. The gas supply and water outlet systems, designed to produce 
entropy uniformly, have a fractal structure inspired by the human lung.  The tree-like gas distributor 
carved into the bipolar plates can eliminate the need for porous transport layers. The amount of 
catalyst needed is optimized, by reducing the possibility for rate-limiting mass transfer. A numerical 
example indicates that a fourfold reduction in catalyst material and more than 10 % improvements in 
the energy efficiency are feasible.  

Keywords:  Energy efficiency, Diffusional losses, Equipartition of entropy production, Catalyst saving  
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2. Theoretical Considerations  

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-260 www.ecos2010.ch



 
3. An optimal cell design 
3.1. The gas supply system  
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3.2. The catalytic layer  
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4. Numerical example 
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5. Discussion and conclusion 
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 Salamanca, G to., Mexico 
 
!<7(%$*(="This work presents the results of a parametric study for the flow field of a PEMFC with a radial 
configuration. The parametric study is based on the constructal theory with a geometrical variation of the 
number and length of the flow deflectors. The objective of the study is to find the optimal geometry that 
distributes in a more efficient way the reactant gases that produces a lower pressure drop and the most uniform 
current density distribution. The proposed design on this work shows an improvement on the cell performance, 
with a better use of the reaction area compared with previous designs. The results also show that the effect of 
channeling the flow inside of these radial configurations helps to improve the cell performance. 

K eywords: Fuel Cell Performance, Constructal, Power, Polarization Curves.

>?""@8(%/-,*()/8"
 

In a conventional PEM fuel cell the reactant gases 
flow through the flow channels. The distribution 
of gases to the cell reaction area is the main 
function of the channels, allowing the reactant 
gases to diffuse into the catalyst layer through the 
gas diffuser layer (GDL), and then take part in the 
electrochemical reactions. 

 
A significant amount of investigations has been 
carried out on flow channel design, finding that 
the fuel cell performance strongly depends on the 
design of these flow channels. The channels not 
only form the shape of the bipolar plates, they also 
supply the reactant gases to the fuel cell active 
area. Water management and gases distribution 
depend greatly on the channel design.  
 
Significant differences on the performance 
between each design have been reported in the 
literature. Some reported configurations of the 
flow field include: i) Parallel, ii) Serpentine, iii) 
Fractal, iv) Interdigitated, v) Spiral, vi) 
Bifurcation, vii) Radial configuration. 
 
Voss et al. [1] presented one of the first radial 
configurations for a fuel cell, see Figure 1. In their 
configuration the inlet of the reactant gases is at 
the center of the cell, then the flow is oriented 
through triangular arrangements that form radial 
channels. These channels are distributed in a 
radial form throughout the fuel cell reaction area. 

Due to the fact that the reactant gases flow 
through the less blocked channels, the water 
accumulates at the zones with the lower flow of  

 
 
gases. For this reason, the fuel cell presented by 
[1] has a low efficiency. This configuration has an 
inadequate water management. 
 

 

F igure 1. Radial design with triangular elements [1] . 

In order to improve water management [2] 
proposed a better design applying the flow 
interdigitated concept, see Figure 2. 
 

Flow restricted 

 

Flow inlet 
 

F igure 2. Interdigitated radial design [2] . 

 
In the interdigitated radial design, the gases flow 
in a radial direction through the channels. At the 
end of the channels the gases are forced to flow 
into the diffusion layer. Flooding disappears in 
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these regions and a better mass transport into the 
fuel cell is produced.   
Cano et al. [3] proposed a radial design with the 
gases entrance located also at the center of the 
cell, from which the gases are distributed through 
the radial channels. The design proposed by [3] 
has the characteristic of producing a high current 
density near the gases inlet.  However, overall, the 
current production in the cell is non-uniform, due 
to the lower uniform species distribution along the 
channels. Figure 3 shows the channel flow design 
proposed by [3]. 

                                                         

 
F igure 3. Radial design proposed by Cano et al. [3] . 

This work presents the results of a parametric 
study of a new design of bipolar plates (see Figure 
1). The parameterization is represented by 
equation 1, and has the control of the length and 
number of elements in contact in the proposed 
design. 
 
The new configuration has been created in order 
to improve the performance of the cell and to 
observe the effect of flow orientation through the 
radial channels. The principles of the constructal 
theory are used as a base to optimize the fuel cell 
performance. This theory aims to determine the 
most relevant architectures that maximize the 
performance of a phenomenon [4]. For instance, 
Wechsatol et al. [5] varied the radial geometry of a 
microchannel network in order to dissipate heat 
from a circular plate minimizing the pressure 
drop.  
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Showing in Figure 4 is a sketch of the design of 
the base case considered in the presented study 
model. An analysis about the effect of the number 
of rows and the length was performed. The length 
of the elements j was parameterized as: 

niFL n
oi 1                                      (1) 

 

F is a parameter chosen in such a way that: 

mmnFL
n

i

n
o

n

i
i )1(5.025.2

11

       (2) 

 
Table 1, shows the range of the n and 0 
parameters that was analyzed. The width of the 
rectangular elements considered in the present 
study, shown in Figure 4, is 0.5 mm. The number 
of elements in each row was determinate by the 
restriction that the distance between two adjacent 
elements could not be less than 0.4 mm. At the 
same time, the length of the elements could not be 
less than 0.4 mm. The reason of the previous 
restrictions is because of the necessity to make 
geometries that could be machinated in usual 
manufacture laboratories. In that case for the 
parameterized analysis there were geometries that 
not were built. The number of elements 
considered in each row is shown in Table 1. 
 
                                Flow outlet 
 

 
                                Flow inlet 
 

a)! 2D sketch showing the length of the elements 
in the parameterization (dimension in cm). 

 

 
 

b)! 3D representation of the computational 
domain. 

 
F igure 4. Radial design proposed in the present study 

for the flow field. 

Channel surface 

Collector 
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Table 1.  Analyzed geometries. 
 

N 0 Values  Elements 
number in the 

ni row 0.25 0.5 0.75 1 1.25 

1           16 

2           48 
3           72 
4           70 
5           70 
6           70 

 
The geometry has 16 inlets, 4 outlets, and 
different number of elements in each row equally 
distributed. 
 
!" #$%&'()(*$+),-%$./,-
This section provides the information considered 
on the model that was used for the present 
analysis. 
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Figure 5 shows the three-dimensional sketch of a 
fuel cell. Hydrogen and air at 100 % relative 
humidity are used as reactant gases for the anode 
and cathode side, respectively. A value of 
0.79/0.21 was taken for the relation 
Nitrogen/oxygen. 
 

 
 

F igure 5. Components of the fuel cell. 

 
Table 2 shows the dimensions and properties used 
in the current model.  The only difference between 
the models is the flow field geometry, in order to 
compare the results obtained for each model.  
 
The reference current density has been taken as 1 
A/cm2, for both models.  The inlet velocities of the 
fuel and the oxidant were kept constant in all the 

cases. It is considered that the hydrogen oxidation 
reaction and the oxygen reduction reaction only 
occur at the catalyst layer/membrane interface.  
 
Table 2.  Dimensions and properties used in the 
analysis. 
Description Value 

Channel length (Lchannel)   22.5  mm [3] 

Channel height at the inlet (Hchannel)  1 mm [3] 
Channel width at the inlet (W) 1 mm [3] 

GDL thickness (HGDL)  0.5 mm [3] 

CL thickness (HCL)  0.025 mm [3]  

Membrane thickness (Hmem) 0.128 mm [3] 

GDL porosity  ( GDL) 0.4 [6] 

CL porosity  ( CL) 0.4 [6] 
GDL Electrical conductivity ( GDL ) 53 -1m-1 [6] 
CL Electrical conductivity  ( C L ) 53 -1m-1 [6] 
Reference exchange current density at 

the anode side  ( 0,
ref

aj )  1.0 x 109 A m-3 [7] 
Reference exchange current density at 

the cathode side  ( 0,
ref

cj ) 3 x 105 A m-3 [7] 
 
 
!"4-5$./,-)66'%&(*$+6-
-
A computational three-dimensional model is built 
for the geometry presented in Figure 4. A 
computational model is used to analyze the 
electrochemical reactions occurring at the catalyst 
layer/membrane interface (for both, anode and 
cathode side).  In other zones, such as the gas 
diffusion layer, no chemical reactions occur. The 
assumptions used in the model are: 
 

1. Steady state. 
2. The reactant gases are considered as ideal 

gases. 
3. Constant temperature inside the cell. 
4. Laminar flow. 
5. Constant thermal properties. 
6. Isotropic materials. 

!"!-7$8/2+*+9-/:')(*$+6-
 
The model solves the energy, mass conservation, 
species transport and electric potential equations. 
The coupled governing equations are solved using 
a software based on the finite volume technique, 
Fluent®, which already includes the source terms. 

Gas diffusion layers Bipolar plates 

Catalyst layers Membrane 

Anode inlet 

Cathode inlet 
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The terms added to the governing equations, better 
known as source terms, see Table 3, take into 
account the electrochemical effects occurring in 
the cell.  
 
Table 3. Source terms. 

 
 
The source terms are non-zero at the specified 
zone or volume; otherwise their value is zero. Sa 
and Sc represent the current density at the anode 
and cathode side, respectively, defined as: 
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The driving force the kinetics is the local surface 
over- also known as the activation 
loss. It is given by: 

memsola                                                (22)             
The gain in electrical potential from crossing from 
the anode to the cathode side is taken into account 
by subtracting the open-circuit voltage Voc on the 
cathode side. 

OCmemsolc V                                       (23)             
The open circuit voltage is reported in [8] as: 
Voc =0.0025T+0.2329                                      (24)   

                           
In the transport species equation, the mass 
diffusion flux, ,iJ , is defined as: 

i
ii

YDJ ,                                                (25) 

Um et al. [7] define Di, as: 
2

3

0

005.1

T
T

P
PDD ii                                 (26) 

Where 0
iD  is the diffusivity of the specie i at the 

reference temperature and pressure. Nguyen and 
White [9] proposed the calculus of the water 
diffusion coefficient, Dw, as 

s
dw T

nD 1
303
1

2416exp105.5 11

 (27) 
The driving force for the water transport is defined as:

a

wawc
wd t

CC
yxD

yxI
Fyxnyx ),(

),(
),(),(

                                                                   
(28) 

where nd represents the electro-osmotic drag 
coefficient, that is a function of the water activity 
at the anode side. It is calculated using the follow 
equation: 

2 2( , ) 0.0049 2.02 4.53 4.09
1

d a a a

a

n x y a a a
a

 

( , ) 1.59 0.159( 1)
1

d a

a

n x y a
a                       (29)             
The water concentration at the anode and cathode 
side, Cwa y Cwc, respectively, is calculated by: 

Volume Source term 
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a
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2
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2
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The k subscript represents the anode and cathode 
sides, and m,dry  and Mm,dry  are the density and

 molecular weight, respectively, of the dry 
membrane.  The water activity is defined as:  

sa t
kw

kw
k P

yxPyxX
a

,

, ),(),(
                             (31) 

where, Xw,k represents the molar fraction of water 
in the anode and cathode.  The saturation pressure 
of water [10-11] is calculated by: 

37

25

2
,10

)15.273(104454.1

)15.273(101837.9

)15.273(10953.21794.2log

T

T

TP sa t
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  (32) 

Springer [12] defines the membrane conductivity, 

mem , as: 

T
mem e

1
303
1

1268
)326.0514.0(               (33) 

where  represents the water content, defined as: 

2 20.043 17.18 39.85 36.0
1

a a a

a

a a a
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1

a

a

a
a                                           

(34) 
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The boundary conditions are defined at the inlet, 
outlet, walls and at the interfaces between 
consecutive layers.  At the outlet, the gauge 
pressure is defined equal to zero, considering that 
the gases are discharged to the environment. The 
principal boundary conditions around the 
computational domain are shown in Figure 6. 
At the interface between the flow channels and the 
bipolar plates, the velocity and the mass flow are 
equal to zero. At the interface between the flow 
fields ant the GDLs the velocity, mass flux, 
species concentration and species flux are all 
continuous, and it was considerate like porous 
jump. At the interface between GDLs and the CLs, 
the velocity and concentration conditions are 
similar to those at the interface between the flow 
fields and the GDLs. At the interface between the 
CLs and the membrane the mass flow is zero 
because the hydrogen cannot pass through the 
membrane.  

 
The inlet flow rates for the anode and cathode has 

which is defined as the quantity of reactant fed to 
the fuel cell, divided by the required quantity in 
the electrochemical reaction. Thus: 
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The numerical results are validated with the study 
of [8]. They carried out an analysis of a straight 
channel for a PEM fuel cell. Their geometry 
presents the advantage of being a simple model as 
compared with other experimental analyses. Um et 
al. [8] obtained an experimental polarization curve 
for the straight channel at the Penn State 
Electrochemical Engine Center (ECEC).   
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F igure 6. External boundary conditions. 
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The operating conditions for the validation of the 
model are presented in Table 4. 

Table 4.  Operating conditions of the cel l [8] . 
  

Description Value 

Cell temperature  (°C) 70 

Operating pressure (atm) 2 
Relative humidity for the fuel entrance (%) 100 

Reference current density (A cm-2) 1 
Stoichiometric ratio for the anode  1.5 
Relative humidity of the air at the inlet (%) 100 
Stoichiometric ratio for the cathode 2 

Nitrogen/oxygen mole fraction  at the inlet 0.79/0.21 
 
Figure 7 shows the comparison between the 
present numerical model and the experimental 
results of the polarization curve for the fuel cell of 
[8]. The comparison shows a small variation at 
high current densities, due to the assumptions 
considered in the model.  However, the differences 
are minimal and the results present a similar 
behavior. 
 

 
F igure 7. Comparison of the polarization curves 

between numerical and experimental results. 
 
The fuel cell global performance can be explained 
by the polarization curves. The polarization curves 
represent the cell operation voltage versus the 
current production and it represents the principal 
irreversibilities on the fuel cell.  Figure 8 shows 
the polarization curves for some geometries which 
have the same value for the parameter 0 and a 
different value for the variable n. As it can be seen 
in Figure 8, the activation losses for all the 
geometries are similar at low current densities. 
The concentration losses present at high current 
densities tend to increase conform n decreases.  It 

is because low n values do not have as much 
uniformity concentration distribution as with high 
values of the parameter n.   
 

 
F igure 8. Polarization and power curves, 0=0.75.  

The species concentration distribution for the 
extreme models is presented in Figure 9. There is 
a significant difference between these models. The 
geometry with the lowest n value (n=3) presents a 
fastest fuel consumption whereas the geometry 
with the highest n value (n=6) has a more uniform 
distribution on the reaction area. Flow outlets 
define the tendency of the flow; however, Figure 9 
also shows that the proposed geometry does not 
have zones with a significant difference in 
concentration species.  
 
 

 

a  

b  
F igure 9. Distribution of the molar fraction of 

hydrogen for a) n=3, 0=0.75 b) n=6, 0=0.75. 
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The effect 0 can 
be shown by the polarization and power curves for 
the geometries that have a same value of the n 
parameter, see Figure 10. A similar trend as in the 
previous case occurs, the higher the value of 0, 
the lower the concentration losses, and much more 
power is generated. It is important to note the low 
power developed for n=3 and 0=0.25, caused by 
the inefficient flow distribution of this geometry.  
 

 
F igure 10. Polarization and power curves, n=3. 

In order to compare the parameters, n and 0, 
Figure 11 shows a comparison of the effect of 
both parameters at the average current density 
obtained at 0.6 V.  The effect of the variation of 
the parameter 0 has a stronger effect on the 
current density than the number of rows (n). This 
result also shows that the highest value of the 
number of rows does not have the better 
distribution flow field; in that case it is necessary 
to compare the models that showed the highest 
average current density.  
 

F igure 11. Average current density for the studied 
models, Vcell =0.6 V. 

 
Figure 12, shows the power curves for the above 
mentioned cases. The geometry with the larger 

number of channels is not the case with the more 
power generated.  The production power capacity 
for the geometries n=5 and n=4 is almost the same 
and both of them show more power generated than 
the geometry n=6. The geometry with n=4 has a 
little more power production than the geometry 
with n=5, and it presents the best cell 
performance. 

 
F igure 12. Power curves for the models with a 

high average current density. 
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In order to compare the obtained results, two 
different radial geometries were built, one of them 
was proposed for Cano et al [3] and the other one 
was proposed by Perez et al [13]. Both geometries 
were simulated under the same model considered 
in the present study. These geometries were 
chosen because they have the same active area as 
the present geometry.  

 
F igure 13 Comparison of the proposed geometry. 

Figure 13 shows the power curves for the three 
geometries. An important improvement on the 
fuel cell performance is obtained under the 
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proposed geometry. As it can be seen the 
proposed geometry does not have high 
concentration losses. It results on having a more 
uniform distribution than the two compared 
geometries. At the same time the proposed 
geometry presents a higher power generation.  

!"#$%&'()*+%&*#
 
A parametric study of a radial configuration for 
the bipolar plates of PEM fuel cells is carried out 
in this work. The proposed 3D model is able to 
predict the cell performance. The study aimes to 
determine the geometry that maximizes the 
current density -in a more uniform way- 
enhancing the fuel cell performance. The 
performed analysis, which is based on the 
constructal theory, shows the effect of guiding the 
gases through the cell, getting a better 
performance for a special geometry. This study 
also shows the importance of the design on the 
fuel cell flow channels. In that case the geometry 
must be focusing on the design that increases the 
uniformity on the species concentration.  
 
For this parameterization the variation of the n 
parameter does not have as much effect as the 
variation of the 0 parameter. In a specific manner, 
the geometry with n=4 and 0=1.25 is the model 
that has the best performance increasing the power 
and the current density uniformity. This geometry 
will also reduce the cost and the manufacturing 
time because of the simpler geometry in 
comparison with the other analyzed cases.  
 
#,%-.&'(/0)1.#

ka  
Activity of water on stream k 
[dimensionless] 

Ci Concentration of the specie i (mol m-3) 
Di Mass diffusivity  of specie i (m2 s-1) 
F Faraday constant (97487 C mol-1) 
H Height  (mm) 
I Local current density (A m-2) 

refj  
Volumetric reference exchange  
current density (A m-3) 

ji Mass flow of the species i 
L Length (mm) 
Mi Molecular weight of the specie i (kg kmol-1) 
n Row level 
P Total  pressure (Pa) 
P0 Reference pressure (101325 Pa) 

R Universal gas constant (8.314 J mol-1K-1) 
S Source term in the transport equations 
T Temperature (K) 
Ts Surface temperature at the anode (K) 
T0 Reference temperature (300 K) 
u  Velocity vector (m s-1) 
W Width (mm) 
Xi Mole fraction of the i specie 
Yi Mass fraction of the i specie 
 
G reek symbols 

 Net flux of water by proton 
 Permeability (m2) 

Electrical potential (V) 
  Concentration coefficient 
 Porosity of the medium (dimensionless) 
 Stoichometric flux ratio 

 Overpotential (V) 
  Volumetric flux in the inlet (cm3 s-1) 

 Water content  
 Dynamic viscosity (kg s m-2) 

m  Mixture density (kg m-3) 

drymem,  Dry membrane density (kg m-3) 
 Electrical c -1 m-1) 

 
Superscr ipts 
Ref Reference value 
Sat Saturated 
 
Subscr ipts 
a Anode 
c Cathode 
CL Catalyst layer 
GDL Diffusion layer 
k  Species 
mem Membrane 
sat Saturated 
sol Solid 
Wa Water in the anode side 
Wc Water in the cathode side 
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ANALYSIS OF POWER AND ENERGY IN AN 
ELECTROCHEMICAL POWER SYSTEM APPLIED TO A 

ROBOTIC DEVICE 

Elisângela Martins Leal, Rogerio Rodrigues dos Santos 

Vale Soluções em Energia, Energy Technological Center, São José dos Campos, SP, Brazil. 

Abstract: Electrochemical power generation is an incredibly diverse and sophisticated field, and 
several major research initiatives throughout the world are racing for the ultimate electrochemical 
power solution. From the robotic perspective high torques may be avoided, due to mechanical 
limitations of joints and links. It can be achieved by reducing the weight of the robots and/or adjusting 
their speed of operation. In this paper, an analysis of an electrochemical system used in a robotic 
device is performed using a Ragone plot. In the following, an optimal control strategy for a serial 
manipulator is proposed. A contribution of the control strategy is the efficient usage of the limited power 
resource. The consideration of energy supplier curves for the determination of the control law is shown 
as an effective way to improve power consumption and overcome torque limitations of small devices. 
The resulting methodology can be useful to the design and path planning of small portable 
manipulators. Numerical results show the viability of the proposed methodology. 

Keywords:  Electrochemical power, power density, energy density, robot path planning, control 
strategy. 

1. Introduction 
The field of mobile robotics places stringent 
demands on the power system. Energetic 
autonomy, or the ability to function for a useful 
operation time independent of any tether, 
refueling, or recharging, is a driving force in a 
robot designed for a field application. A graphical 
technique which contributes to the intuitive 
understanding of the performance of a power 
system is the Ragone plot. This plot is useful for 
graphically comparing the merits of different 
power systems for a wide range of operation times. 
They plot the specific power versus the specific 
energy of a system on logarithmic scales. 

Information on the basic fundamentals of batteries 
[1] and fuel cell systems [2, 3] can be found in the 
literature. Batteries and fuel cells are 
electrochemical devices that convert chemical 
energy into electrical energy by electrochemical 
oxidation and reduction reactions, which occur at 
the electrodes.  The basic physical structure of 
batteries and fuel cells is an electrolyte layer 
sandwiched by an anode (negative electrode) and 
cathode (positive electrode) on either side. In a 
cell, the reactions occur at the electrode surfaces. 
In generalized terms, the reaction at the electrodes 

and the overall reaction can be represented by, 
respectively [1]: 

dReeOx ↔+ −z  (1) 

The change in the standard free energy (∆G0), i.e. 
the maximum electric energy that can be delivered 
by the chemicals that are stored within or supplied 
to the electrodes in the cell, is expressed as [1, 2]: 

00 EFG en−=∆  (2) 

When the conditions are other than the standard 
state (0.101 MPa and 298 K), the voltage E0 of a 
cell is given by the Nernst equation [4]: 

−=
ba

dc

e aa

aa

n BA

DC0
0 ln

F

TR
EE  (3) 

In the case of a fuel cell, the maximum work 
available from a fuel source is also related to the 

free energy of reaction (∆GR), whereas the 

enthalpy of reaction (∆HR) is the pertinent quantity 
for a heat engine [2]: 

RRR STHG ∆−∆=∆  (4) 

As shown in Eq. (4), the difference between ∆GR 

and ∆HR is proportional to temperature and to the 

change in entropy (∆SR). 

Electrode reactions are characterized by both 
chemical and electrical changes and are 
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heterogeneous in type.  They may be as simple as the 
reduction of a metal or the overall process may be 
relatively complex, involving several steps. Before 
the electron transfer step, electroactive species must 
be transported to the electrode surface by migration 
or diffusion. The electroactive species needs to be 
adsorbed by the electroactive material either before 
the electron step or after it.  These behaviours lead to 
losses and prevent some chemical energy from being 
converted to useful electric work during cell 
discharge. To determine actual cell performance, 
three losses must be subtracted from the Nernst 
potential: (1) activation polarization, (2) 
concentration polarization, and (3) Ohmic 
polarization. When connected to an external load (R), 
the cell voltage V can be expressed as [1]: 

( ) ti RiRi −=+η+η−= 0concact0 EEV  (5) 

The Nernst equation characterizes the ability of the 
reactants to diffuse in the electrolyte from the bulk 
fluid flow and limits the current generation in the 
device. The activation polarization characterizes 
the energy needed to start the reaction. Activation 
losses are a function of the charge transfer kinetics 
of the electrochemical processes and are 
predominant at small current density.  On the other 
hand, concentration polarization adjusts for the 
diffusion gradient into the active sites and is 
dominant when the cell is operating at high current 
density.  Ohmic polarization is directly related to 
the internal resistance of the cell. It follows Ohm’s 
law and describes the thermal losses caused by 
resistive heating that occur when a current passes 
through an electrolyte and through electrodes. 

2. Fuel cells 
A fuel cell generates electricity directly through 
electrochemical reactions. Fuel is transformed at 
the anode, and oxygen is transformed at the 
cathode. The transformations release electrons that 
are available to drive a load, and ions that are 
preferentially transported through an electrolyte.  
Assuming that the weight of the fuel cell stack 
(WFC) is a function of the power (P) delivered to 
the load, it follows [5]: 

VPW FCFC if=  (5) 

The factor fFC can be related to the weight and total 
area of the electrodes in the stack. Similarly, 
assuming the weight of the reactant subsystem 
(WRS) is a function of the energy (E) delivered by 
the device [5]: 

VEW RSRS Ff µ=  (6) 

For a fuel cell, the gravimetric energy density 
(ED) is a measure of the total energy available in 
the device per unit mass and it is determined by 
the voltage of the cell and the amount of charge 
that can be stored in the fuel. Typical units for 
gravimetric energy density are Wh/kg and it can 
be calculated by [6]: 

RSRS

V

W

E
ED

f

Fµ
==     or    

F

f

µ
= RSED

V  (7) 

Gravimetric power density (PD) is the total power 
available in the device per unit mass (W/kg). It is 
related to the gravimetric energy density (PD = 
ED/t) at a given discharge rate, and indicates how 
rapidly the cell can be discharged and how much 
power can be generated.  It can be given by [6]: 

FCFC

V

W

P
PD

f

i
==  (8) 

Substituting Eq. (5) and (7) in Eq. (8) yields: 

µ
−

µ
=

2

0

RS

0
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EDE
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F

f

F

f

fRt

 (9) 

Defining q0 = µF as the maximum available 

capacity of the reactant (when µ = 1), the 
maximum electrical energy that can be obtained by 
electrochemical conversion of the reactant is q0E0.  
Substituting this in Eq. (9) gives: 

−=

2

00

RS

00

RS

FC

2
0

E

ED

E

EDE
PD

q

f

q

f

fRt

 (10) 

3. Batteries 
In addition to fuel cell-based electrochemical 
power, an intense research and development effort 
is currently underway in batteries.  The principal 
focus is lithium batteries. In their simplest form, 
batteries consist of two dissimilar electrode 
materials (positive electrode or cathode and 
negative electrode or anode) that are separated by 
an ionic conductor, which may be liquid, polymer, 
or solid phase. The characteristic performance of a 
battery is dictated by the type of electrode material 
and electrolyte (ionic phase that is usually held in 
a porous matrix that is often referred to as the 
separator). Because the electrolyte must be 
compatible chemically and electrochemically with 
the electrode materials, the combination of 
electrolytes and electrodes are limited. 
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Lithium-ion batteries have specific energies of 
around 160 Wh/kg and are expected to show 
substantial near- and mid-term increases in 
capacity, rate capability, and stability. According 
to McLarnon et al. [7] the energy density-power 
density relationship for batteries is: 

−=
00

5.0

00

2
0

E

ED

E

EDE
PD

qqRt

 (11) 

It is interesting to note that the form of Eq. (11) is 
similar to that for Eq. (10), differing in the 
exponents and in the inclusion of the factors fFC 
and fRS, which are related to the characteristics of 
the fuel cell stack and the reactant subsystem. 

4. Ragone Plots 
A very useful graphical technique for comparing 
some power devices is the Ragone plot. The 
diagram is a log-log plot, which allows a 
significant spectrum of gravimetric power density 
(kW/kg) and gravimetric energy densities 
(kWh/kg) to be plotted compactly.  Figure 1 shows 
a Ragone plot for the direct methanol fuel cells 
listed in Table 1 and Figure 2 exhibits a Ragone 
plot for the batteries listed in Table 2. As the 
system power increases, less energy can be 
extracted.  The highest gravimetric energy density 
batteries can only provide miniscule levels of 
power.  

 

Table 1. Specifications for commercial (or to be)            

direct methanol fuel cells. 

Company/ 

Product 

Power 
[W] 

Size (mm) 
Weight 

(kg) 

Ball Aerospace & 

Technology Corp 
100 109 x 203 x 254 6,16 

Hydrogenics 

Corp./HyPORT C 
500 533x330x406 35 

IdaTech 

Company/FCS 

1200 

850 740 x 690 x 640 84 

Smart Fuel 

Cell/SFC A25 
25 465 x 290 x 162 9,7 

Toshiba 12 275 x 75 x 40 1,02 

Voller Energy 

Ltd/Portapack VE 

100 

100 330 x 330 x 160 11,65 

 

S
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[W

/k
g

]

Specific energy [Wh/kg]

IdaTech Company FCS 1200

Smart Fuel Cell SFC A25

Toshiba

Hydrogenics Corp. HyPORT C

Ball Aer. & Tech. Corp. 100 W

Voller Energy Ltd Portapack VE 100

 

Figure 1. Ragone plot for the direct methanol fuel cells 

listed in Table 1. 
 

Table 2. Specifications for commercial Li-ion batteries. 

Company 
Weight 

(kg) 

Mid-

discharge  

voltage 1 (V) 

Discharge 

capacity at 

C/5 (Ah) 

Polarization 

resistance 2 

(ΩΩΩΩ cm2) 

Sony 0.60 3.50 1.18 213 

NEC Moli 0.48 3.75 1.30 189 

A & T 0.50 3.75 1.45 54 

Sanyo 0.45 3.75 1.30 118 

Matsushita 0.40 3.75 0.82 50 

1: Theoretical voltage of 4.2 V; 2: at rates above 1C. 
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Figure 2. Ragone plot for the batteries listed in Table 2. 

 

5. Robot Kinematics 
To describe both the workspace and geometrical 
position of the robot in the same reference system 
it is necessary to establish the robot direct 
kinematics. 
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Given the joint coordinates q of a serial 
manipulator, the transformation matrix that 
represents the geometrical elements of the robot 
are described by using homogeneous 
transformations such as:  

= −−

10

i

1i

i

1i
iA

dR
 (12) 

where R(q) is a rotational matrix and d(q) is a 
translational vector. Using this concept, the 
kinematics characteristics of a serial robot 
manipulator with n degrees of freedom is 
completely defined by the transformation: 

)(qA)(qA)(qA nn2211

n

0 ⋅=T  (13) 

Using the Denavit-Hartenberg representation [8], 
each homogeneous transformation Ai is obtained 
as a result of four basic transformations: 

x,ax,dz,z,i RotTransTransRot =A ⋅⋅⋅
 (14)

 

where a (length), α (twist), d (offset) and θ (angle) 
are the associated parameters. 

As T matrix is defined according to Equation (13) 
for a specific manipulator, given a Cartesian 
reference point Pbase, the end-effector Cartesian 

position for each joint coordinate q(d,θ) is 
obtained from: 

Pend = T(d,θ) . Pbase (15) 

This procedure is called direct kinematics 
computation. Given the reference point Pbase  and 
the end-effector point Pend , the procedure that lead 
to the determination of the corresponding joint 

coordinate q(d,θ) is called inverse kinematics 
computation. 

Using Equation (15) it is possible to describe the 
Cartesian position of an arbitrary serial robot 
manipulator. The kinematics determination is of 
main importance in the manipulability analysis, as 
presented in the following. 

6. Mechanical Power 
The consideration of the dynamics behavior of a 
serial manipulator is of great importance in its path 
planning. This information allows a detailed 
analysis and consequently the development of a 
precise control specification. 

Many efficient schemes have been proposed to 
model the dynamics of rigid multi-body 
mechanical systems [8].  

 

The dynamics model can be obtained explicitly 
through algebraically computation, or numerically 
through iterative computation. 

The techniques based on the Newton-Euler 
method starts from the dynamics of all individual 
parts of the system. They look at the instantaneous 
or infinitesimal aspects of the motion, using vector 
quantities as Cartesian velocities and forces. 

Alternatively, the Euler-Lagrange based methods 
starts from the kinetic and potential energy of the 
total system, considering the states of the system 
during a finite time interval. This approach works 
with scalar quantities, the energies. 

Independent of the approach, the generalized 
forces at the end are determined as described by 
the equation: 

)())(())(),(()())(( tttttt uqGqqCqqQ =++  (16) 

Where: ( ),tq )(q)(q t  t and  are the joint position, 

velocity and acceleration, respectively. Q(q(t)) is 

the joint space mass matrix and ( ) ( )( )tt qqC ,  is 

the vector of Coriolis and centrifugal forces. The 
vector G(q(t)) is the vector of gravitational forces 
and u(t) is the generalized force vector. 

The energy that is necessary to move the robot is 
an important design issue, because in real 
applications energy supply is limited and any 
energy demand reduction leads to smaller 
operational costs. Due to the relationship that 
exists between energy and force, the minimal 
energy can be estimated from the generalized force 
ui(t) that is associated to each joint i at time instant 

t0 ≤ t ≤ tf.  

The interval between the initial time (t0) and the 
final time (tf) is discretized in N steps. Then, the 
mechanical power (PM) is used for design purposes 
as defined by: 

=
=

N

1i

2
(t)

i
q(t)T

i
uMP  (17) 

This expression represents well the phenomenon 
under study because it considers both the 
kinematics and the dynamical aspects of the 
trajectory, simultaneously [9]. 

7. Dynamics model of Robotic 
Manipulator 

Physical characteristics of a two degree of freedom 
robotic planar manipulator are presented by means of 
Denavit-Hartenberg parameters shown in Table 3. 
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Table 3. Denavit-Hartenberg parameters, (*) joint variable. 

Joint A (m) α (rad) d (m) θ (rad) 

1 
2 

a1 

a2 

0 
0 

0 
0 

θ1
*

θ2
* 

 

Link lengths are a1=1 m, a2=1 m, and link masses 
are m1=1 kg and m2=1 kg, respectively.   

By developing Euler-Lagrange equation and using 
the Lagrangian the explicit equations of the system 
dynamics are obtained [8].  

For a robotic planar manipulator with two degrees 
of freedom (n = 2) the elements of matrix Q, C 
and G (Eq. 16) are: 

Q11 = (1/3) m1 a1
2 + (1/3) m2 a2

2 + m2 a1
2 + 

m2 a1 a2 cos(q2) 
(18a) 

Q12 = (1/3) m2 a2
2 + 0.5 m2 a1 a2 cos(q2) (18b) 

Q21 = (1/3) m2 a2
2 + 0.5 m2 a1 a2 cos(q2)  (18c) 

Q22 = (1/3) m2 a2
2 (18d) 

C11 = -m2 a1 a2 sin(q2) q1’ q2’ - 0.5 m2 a1 a2 
sin(q2) (q2’) 

2 
(18e) 

C21 = 0.5 m2 a1 a2 sin(q2) (q2’)
2 (18f) 

G11 = -0.5 m1 g  a1 cos(q1) - 0.5 m2 g a2 
cos(q1+q2) - m2 g a1 cos(q1) 

(18g) 

G21 = -0.5 m2 g a2 cos(q1+q2) (18h) 
where g = 9.81 m/s2 is the gravity. As a result, the 
system dynamics is presented according to Eq. 16. 

A further development is required to compute the 
system dynamics by means of a standard 
numerical procedure.  

By defining the state variables as x1 = q1, x2 = q2, 

1qx3 = and 2qx4 = , and the notation w1 = (x1   x2)
T 

and w2 = (x3   x4)
T , the second order system is 

converted to the equivalent a first order system: 

21 ww =  (19) 

( )GCuQw −−= −1
2  (20) 

In the current study the maximal value of the 
torque is minimized. The required concepts of 
optimal control are summarized in the following. 

 

8. Optimization of Discrete 
Dynamic Systems 

A discrete dynamic system [10] is described by 
means of a state vector w(i) of dimension n in each 
step i. The choice of a control vector u(i) of 
dimension m enables the transition of the system 
to the state w(i+1) through the relation: 

w(i+1) = f[w(i), u(i), i] (21) 

 

where: 

w(0) = x0 (22) 

Given a number of steps N, the general 
optimization problem for such class of system is to 
find the best control vector u(i), i=0, ..., N-1 which 
minimizes the performance index: 

( )[ ] [ ]
=

+φ=
1

0

),(),w(LwJ
-N

i

iiuiN  (23)

subject to Eqs. (21) and (22), where N, w0 and f are 
given. This is a parametric optimization problem 
with equality constraints, and can be solved by 
means of a nonlinear programming methodology 
[11, 12] if the control vector u(i) is understood as 
design vector [10]. 

For a given value of u(i), the state vector w(i) is 
computed by the optimization of  J. 

The extension of the formulation for a discrete 
system with terminal constraints requires the 
computation of  u(i) that minimize: 

J = φ[w(N)] (23) 

Subject to: 

w(i+1) = f[ w(i), u(i), i],  
w(0) = w0            and 

ψ[w(N)] = 0, i = 0, …, N – 1 
(24) 

9. Numerical Result 
The next numerical result was computed before 
the optimization process, and obtained through the 
dynamic system (Eq. 24) of a planar manipulator 
with two degree of freedom. The optimization was 
carried out by using Eq. 19. 

The initial Cartesian position of the manipulator 
end-effector was x = 2 m and y = 0m (and 
corresponding joint configuration q1(t0) = 0 rad 
and q2(t0) = 0 rad, respectively) and the final 
positon x = 0 m and y = 2 m (corresponding joint 
configuration q1(tf) = π /2 rad and q2(tf) = 0 rad, 

respectively). A cubic spline interpolation applied 
to joint coordinates was used to compute the 
movement between initial and final configurations. 

The total travelling time as fixed in 1 s (t0 = 0 s 
and tf = 1 s) and the corresponding interpolation 
equation of the first joint P1 satisfies bound 
constraints P1(t0) = 0 rad and P1(tf) = π /2 rad, at 
initial and final time, respectively. Furthermore, in 
the interpolation equation of the second joint P2 
the constraints P2(t0) = 0 rad and P2(tf) = 0 rad are 
accomplished.  
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Additional constrains were included to ensure that 

( ) ( ) ( ) ( ) 0==== f202f101 tPtPtPtP . Joint velocities 

(the position derivatives) at the initial and final 
times ensure a rest to rest motion. By solving the 
differential equation that describes the dynamics 
effect of the system (Eq. 24) by using qqq and,  

given by the interpolation equation Pj, the torque 
uij associated to each joint j=1,2 is obtained, in the 
time instants i=1,...,N-1.  

The corresponding physical movement resulting 
from initial spline interpolation is presented in 
Figure 3. 

When the movement presented in Figure 3 is 
performed, the maximum torque value is umax = 

19.6200 Nm. The interpolated value of the control 
u(i) is used as initial guess of the optimization 
process. The optimal design of position, velocity 
and acceleration qqq and, , decrease the 

performance index to umax = 10.1092 Nm. 

 

 

Figure 3. Robot movement before optimization. 

 

Figure 4 presents the torque value required to 
perform the given movement before the 
optimization (dot line) and after the optimization 
(solid line). Results of the first joint and second 
joint are presented. 
By comparing initial and final values a higher 
nonlinearity of the optimal design is observed. It is 
justified by the use of inertia effects to improve the 
general performance. 
On the other hand, torque values were increased at 
the last phase of the movement as shown in Figure 
4, aiming achieve the final position goal. 

The comparison between the initial (Fmax = 
19.6200 Nm) and final (Fmax = 10.1092 Nm) 
performance indexes demonstrate the effective 
improvement of the objective index. 
The optimization process was carried out by 
means of a finite set of reference points. As a 
result, smoothness is not ensured between time 
step transitions. Optimal data was processed 
through a spline interpolation to obtain the smooth 
design presented. 
Figure 5 shows a sequence of images given by the 
optimal design. 
 

 

Figure 4. Torque applied to each joint before (dot line) and after (solid line) the optimization. 
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Figure 5. Robot movement after optimization 

 

10. Conclusions 
As mentioned earlier, the energy necessary to 
move a robot is an important design issue and the 
consideration of the dynamics behavior of a serial 
manipulator is of great importance in its path 
planning.  

The optimized mode shows a lesser energy 
demand. This energy demand can be supplied by 
an electrochemical device. The use of this portable 
power source motivated the improvement of 
control strategies aiming to transform robotic 
manipulators in portable and/or autonomous 
devices. 

By using Euler-Lagrange formalist, dynamic 
equations of two degrees of freedom manipulator 
were shown and robotic kinematics and dynamics 
were addressed. 

The complexity involved in the system dynamics 
grows when a robot with more sophisticated 
geometry is considered. At this point, the choice of 
matrix representation presented here is the 
recommended tool to deal with robot of arbitrary 
complexity.  

A numerical result shows the effectiveness of the 
proposed methodology in reducing the torque 
peak. With the change of the power consumption 
profile, fuel cells became an attractive power 
supplier to robotic devices. 

As a result, the coupled analysis of battery and 
fuel cell technologies and robot consumption is a 
challenging field that will enable the build of 
portable and smart general purpose robots. 

The next step of this research is the consideration 
of different mechanical and geometric constraints 
on robotic joints, coupled with the use of 
mechanical inertia as a power recharger. Besides, 
the coupling of the electrochemical equations with 
the power and energy required by the robotic 
device will also be considered. 

Results currently obtained by authors motivate the 
use of this methodology and the coupled analysis 
in more complex scenarios. 

Nomenclature 
ai  activity of relevant species 

F  Faraday constant (96,487 C/mol) 

E0  Standard potential at 0.101 MPa and 298 K (V) 

ne   number of electrons participating in the 
reaction 
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R Gas constant (kJ/kg) 

T Absolute temperature (K). 

i current density (A.cm-2) 

Ri  internal resistance of the cell ( .cm2) 

fFC   weight factor for the fuel cell device 
(kg/cm2). 

fRS  factor that is a function of the amount of 
reactants (number of equivalents) and the weight 
of the auxiliary components (weight/equivalent of 
stored energy). 

q robotic joint angle (rad). 

u generalized force (Nm). 

Q joint space mass matrix. 

C Coriolis and centrifugal forces. 

G gravitational forces. 

 

Greek symbols 

ηact  impedance due to activation losses ( .cm2) 

ηconc  impedance due to concentration losses 
( .cm2). 

µ  energy conversion efficiency 
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1*H"1$1 :,9&% ,$+:$+ *-0 1*H"1$1 &5,3,#"5*3
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0

Capital costs of 

equipment

Oprational cost 

of each year

Maintenance cost 

of each year

t p τ1
τ2

Evaluation period  T

κ t p +T
year t  (y)

••• ••• •••

••• ••• •••

(Initial construction) (First renewal) (Second renewal)
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Equipment
Capital unit cost Maintenance

unit cost
Capacity  Performance characteristic value

COP (Space cooling) 1.01
Thermal efficiency (Space heating) 0.84

*COP=Coefficient of performance

RG 1 534 yen/(kW y) 2 708 kW
*

a × 10 yen/kW + b × 10 yen
6

a b

10.6 6.72

3
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Feasibility Analysis of Micro-CHP Systems for 
Residential Building Applications 

Margherita Cadorin, Pier Ruggero Spina, and Mauro Venturini 

Abstract: In this paper, an energy and economic analysis of micro-CHP systems is presented, to 
evaluate their feasibility as an alternative to household boilers. The considered CHP systems are 
based on innovative technologies, already available, but not yet widespread and industrialized, or 
available in the short-term. The considered technologies are external combustion systems, such as the 
ones based on Stirling engines, micro Rankine cycles and thermo-photovoltaic generators.  
With reference to these three typologies of micro-CHP systems, analyses are carried-out in order to 
evaluate the energy performance and the payback period, with reference to natural gas and electric 
energy tariffs in the present European market scenario. In particular, since these CHP systems are 
intended as an alternative to household boilers, the heat that has to be produced (and used) and, 
consequently, the operating hours of the CHP systems, are determined. This allows the estimation of 
investment payback time of these technologies with respect to traditional household boilers.  

Keywords: cogeneration, distributed generation, boiler, energy performance of residential buildings, 
energy tariffs, micro-CHP, investment payback period. 

1. Introduction 
The ever increasing demand for energy all over the 
world is mainly satisfied through the use of fossil 
fuels [1]. Due to the shortage of these resources 
and to the fact that they are responsible for most of 
CO2 emissions in the atmosphere, increasing 
economical resources have been dedicated 
worldwide to find an environmentally-friendly 
solution for power generation. Combined heat and 
power (CHP) is a technology which allows high 
primary energy savings [2] and, therefore, limits 
CO2 emissions. While industrial applications of 
CHP systems are fairly widespread, the 
applications for residential heating systems are 
limited by several technical [3-5], environmental 
[6], economic [7] and legislative [8] problems, 
especially for small- and micro- electric power 
sizes. The main difficulty for residential 
applications can be attributed to the fact that the 
CHP technologies available at present cannot 
always combine high efficiency, low cost, silent 
operation, low pollutant emissions and reduced 
maintenance [3].  
The aim of this paper is to evaluate the capability 
of micro-CHP systems based on innovative 
technologies as an alternative to traditional 
household boilers with a size up to approximately 
35 kW of thermal power. The considered  

micro-CHP systems are the ones based on Stirling, 
micro Rankine cycle and thermophotovoltaic 
(TPV) technologies, which are already available 
but not yet widespread and industrialized, or 
available in the short-term. All these micro-CHP 
systems are external combustion systems 
characterized by high reliability, low noise and a 
potentially high value of the overall CHP 
efficiency.  
An energy analysis was preliminarily carried out 
to evaluate the energy production in terms of the 
ratio between thermal and electric energy. Then, 
the investment payback period of these micro-
CHP systems was estimated, as a function of the 
tariff scenario in Europe, and building energy 
requirements. For this analysis, the payback period 
to recover only the additional costs of the CHP 
technology was evaluated with respect to a 
traditional boiler. In fact, the considered micro-
CHP systems are intended as an alternative to 
traditional household boilers, and, consequently, 
all the costs related to the boiler can be avoided.  

2. Novel micro-CHP technologies 
The considered micro-CHP systems are intended 
as an alternative to household boilers. Thus, they 
should be characterized by the same level of noise, 
pollutant emissions and maintenance as common 
household boilers. The considered innovative 
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micro-CHP systems are the ones based on Stirling, 
micro Rankine cycle and TPV technologies. They 
are all external combustion systems (so, pollutant 
emission levels are comparable to those of 
boilers), characterized by high reliability, low 
noise, and potentially high values of the overall 
CHP efficiency. In fact, even if electric 
efficiencies are low (from some percentage points 
of the TPV prototypes, to about 25 % of Stirling 
CHP systems), the potential overall CHP 
efficiency is usually higher than 80 % and can 
approach 100 % in condensing systems [3]. The 
electric power sizes of the units available on the 
market, even if at a prototype level only, range 
from 1 to 10 kW, with thermal power of 5 to 45 
kW [3]. Thus, these technologies could represent a 
promising alternative to household boilers up to 
about 35 kW of thermal power. 
Since all these CHP technologies are not currently 
industrialized and widespread on the market (some 
of them are not likely to be available in the short-
term), a well-established market price is difficult 
to estimate and the current specific cost of the 
prototypes is very high. 

2.1. Stirling engines 
The micro-CHP Stirling systems up to 10 kW of 
electric power size available on the market, which 
are mostly prototypes, range from 1 to 9 kW of 
electric power size, with corresponding thermal 
power size from 5 to 25 kW, which may represent 
a good alternative to household boilers. The 
electric efficiency ranges from 13 to 25 % with the 
CHP efficiency higher than 80 % [3], which may 
even go beyond 95 %.  

2.2 Micro Rankine cycles 
The micro-CHP systems based on the Rankine 
cycles (which use water or an organic fluid (ORC) 
as working fluid) up to 10 kW of electric power 
size available on the market, most of them at a 
prototype level only, range from 2 to 10 kW of 
electric power size, with corresponding thermal 
power size from 11 to 44 kW, which, also in this 
case, may represent a good alternative to 
household boilers. The electric efficiency ranges 
from 6 to 19 %, with potential overall CHP 
efficiency always higher than 90 % [3,9]. 

2.3 Thermophotovoltaic (TPV) generators 
The TPV-based micro-CHP systems can be 
obtained by converting a condensing boiler with a 

surface radiant burner (which is widespread as a 
household boiler), by adding PV cells inside the 
combustion chamber [3,10,11]. All heat not 
converted into electric energy by PV cells (such as 
heat removed from cells by the PV cell cooling 
system) is usefully recovered. Thus, the extra-fuel 
supplied for electric energy production with 
respect to the simple boiler can be considered fully 
converted into electric energy. Although the 
electric efficiency of TPV CHP systems is low 
(approx. 2-5 % of available prototypes, and, 
however, less than 10 %), the potential CHP 
efficiency is always higher than 90 % [3]. 
With respect to Stirling engines and micro 
Rankine cycles, the TPV generators are 
characterized by (i) electric efficiency almost 
independent of machine load and (ii) no moving 
parts, so that noise and vibrations are very low. 
However, they still require remarkable 
technological development, both for component 
design and for their integration. 

3. European scenario for distributed 
CHP in residential buildings 

3.1. European regulation on energy 
performance of buildings 

The overall primary energy demand for domestic 
users can be estimated by means of the parameter 
(Energy Performance ) reported in (1): 

lightCWHov , (1) 

where the different contributions account for 
“space heating”, “hot water” production, “air 
conditioning” and “lighting”, and usually refer to 
household surface area and time (i.e.  
kWh/(m2 yr)). 
As regards the primary energy required for both 
“heating” and “hot water” production, it results: 

,

,

,

,
WH,

1 , (2) 

The annual energy demand H,W (and, as a 
consequence, H,W values) mainly depends on (i) 
climatic zone, (ii) building shape, (iii) heat 
transferred by transmission and ventilation and 
(iv) internal and solar heat gains [12].  
The Energy Performance of Buildings Directive 
(EPBD) 2002/91/EC [13] sets the basic principles 
and requirements of the energy performance of 
buildings; the Concerted Action (CA) EPBD [8] 
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provides an overview of the implementation of this 
EU legislation. According to [8], the required 
energy performance limits for residential buildings 
(by only considering the contributions of heating 
and hot water production, H,W) starting from 1 
January 2010 are reported in Fig. 1 for some EU 
countries.  
Data in Fig. 1 highlight the lowest and highest 
allowable H,W (e.g., by considering the most and 
least favourable climatic zone, respectively), and 
the average value calculated accordingly. In one 
case (Belgium), only one value was available. It 
can be observed that the range of variation of 

H,W is considerably large, ranging from 
approximately 10 to 300 kWh/(m2 yr). Therefore, 
if a CHP system with a thermal power of  
0.15 kWt/m2 is considered, a H,W equal to  
300 kWh/(m2 yr) corresponds to 2,000 annual 
equivalent operating hours.  

3.2. Tariff scenario in Europe  
The considered tariff scenario refers to the second 
semester of 2007. These tariffs do not account for 
2008/2009 worldwide financial crisis, and so they 
can be considered more representative of a mid-
term energy market scenario. 
Figure 2 shows the specific consumer tax-included 
price for household users of natural gas and 
electric energy respectively. For instance, only the 
values for band D2 (annual consumption of natural 
gas between 20 and 200 GJ, i.e. between 525 and 
5254 Sm3) and band DC (annual consumption of 
electric energy between 2500 and 5000 kWh) of 
some EU countries are reported.  
It can be highlighted that there are considerable 
differences among the different EU countries. For 
this reason, the EU27 tariff has also been reported, 
to highlight how each European country compares 
to the average European tariff. More generally, by 
considering the whole range of variation in natural 
gas price (bands D1, D2 and D3) and electric 
energy cost (bands DA, DB, DC, DD and DE) for 
household users, the following ranges of variation 
can be reasonably assumed:  
 NG: 0.20 – 1.50 !/Sm3;  
 EE: 0.05 – 0.50 !/kWh. 

Therefore, the feasibility of the considered micro-
CHP systems has to be evaluated for each country, 
by also taking into account the expected building 
energy performance (Fig. 1). 

0

50

100

150

200

250

300

Aus
tria

Belg
ium

Bulg
ari

a

Cze
ch

 R
ep

ub
lic

Germ
an

y

Den
mark

Esto
nia

 

Fran
ce

Croa
tia

Hun
ga

ry

Ire
lan

d
Ita

ly

Lu
xe

mbo
urg

Pola
nd

Rom
an

ia

Swed
en

Slov
en

ia

Slov
ak

ia

EP
H

,W
 [k

W
h/

(m
2 

yr
)]

 

0

5

10

15

20

25

30

35

40

Aus
tria

Belg
ium

Croa
tia

Cze
ch

 R
ep

ub
lic

Den
mark

EU27

Fran
ce

Fran
ce

Germ
an

y

Hun
ga

ry

Ire
lan

d
Ita

ly

Neth
erl

an
ds

Pola
nd

Port
ug

al

Rom
an

ia

Slov
ak

ia

Slov
en

ia
Spa

in

Swed
en

Unit
ed

 K
ing

do
m

c!
/k

W
h

0

20

40

60

80

100

120

140

160
Electric energy - band DC (2500 - 5000 kWh/yr)

Natural gas - band D2 (20 - 200 GJ/yr)

c!
/S

m
3

 

4. Methodology  
4.1. Energy conversion system modelling 
A systemic approach was used to simulate CHP 
operation. In particular the CHP system was 
modelled as in Fig. 3, under these assumptions: 
 Losses in the combustion system were 

accounted for through combustion efficiency c. 
 The possibility that a fraction of combustion 

heat bypasses the energy conversion system and is 
directly used to produce useful heat (as in the case 
of Stirling and micro Rankine cycle technologies) 
was accounted for by means of the coefficient . 
 The energy conversion system was modelled 

by means of its efficiency ES. 
 The produced electric power e was evaluated 

through the overall electric efficiency e, which is 
defined in: 

cES
*

e , (3) 

where the efficiency * takes into account the 
following contributions, depending on the CHP 
technology: 
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c

f = MfLHV

c f

(1 – c) f

(1 – ) c f

Energy Conversion System
( ES)

e = e f

c f

(1 - ES) c f

t,a = (1 - ES ) c f

Heat Exchanger
( HE)

t = t f  

- Stirling and micro Rankine cycle: * is given 
by the product of the mechanical efficiency m, 
of the electric generator efficiency eg and of 
the efficiency aux accounting for auxiliaries. A 
typical value of * for Stirling and micro 
Rankine cycle technologies is approx. 0.75 [3]. 

- TPV: * is the efficiency of DC/AC converter 
ec (i.e. * = ec). A typical value of DC/AC 

converter efficiency is 0.90 [3]. 
 The heat t,a that can be converted into useful 

heat is the sum of the heat discharged by the 
energy conversion system and the combustion heat 
that bypassed the energy conversion system itself. 
The useful thermal power recovered by the CHP 
system t was evaluated through the thermal 
efficiency t, which is expressed in (4): 

*
ecHEcEScHEt  (4) 

The values of the electric efficiency and 
thermal efficiency e and t depend on the energy 
conversion system considered and on ambient and 
load conditions as well. In this paper annual 
average values of these efficiencies were 
considered, and sensitivity analysis was performed 
on these values. 

4.2. Thermo-economic analysis 
The economic analysis consists of the 
determination of the period to pay back the 
additional costs of the CHP technology with 
respect to a traditional boiler. In fact, the 
considered micro-CHP systems are intended as an 
alternative to household boilers, so that CHP 
installation avoids all costs (both installation and 
operating costs) related to the traditional boiler. As 
the considered micro-CHP systems are not yet 

industrialized or widespread in the market, and 
therefore a well-established market price is 
difficult to estimate, a parametric analysis was 
carried out on the additional costs of the CHP 
technology. 
The payback period (PBP) was evaluated as the 
period which makes the Net Present Value (NPV), 
defined in (5), equal to zero. 

1

i

1
, (5) 

where  is the investment cost (  = add· f) and  is 
the discount rate (assumed equal to 5 %).  
For the calculation of the cash flows i, first the 
number of annual hours of operation for the micro-
CHP systems is needed, and can be estimated as in 
(6) 

t

WH, . (6) 

Then, the cash flow for each i-th year i can be 
obtained as expressed in (7): 

NG
cHE

t
fmainEEei

, (7) 

The electric energy produced annually (i.e. e ) 
allows a net specific revenue (i.e. EE- main), which 
takes into account the specific cost for micro-CHP 
system maintenance main (in the paper  

main = 0.01 !/kWh). Then, the cash flow has to be 
lowered, by considering the cost of natural gas, 
due to the additional fuel used to feed the micro-
CHP system with respect to the boiler only. 

4.3. Assumptions 
A reference micro-CHP system with the following 
features was considered as the base case: 

e = 10.0 % 
HE = 93.0 % 
* = 75.0 % 
c = 99.5 %  

According to (4), it results that: 
t = 80.1 % 
CHP = 90.1 % 

The assumed efficiency values have to be 
considered as annual average values and are 
representative of micro-CHP systems based on 
Stirling engine and micro Rankine cycle 
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technologies [3]. The assumed heat exchanger 
efficiency HE = 93 % is the typical annual average 
efficiency of a condensing boiler [15]. 
To perform sensitivity analysis on efficiency 
values, the ranges of variation reported in Tab. 1 
were considered. The assumed electric efficiency 
values are representative of a wide range of micro-
CHP systems up to 10 kW of electric power size. 
In particular, CHP systems based on TPV 
technology can be represented by electric 
efficiency values e up to 10 % (with * = 90 %) 
[3,11]. Otherwise, for CHP systems based on 
Stirling and micro Rankine cycle technologies, e 
typically varies in the range 5 – 25 % (but with  

* = 75 %) [3].  
For the base case, the additional purchase cost of 
CHP technology with respect to a traditional boiler 
was assumed equal to add = 100 !/kWf, i.e. the 
additional cost was referred to the fuel input power 
of the CHP system. Since the considered micro-
CHP systems are not yet industrialized and 
widespread on the market, a well-established 
market price is difficult to estimate, and 
consequently the CHP technology additional cost 
was varied in the range add = 50 - 200 !/kWf. 
A CHP system size equal to 0.15 kWt/m2 (i.e.  
15 kW of thermal power per 100 m2 of household 
surface) was considered, since it was assumed that 
the existing boiler would be replaced by a CHP 
system with the same thermal power size in order 
to fulfill the same thermal energy demand.  
The annual electric energy produced by the CHP 
systems, operated in heat-led mode, was 
considered lower than the annual electric energy 
required by the users. This assumption is verified 
when the ratio  between electric and thermal 
energy demands of the users is higher than  
values reported in Tab. 2, which depend on the 
considered CHP technologies. 
Even though the annual electric energy produced 
by the micro-CHP system was lower than that 
required by the users, the electric energy 
production (which is simultaneous with thermal 
energy production) is usually 
with user electric energy consumption. In fact, 
electric energy is overproduced during winter 
months (when thermal requirements are higher), 
while the highest electric energy consumption 
from the grid usually occurs during summer 
months due to air cooling. In order to balance this 
mismatch,   in   many   countries   “ ”  

e [%] 2.5 – 10.0  5.0 - 25.0  
* [%] 90.0 75.0 
HE [%] 93.0 93.0 
c [%] 99.5 99.5 

* [%] e [%] t [%] CHP [%] e/ t 
 2.5 90.0 92.5 0.028 
90.0 5.0 87.4 92.4 0.057 
 10.0 82.2 92.2 0.122 
 5.0 86.3 91.3 0.058 
 10.0 80.1 90.1 0.125 
75.0 15.0 73.9 88.9 0.203 
 20.0 67.7 87.7 0.295 
 25.0 61.5 86.5 0.407 

mechanisms exist between the electric energy sent 
to the grid and that purchased from the grid on a 
time basis (such as the so-called “net metering”), 
to properly reward the production of electric 
energy from distributed sources. Therefore, for the 
sake of simplicity, it was assumed that all the 
electric energy produced and consumed over one 
year could be rewarded at the electric energy 
consumer price purchase cost EE.  

5. Results and discussion  

5.1. Feasibility analysis  
For the reference base case defined in para. 4.3, 
the period to pay back the additional costs of the 
CHP technology with respect to a traditional boiler 
was evaluated as a function of the European tariff 
scenario (Fig. 2: natural gas - band D2; electric 
energy - band DC) and of building energy demand 
for heating and hot water production H,W.  
In Fig. 4, the PBP trends are reported for some 
European countries. The results allow the 
identification of the period required to pay back 
the additional costs of the CHP technology with 
respect to a traditional boiler. It should be noticed 
that the results are strongly influenced by the 
considered tariffs. As an example, owing to high 
Italian tariffs for both electric energy and natural 
gas, the CHP system payback period is less than 
13 years when the D2/DC tariff scenario is 
assumed, with H,W equal to 120 kWh/(m2 yr). 
Otherwise, if the D2/DB tariff scenario is 
considered, the CHP system payback period is 
always greater than 15 years, even though H,W is 
almost tripled (i.e. 300 kWh/(m2 yr)). 
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5.2. Influence of CHP system parameters  
Due to the large variation that may affect CHP 
system parameters (as building energy demand, 
efficiencies, CHP technology costs and tariff 
scenario), sensitivity analysis has been carried out 
to provide a useful and easy-to-read tool, which 
should allow the evaluation of the profitability of 
the micro-CHP system as a function of: 
 building energy demand for heating and hot 

water production H,W , according to the range 
of HW reported in Fig. 1; 

 electric efficiency, mainly depending on the 
considered micro-CHP technology;  

 additional purchase cost of the CHP 
technology with respect to a traditional boiler; 

 tariff scenario ( NG and EE), mainly depending 
on the country and on oil price. 

A PBP of 10 years was imposed, since this can be 
considered a cut-off point to evaluate the actual 
potential of CHP technology for residential 
building applications. For the calculation of PBP, a 
discount rate equal to 5 % was assumed. 
In Fig. 5 the curves of building energy demand for 
heating and hot water production H,W allowing a 
PBP of 10 years are reported as a function of the 
additional purchase cost of the CHP technology 
with respect to a traditional boiler and of the 
electric efficiency of the CHP system, for two 
tariff scenarios: Italy and Sweden. In particular, 
these two European countries were chosen since 
they strongly differ in climate and tariffs. In fact, it 
can be seen in Fig. 2 that the cost of natural gas in 
Sweden is almost 50 % more than in Italy, while 
electric energy is about 30 % cheaper. Moreover, 
it should be noted that in Fig. 5 the micro-CHP 
systems are differentiated as a function of system 
efficiency, as explained in para. 4.3 (Tab. 1). In 

particular, the two different values of * (90 %, for 
TPV systems and 75 % for Stirling and micro 
Rankine cycle technologies) have an effect on the 
slope of the curves at constant H,W value.  
It can be shown that, in order to achieve a given 
payback period, an increase of the additional 
purchase cost of the CHP technology requires a 
higher electric efficiency, for any given H,W value. 
In other terms, for a given micro-CHP system 
characterized by a given electric efficiency and a 
given purchase cost, the profitability can be 
reached in a shorter time if the energy demand for 
heating and hot water production H,W is higher. 
Moreover, a higher additional purchase cost is 
allowed by higher  values, in correspondence of 
the same . 
As a result of the different energy tariffs, the same 
micro-CHP system is more profitable in Italy than 
in Sweden, even though the average energy 
demand in Sweden is almost twice the average 
energy demand in Italy (i.e. in Fig.1, average 
values of 100 against 50 kWh/(m2 yr)). 
The difference between the tariffs also translates 
into the fact that, while for Italy the curves at 
constant value of H,W are very close to each other 
for the two different , the same two curves for 
Sweden are very far from each other, i.e. a much 
higher  is required to counterbalance the 
decrease of . 
In Fig. 6a and 6b the curves of building energy 
demand H,W allowing a PBP of 10 years, are 
reported as a function of electric energy and 
natural gas costs ( NG and EE), for two different 
CHP technologies (Fig. 6a:  = 5 % and  

 = 90 %; Fig. 6b:  = 15 % and  = 75 %), and 
a additional purchase cost equal to 100 !/kWf. 
For any given value of H,W, the lines have a 
positive slope, since a higher electric energy cost 
(which is an avoided cost, and so contributes to the 
saving) is counterbalanced by a higher natural gas 
cost. As regards the comparison between the two 
different technologies, it can be highlighted that, 
for any given energy tariff scenario (i.e. NG and 

EE), a CHP technology with  = 15 %,  = 75 % 
(Fig. 6b) allows the same payback period as a 
CHP technology with  = 5 %,  = 90 %  
(Fig. 6a), but with a lower building energy demand 

H,W, owing to the combination of effects of the 
respective efficiency values. Moreover, it can be 
noted that a CHP technology with  = 5 % and  

 = 90 % (Fig. 6a) is more sensitive to the natural  
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add

gas and electricity costs than a CHP technology 
with  = 15 % and  = 75 % (Fig. 6b). This is 
due to the fact that the electric power e and the 
power of the extra-fuel supplied for electric energy 
production with respect to the simple boiler 
(factors which multiply  in (7)) are both low 
when  is low. Therefore, by varying natural gas 
and electricity costs, a same annual cash flow 
value ( i) can only be obtained by means of large 
variations of , which correspond to large 
variations of building energy demand H,W. 

6. Conclusions  
In this paper, an energy and economic analysis of 
micro-CHP systems was carried out, to evaluate 
their feasibility as an alternative to household 
boilers. The considered CHP systems are the ones 
based on Stirling engines, micro Rankine cycles 
and thermo-photovoltaic generators. 
The result of this paper is an easy-to-use tool, 
which allows the evaluation of the feasibility of 
the considered micro-CHP system as a function of 
(i) efficiency parameters, (ii) European natural gas 
and electric energy tariff scenario, (iii) building 
energy requirements and (iv) additional costs of 
the CHP technology with respect to a traditional 
boiler.  
As an example, under the Italian tariff scenario, a 
CHP system based on Stirling or micro Rankine 
cycle technologies, with an electric efficiency of 
about 10 %, can have a payback period lower than 
10 years, if the additional purchase cost with 
respect to a traditional boiler is lower than  
100 !/kWf and the building thermal energy 
demand is higher than 150 kWh/(m2 yr). 

Nomenclature 
  household surface area, m2 
  e/ t (defined in [2]) 
  specific cost, !/kWh or !/Sm3  
  energy, kWh 

  energy performance, kWh/(m2 yr) 
  cash flow, !/yr 

  investment, ! 
  index 

f  fuel mass flow rate, kg/s 
  number of years for  calculation, yr 

 net present value, ! 
  power, kW 

 payback period, yr 
 annual energy demand per unit household 

surface area, kWh/(m2 yr) 
  annual energy demand, kWh/yr 

  discount rate 
  annual hours of operation, hr/yr 

Greek symbols 
  efficiency 
*  efficiency equal to m· eg· aux (Stirling and 

micro Rankine cycle) or to ec (TPV) 
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  fraction of energy which directly produces 
useful heat bypassing the energy conversion 
system 

Subscripts and superscripts 
a available 
aux auxiliaries  
add additional  
c  combustion  
C  air conditioning  
CHP combined heat and power  
e  electric  
EE  electric energy  
ec  DC/AC converter 
eg  electric generator  
ES  energy conversion system  
f  fuel  
H  heating  
HE heat exchanger  
light lighting  
m  mechanical  
main maintenance  
NG natural gas  
ov  overall  
t  thermal 
W  domestic hot water 
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3(#%'"7%9  Gas turbines as used nowadays are working far in the fuel lean regime, which is most 
reasonable for mobile applications, since the formation of pollutants and soot are avoided while the 
temperatures remain low enough to avoid damage of the turbine. However, from a thermodynamic 
point of view the exergy utilization is far from optimum at such conditions. 
For stationary conditions a different approach may be worth a second thought: the use of gas turbines 
as chemical reactors for hydrogen and carbon monoxide production in combination with power 
generation and the utilization of the exhaust enthalpy stream. A gas turbine model cycle is analyzed 
using complex equilibria including radicals and chemical exergies. Chemical exergies were calculated 
from equilibrating the gas mixtures at different points in each process with a large excess of moist air. 
Methane was studied as an exemplary fuel; it can be viewed as an important representative of natural 
gas and of biogas. 
 
Comparing the exergy losses of the idealized gas turbine process, the losses for the fuel rich 
stoichiometry are lower than at the lean stoichiometry used in gas turbines nowadays. The exact 
values of the exergetic efficiency depend on the pressure ratio, which was studied in the range of 10 to 
30. The hydrogen to carbon monoxide ratio would be typically near 2.2, while the adiabatic flame 
temperature would be in a range, which either would cause no damage to typical gas turbines or could 
be handled with carbon fiber reinforced carbon. The composition of the gases is likely to change within 
the turbine, where temperature and enthalpy drops. This was considered in additional calculations 
where chemical equilibration of the gas mixture in the turbine is considered. Such a process would 
combine a partial oxidation with an energy conversion process. The possibility to produce syngas 
mixtures would add an additional flexibility to the gas turbine process, which seems to be worth to be 
considered. 

K eywords:  Polygeneration, turbine, chemical exergy 

:;$ <*%'-6&7%)-*$
Gas turbine processes are important devices used 
in stationary systems to convert the combustion 
enthalpy of a fuel into electrical power. In 
aeroplanes they are used as an engine so the 
propulsion is the aimed effect. The thermal 
efficiency is restricted by the upper temperature 
limit which can be used at the turbine entrance in 
order to avoid the degradation of the steels or 
super alloys. In order to reduce the combustion 
temperature they are nowadays mainly run in a 
very lean combustion regime, aiming to hold the 
gas phase and surface temperatures low. This also 
has the side effect that the nitric oxide formation, 
which is strongly coupled to temperature, may be 
partially avoided. Similarly, soot formation is also 
of minor importance in the lean regime. Generally, 
the thermal efficiency can be increased 
significantly if the hot exhaust gases are used in 
combined gas and steam power plants. Recently, 

Yamamoto et al. proposed a combined cycle 
where one of two gas turbines is run in a fuel rich 
mode, leading to increased total efficiency [1]. 
One important idea behind this work was that 
carbon-fibre-reinforced-carbon composites (C/C) 
may be used as a construction material for turbines 
in the fuel rich regime, since they survive much 
higher temperatures in a reducing atmosphere. 
Fossil fuels like natural gas are also the starting 
point for the production of base chemicals like 
methanol, syngas (H2/CO) or hydrogen. At the 
same time, the production processes often 
consume a considerable amount of exergy even 
though the reactions for their formation show that 
theoretically this would not be necessary. Thus, for 
example Jin et al. studied the possibilities of using 
several fuels for the simultaneous production of 
base chemicals and power [2, 3], combining 
known processes in a rational but complex way.  
Polygeneration or multigeneration, as the 
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production of several energetic products is mostly 
called, often is regarded as a kind of optimization 
process where existing technologies are combined 
in a more or less complex way [4-6]. However, the 
possibility of heaving relatively simple processes 
capable of providing several useful products, 
including mechanical power, has to our knowledge 
not been studied yet. Combustion processes run in 
an unusual mode may be one possible choice. This 
way, the large knowledge of the scientific 
combustion community may be used. 
The present thermodynamic investigation was 
performed as a starting point in order to see if gas 
turbine processes may be used in principle for the 
polygeneration of syngas and electrical power or 
shaft work, generally assuming that the exhaust 
gases are further used either for heating or for 
further energy conversion processes like a steam 
cycle. If a gas turbine cycle is used (also) as a 
chemical reactor, the properties of the gas mixture 
expanding in the turbine will be quite different 
from a typical lean exhaust gas mixture. Also, 
since the temperatures in the turbine are generally 
quite high, chemical reactions will take place 
while the gas mixture expands and due to this the 
chemical composition may change in the turbine. 
Due to the high temperatures, the equilibrium 
concentrations of atoms and radicals in the mixture 
may be substantial, thus influencing temperatures 
and enthalpies. The equilibrium of a complex 
mixture can be evaluated by minimization of the 
free enthalpy. The chemical equilibrium 
calculation procedures used in the present work 
are well established and freely available[7]. 
In order to analyze a poly-generation gas turbine 
process, the chemical exergy flows are analyzed 
together with the energy flows as a function of 
different parameters. The main parameters were 
the stoichiometry, the pressure ratio and also the 
possibility of chemical equilibration in the turbine, 
while the temperature is reduced. 
 

!"# #$%&'()*+#
The modeled process is depicted in Fig. 1. The 
methane fuel and the air are compressed 
separately, mixed and burned in the combustor. 
The combustion products are expanded in the 
turbine. All steps are modeled as adiabatic 
processes for different stoichiometries, varying the 
air mass flow rate 3m . Since it was aimed to study 

the thermodynamic optimum, the turbine and the 
two compressors were first assumed to be 
reversible (rev). In later calculations, isentropic 
efficiencies of 90% for the turbine and 75% for 
each compressor were assumed (irr). Pressure 
losses in the lines or the combustor were 
neglected. 

 
F ig. 1 Scheme for the modeled process, all parts are 

assumed to be adiabatic. 

All species and mixture properties were calculated 
using the Cantera library [7] within Python, which 
also provides procedures for equilibrating a multi-
species gas phase mixture for two constant 
parameters like temperature and pressure, enthalpy 
and pressure or entropy and pressure by 
minimizing the free enthalpy at constant elemental 
composition. In addition, the possibility of carbon 
(soot) formation was  investigated by calculating a 
two phase equilibrium, consisting of a complex 
gas phase and a pure graphite solid phase. The 
thermodynamic data were taken from the 
established data base of the GRI 3.0 mechanism 
[8] and the gas phase was assumed to behave as a 
mixture of ideal gases. No assumptions regarding 
constant heat capacities were made. The program 
evaluates the enthalpies h, entropies s and further 
thermodynamic properties of the mixture. 
However, the calculation of (chemical) exergies 
had to be implemented. Pure air (mole fractions: 
O2: 0.209421, N2: 0.78084, Ar: 0.00934, CO2: 
0.00038, H2O: 0.013) was taken as the dead state 
of the surrounding at 1.013 bar and 300 K, this 
appeared to be most reasonable for the present 
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purpose. To calculate exergies, it was deemed 
most appropriate and easiest to calculate the initial 
enthalpy and entropy of a given mixture in a 
certain thermodynamic state (Index: i) and to 
equilibrate it chemically and reversibly (Index: eq) 
with a large excess of air (mass ratio: r=105:1, 
Index: air) at ambient condition. From the 
differences in enthalpy and entropy, the exergy e is 
calculated per mass of the initial mixture (mi), or 
per kg of initially added methane, which was used 
as surrogate for natural gas: 

 

0

( ) ( 1)

( ) ( 1)

i air i eq
i

air i eq

Ee r h h r h
m

T r s s r s
    (1.1) 

The specific properties as used here are always 
enthalpy per kg of the given mixture (either air, 
fuel or fuel/air) or the equilibrated state starting 
with 1 kg of fuel or fuel/air mixture and 105 kg of 
air. The ratio r was checked for a range of values, 
at values above 104 the calculated exergy per kg of 
initial mixture was no longer dependent on the 
exact value. The procedure was checked for a few 
species like methane and produced results very 
near to the values given in the literature. All work 
terms were taken as pure exergy as usual. The 
initial exergy of methane is evaluated here to be 
51.86 MJ/kg  (829.75 kJ/mol). 
After separated adiabatic compression of methane 
(state 2) and air (state 4), an adiabatic mixing 
process was regarded (state 5), followed by an 
adiabatic isobaric chemical equilibration (state 6). 
This equilibrated gas mixture was then expanded 
to ambient pressure isentropically in the turbine. 
Here two cases were studied, first the chemical 
composition in the turbine was frozen and the 
isentropic state at ambient pressure was calculated. 
However, the temperatures are high enough in 
most calculations so that this can only be regarded 
as one thermodynamic limit with frozen chemistry. 
Therefore a second calculation for the turbine was 
performed with chemical equilibration and 
constant entropy at ambient pressure. In some 
cases, this leads to considerable changes in the 
exhaust composition. The real state will be 
somewhere in between; this can only be evaluated 
using a kinetic model, which was not performed in 
the present work but will be addressed in future. 
In order to evaluate the sensitivity of the 
investigated processes to irreversibilities in the 

turbine and the compressor, isentropic efficiencies 
of 90%, and 75%, respectively, were assumed in a 
further series of calculations. The states behind the 
compressors and the turbine were calculated the 
usual way. For the turbine, the exhaust enthalpy 
was calculated from the initial enthalpy of the 
entering fluid and the isentropic specific work 

,t s constw  times the isentropic efficiency:  

 7 6 , ,t s const s Th h w                     (1.2) 

The isentropic work was calculated from the final 
enthalpy after equilibration at the given exhaust 
pressure and initial entropy. The state at this final 
enthalpy and pressure was recalculated for the 
non-isentropic case either with frozen composition 
or with equilibration, as described above. The 
calculations for the compressors wc were similar, 
only the isentropic work was divided by the 
isentropic efficiency and constant compositions 
were assumed. 
Exergetic efficiencies for the state behind the 
turbine were calculated from the sum of the 
absolute value of the net work ( netw ) and the 
exergy at this state divided by the entering exergy 
of the fuel:  

 7
7

,1

net

fuel

w e
e

 (1.3) 

For the other states, the input of the compressor 
work is taken as an exergy inflow: 

 
,1

i
i

c fuel

e
w e

 (1.4) 

Thermal efficiencies  were calculated from the 
absolute value of the net work output related to the 
specific enthalpy of combustion (lower heating 
value 

4

0
,r CH h ) of methane: 

 
4

0
,

net

r CH

w
h

 (1.5) 

In the diagrams, the ratio of actual mass flow of air 
to fuel relative to the stoichiometric value, called 
theoretical air, are shown as independent variable: 

 
/

/
air fuel

air fuel stoich

m m
m m

 (1.6) 

This is the inverse of stoichiometry. 
For the comparison of the products hydrogen and 
carbon monoxide, the number of moles at a certain 
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state were normalized by the number of moles of 
methane in the initial mixture (n(CH4)5) as present 
in state 5. This choice avoids misinterpretations of 
non-normalized mole fractions.  These values were 
calculated using the mass fraction of methane at 
state 5 and the mass fraction (y) of species i at a 
certain position and converted to mole fractions 
with the molecular mass (M): 

4 4 4,5 ,5

/
/

i i i

CH CH CH

n y M
n y M

 (1.7) 
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First the results for a pressure ratio ( =p1/p2) of 10 
leading to a maximum pressure of 1.013 MPa shall 
be discussed, as shown in Fig. 2. The  values 
were varied in the range from 0.25 to 4. The 
adiabatic combustion temperatures (T6) vary 
between 1090 and 2400K and are only slightly 
increased due to irreversibilities in the 
compression.  It should be emphasized that these 
temperatures are resulting from the equilibrium 
calculation, and give an overview over the 
parameter range from the rich to the lean 
stoichiometry, although the higher temperatures 
around the stoichiometric conditions are not useful 
for practical applications. The difference between 
a reversible and an irreversible compression gets 
more pronounced with increasing  value, since 
more air has to be compressed per kg of methane.  
The same trend is also seen for the temperature T7 
behind the turbine. If chemical equilibration in the 
turbine is included, the temperatures differ only at 
small  values, because the gas mixture forms 
more CO2 instead of CO in this regime, leading to 
a higher temperature at a given enthalpy. It should 
be remembered that all species mole fractions 
were related to the initial methane mole fraction in 
the mixture, state 5.  
For clarity, only the target species hydrogen and 
CO are included to Fig. 2 together with the mostly 
unwanted CO2, although the complex equilibrium 
was calculated. As can be seen, between 1.54 and 
1.71 mole hydrogen is predicted per mole of 
initially provided methane and the stoichiometry 
range for this is quite narrow. The predicted CO 
mole fraction peak is relatively flat and per mole 
methane 0.63 - 0.88 mole CO is present in 
equilibrium after combustion. The hydrogen mole 
fraction is only slightly influenced by chemical 

equilibration of the mixture in the turbine or by 
irreversibilities in the compressors and the turbine. 
In contrast, the CO mole fraction is strongly 
influenced by chemical equilibration, the relative 
mole fraction values drops from 0.9 to around 
0.63. However, the higher temperatures due to 
non-reversible compressors and turbine help in the 
formation of larger amounts of CO and  after 
chemical equilibration the value rises to 0.7, 
depending on the exact stoichiometry. The 
temperatures of adiabatic combustion lie between 
1485 and 1809 K in the interesting  range, which 
is well accessible with the C/C materials and in 
part be accessible with conventional gas turbine 
blades (1723-1773K) [1, 9].  

 
F ig. 2 Gas turbine cycle with a compression ratio of 10 

calculated for various stoichiometries. Solid 
lines show the results for the isentropic case, 
dashed lines for the isentropic case with 
equilibration in the turbine and the dashed-
dotted lines for the non-isentropic case with 
equilibration. 
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If gas turbines without blade cooling are used  
could be further reduced, e.g. to a value of 0.35. 
This would lead to a turbine entrance temperature 
of 1300K and H2 and CO values of 1.7 and 0.9 per 
mole of methane, respectively, in the irreversible 
case at an exergetic efficiency of 87%. This case 
will not be discussed in detail further to avoid 
confusion due to too many discussed cases, 
however, such conditions seem also to be 
reasonable and the results are included in the 
figures throughout. 
Table 1 summarises the main results at two 

the maximum hydrogen yield was chosen, as well 
as a slightly leaner  for comparison. The thermal 
efficiencies in the interesting stoichiometry range 
between =0.4 and =0.5 seems to be 
disappointing at first sight with values around 10% 
(see also Table 1). They were calculated from the 
relation between the net work output, wnet, and the 
lower heating value of methane. However, this is 
relativised if the exergetic efficiencies are regarded 
and the purpose of the process, i.e. producing 
power and base chemicals, is remembered.    

Table 1.  Properties, work and efficiencies for some 
states for the process with non-reversible 
turbine and compressors and chemical 
equilibration in the turbine. 

0.395 0.506 0.427 0.506 
pmax (MPa) 1.01 1.01 3.04 3.04 
 |wnet|(MJ/kgCH4) 4.33 6.58 6.44 8.48 
 wc (MJ/kgCH4) 3.19 3.91 5.90 6.80 
 |wt | (J/kgCH4) 7.52 10.5 12.3 15.3 
 thermal 0.09 0.13 0.13 0.17 
 2+4 0.99 0.99 0.99 0.99 
 5 0.99 0.98 0.98 0.98 
 6 0.87 0.85 0.88 0.87 
 7 0.86 0.84 0.86 0.85 

T5 (K) 623 629 836 845 
T6 (K) 1485 1809 1761 1983 
T7 (K) 959 1159 935 1041 
n(H2)7/n(CH4)1 1.62 1.30 1.54 1.36 
n(CO)7/n(CH4)1 0.700 0.676 0.622 0.614 
 
The exergetic efficiencies in this  range are 
between 85-87% and are reduced only very 
slightly with the introduction of irreversible 
turbines and compressors. If this value is 
compared with the exergetic efficiency of 65% at a 
lean stoichiometry of =3 an important 
improvement is recognized. This difference is 
even more pronounced with turbines and 

compressors having an isentropic efficiency below 
1; in the example calculated here, the exergetic 
efficiency in the lean range is further reduced to 
values below 61%, which should be an important 
argument to consider the fuel rich stoichiometry 
regime. The main exergy losses take place in the 
combustion process as can be seen from Table 1, 
while the exergy losses in the other parts are of 
minor importance. However, the exergy loss in 
stoichiometric and lean adiabatic combustion is 
much higher [10, 11] than in the investigated rich 
regime.  
In the high temperature regime some radicals like 
atomic hydrogen and the hydroxyl radical (OH) 
are present in a considerable amount as seen in 
Fig. 3. The (relative) equilibrium concentrations of 
these radicals may be in the percent regime at high 
temperatures, as it is seen for OH, but they only 
play a minor role after passing the turbine and 
equilibration takes place at reduced temperatures. 
However, if the chemical equilibration in the 
turbine is not performed, the concentrations would 
remain unrealistically high, again being an 
argument for considering the chemical 
equilibration in the turbine.   
 

 
F ig. 3  Equilibrium H (red) and OH (blue) mole 

fractions at the turbine entrance (state: 6) both 
divided by the initial methane mole fraction, as 
a function of  at the turbine entrance (solid 
lines) and equilibrated behind the turbine 
(dashed lines) shown for a reversible turbine 
with an inlet pressure of 1.013MPa. 

!"#"$%&'()*&+*$,'$-.*$/0*11)0*$02-3,$
The compression ratio is known to be an important 
parameter for gas turbine cycles. With increasing 
pressure ratio, , the thermal efficiency increases. 
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Thus, it was interesting to investigate higher 
pressure ratios. Some results for  = 30 are 
presented; the calculations were performed again 
for totally reversible compressors and turbine (rev) 
as the limiting case and for the above given 
isentropic efficiencies (irr). Some results from the 
latter are included in Table 1, while the results are 
compared in Fig. 4.  
From Fig. 4 it is seen that the amount of hydrogen 
produced in the fuel rich regime is nearly 
unaffected by the pressure ratio, it is slightly 
reduced to 1.54 mole hydrogen per mole methane 
initially added. Also, the maximum is shifted 
towards a higher  value of 0.43. The CO formed 
per CH4 
10 leading to values of slightly above 0.62. The 
exergetic efficiency at  slightly increases to 
87-88% for the irreversible case. Regarding the 
thermal efficiency, the effect of  is more 
pronounced: it reaches a value of 13 % for the  
which gives the highest hydrogen yield, compared 

 

 
F ig. 4  Comparison of the results for  = 30 with  = 

10. Solid lines:  = 30, rev, no equilibration in 
the turbine; dashed lines:  = 30, irr; dashed-
dotted lines:  = 10, irr. The latter two were 
both calculated with equilibration in the 
turbine. Red: H2, grey: CO , blue: exergetic 
efficiency, black: thermal efficiency. 

If the  value is increased to 0.51, the thermal 
efficiency rises to 17%, while the exergetic 
efficiency is at 87%, meaning that there is some 
amount of flexibility in the preferred products. 
However, there is also a drawback: due to the 
higher pressure ratio, the adiabatic combustion 

temperatures rise from 1485-1809 K at  = 10 to 
1761-1983 K at  = 30 for the  values given in 
Table 1. Temperatures above 1800 K would be far 
too high as turbine entrance temperature for 
conventional turbine blades, thus the pressure ratio 
may be restricted by the maximum temperature 
also in the fuel rich regime. However, if C/C 
turbine blades can be used, the temperature levels 
would be acceptable. 

!"!"#$%&'()#*(&+%,-()#
Another question which arises and may prevent 
the development of fuel rich gas turbine processes 
is the possible formation of carbonaceous matter, 
meaning mainly soot. In order to check this 
possibility two-phase equilibria, with an ideal gas 
phase and a solid pure graphite phase, were 
investigated. Again the gas phase considered all 
the species present in the GRI mechanism. The 
amount of graphite produced per methane input 
was calculated as a function of temperature and 
stoichiometry for initial air-methane mixtures 
covering the  range between 0 and 1.  

 
F ig. 5  The molar amount of graphite formation in 

equilibrium per mole of initially present 
methane calculated at 1 bar. 

These calculations were performed for 1, 10 and 
30 bar; since the 1 bar case turns out to be most 
critical, only the results for this pressure are shown 
in Fig. 5. At low temperatures and low  values 
methane is stable, if  is near 1 the formation of 
CO2 and CO is predominant, while at  values 
around 0.4 graphite maybe formed at temperatures 
of around 800 K and ambient pressure. This can be 
avoided at slightly higher  values, thus the results 
for =0.51 are also shown in Table 1. However, if 
the calculated turbine exit temperatures T7 are 
regarded (see Fig. 2) it is seen that the temperature 
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level is predicted to be above 800 K for the  
range of interest, even at  values of 0.35. 
However, the risk of solid carbon or soot 
formation remains if in a subsequent cooling step, 
e.g. in a heat exchanger, chemical equilibration is 
established. Thus the subsequent cooling should be 
a fast process, probably introducing further 
irreversibilities. Investigations of the chemical 
kinetics of these systems are needed in order to 
judge the rate of equilibration and possible 
formation of carbonaceous matter while cooling 
takes place. This was not the aim of the present 
thermodynamic investigation. 
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A simple fuel-rich gas turbine process running 
with methane as fuel was investigated and has 
been shown to be thermodynamically favourable 
for the polygeneration of base chemicals like 
hydrogen or syngas together with mechanical 
power. In the present work, only the basic 
conversion process was studied without 
considering the subsequent processes, such as the 
utilization of the exhaust enthalpy stream as input 
for a steam power cycle and perhaps also for 
heating purposes. Also the separation of the 
product gases was not considered here, which 
surely will lead to some further exergy losses. But 
this also holds for any other partial oxidation 
without power generation. Nevertheless, from this 
study it is seen that this proposed process may be 
favourable with quite small exergy losses, if 
hydrogen or syngas is needed for other industrial 
processes or as fuel for hydrogen fuelled cars. 
Predicted thermal efficiencies of 9-17% are clearly 
small, but this is to be expected if the fuel is not 
mainly burned to carbon dioxide and water; thus, 
this is an intrinsic limitation of incomplete 
conversion. Also, the known possibilities of 
recuperatively heating the compressed gases (state 
5) by the turbine exhaust gases, which generally 
leads to higher thermal efficiencies, may be worth 
further investigation. 
Regarding the temperature levels at the turbine 
entrance, C/C materials would be most interesting. 
But also the thermal behaviour of nickel based 
high temperature alloys should be studied under 
these fuel rich conditions, since the gas mixture is 
now much less corroding, due to the absence of 
excess air. 

A thermodynamic study can only lead to 
conclusions whether a process is principally 
possible and rational. This seems to be the case for 
the polygeneration of syngas, mechanical or 
electrical power and possibly also of heat. The 
possible problems of soot formation and the details 
of combustion, the rate of equilibration of the 
product gases in the turbine and in a following 
cooling process have to be studied in addition by 
experimental methods and kinetic modeling. Such 
studies seem to be worth being performed, in order 
to use gas turbines as chemical reactors. Also, 
different fuels which may come from regenerative 
sources like organic alcohols may be interesting in 
future studies. The advantage could also be a 
relatively simple but flexible process, avoiding 
further exergy losses, which arise in coupling 
numerous flow devices and machines in a complex 
way. 
 

,%-.&'(/0)1.#
e specific exergy, kJ/kg 
h enthalpy, kJ/kg 
m  mass flow rate, kg/s 
M molecular mass, kg/mol 
n number of moles, mol 
p pressure, Pa 
r ratio of excess air to fuel for exergy 

calculation,- 
s specific entropy, kJ/(kg K) 
T temperature, K 
T0 temperature of the surrounding, K 
w work per unit mass of fuel, kJ/kg 
y mass fraction, - 
Greek symbols 

 thermal efficiency, - 
 inverse of stoichiometry, - 
 pressure ratio 
 exergetic efficiency, - 

Subscripts 
c compressor 
eq equilibrium state 
i state number i 
s=const isentropic 
stoich stoichiometric 
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Fuel Cell-Based Cogeneration System Covering Data Centers’
Energy Needs

Giuseppe Leo Guizzi a, Michele Manno a
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Abstract: The Information and Communication Technology industry has gone in the recent years
through a dramatic expansion, driven by many new online (local and remote) applications and services.
Such growth has obviously triggered an equally remarkable growth in energy consumption by data
centers, which require huge amounts of power not only for IT devices, but also for power distribution
units and for air-conditioning systems needed to cool the IT equipment.
Following a previous work where the authors analyzed energy and cost savings that could be achieved
in the energy management of data centers by means of a conventional combined cooling, heating
and power system based on an internal combustion engine and a LiBr/H2O absorption chiller, this
paper is dedicated to the economic and energy performance assessment of a CHP system based on
a natural gas membrane steam reformer producing a pure hydrogen flow for electric power generation
in a polymer electrolyte membrane fuel cell (PEMFC). Heat is recovered from both the reforming unit
and the fuel cell in order to supply the needs of an office building located near the data center. In
this case, the cooling energy needs of the data center are covered by means of a vapor-compression
chiller equipped with a free-cooling unit.
Since the fuel cell’s output is direct current (DC), rather than alternate current (AC) as in electric
generators driven by internal combustion engines, the possibility of further improving data center’s
energy efficiency by the adoption of DC-powered data center equipment is also discussed.

Keywords: Data Center, Cogeneration, Energy Efficiency, District Heating, Hydrogen, PEMFC,
Membrane Reformer

1. Introduction

In recent years, the rapid growth of the Informa-
tion and Communication Technology (ICT or, more
simply, IT) industry has brought about a strong
worldwide expansion of energy use by data centers,
which lie at the core of the industry. Recently, a
study [1] has estimated that electric energy con-
sumption by data centers in the world has more
than doubled in the period from 2000 to 2005; fur-
thermore, it showed that in 2005 it represented 1%
of world total electric energy consumption. This
growth is estimated to continue on this exponential
trend at least in the near future [2].
More specifically, Fig. 1 shows that energy con-
sumption for cooling purposes, combined with
energy losses due to the power distribution units
(including UPS), is indeed remarkable if compared
to the energy really absorbed by the IT equipment
in the data center: with current technologies, the
ratio between IT equipment power and total facility
power can be on average estimated as 0.5. This

ratio has been designated as DCiE (Data Center
Infrastructure Efficiency) by The Green Grid, an
organization grouping several major IT companies
and promoting efficiency in IT industry; DCiE,
along with its reciprocal PUE (Power Usage Effec-
tiveness), are recommended by this organization as
useful metrics in order to assess data center effi-
ciency [3].

The value of 0.5 is indeed the figure used in [1]
in constructing its estimate, represented in Fig. 1,
and also found valid in [4], but the situation can be
even worse in particular occasions: for example, [5]
found a DCiE of 0.29 for the relatively small data
center analyzed, while in [6] values of 0.5 and 0.26
for two different data centers located in Singapore
are reported, and, finally, in [7] the energy perfor-
mance of 22 data centers is reviewed, with DCiE
values ranging from 0.33 to 0.75, with an average
value of 0.57.
In order to further emphasize the importance and
relevance of the subject, it is worth mentioning
that US Congress, through Public Law 109-431,
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Figure 1: Total electricity use for data centers in the
US in 2000 and 2005, including cooling and auxil-
iary equipment [1]

requested the Environmental Protection Agency
to “analyze the rapid growth and the energy con-
sumption of computer Data Centers”, as well as to
evaluate possible standards for increasing energy
efficiency in the industry. The report [8] clearly
points out the following technologies and solu-
tions for energy-efficiency improvement: using
high-efficiency power distribution and UPS units;
using state-of-the-art cooling equipment; monitor-
ing power in real time; using combined heat and
power, with on-site generation with the electric grid
as backup.
Currently, data centers rely on the electric grid for
energy supply, with conventional HVAC systems
providing the cooling power required, which thus
produce a further consumption of electric energy,
still drawn from the grid (power consumption for
cooling purposes can be 25% or more of the to-
tal data center power [2]). A UPS unit is always
present in order to ensure the necessary level of se-
curity and protection for the electronic devices, both
towards dangerous effects of electric disturbances
(transient over-voltages or drops in voltage, volt-
age peaks, frequency variations) and towards grid
interruptions (micro-interruptions or black-outs).
Finally, an emergency electric generator (usually
based on a diesel internal combustion engine) can
be optionally included, with the only task of guar-
anteeing data center’s service during prolonged grid
interruptions, when the continuity of service is par-
ticularly important.
In a previous paper [9] the authors analyzed energy
and cost savings that could be achieved by means
of a CCHP system based on an internal combustion
engine that supplies the electric power to the data
center facility, coupled to a single-stage absorption
chiller driven by the engine’s discharge heat in order

to meet the cooling power requirements.
In this paper another distributed generation plant,
based on the integration of a methane membrane
reformer and of a polymer electrolyte fuel cell, is
considered as an alternative to the conventional
thermal engine analyzed in the previous paper.
A vapor-compression chiller equipped with free-
cooling units is used to meet the cooling load of the
data center rather than an absorption chiller, due to
the particularly high electric efficiencies that can be
achieved in this case, and also because a significant
part of heat is recovered in the CHP plant at low
temperature.
Furthermore, in order to improve the data center’s
own efficiency, a power distribution system based
on high voltage direct current is considered instead
of the conventional one based on alternating cur-
rent: recent studies [10, 11] have demonstrated
the potential of direct current systems for reducing
overall power consumption in data centers thanks to
the elimination of several AC/DC conversion steps.
The direct current layout is also particularly suited
to be integrated with the CHP system, which de-
livers direct current through its PEM fuel cell, as
well as with renewable sources such as photovoltaic
modules.

2. Conventional data center energy
scenario

2.1. Data center energy requirements

The electric load generated in the conventional sce-
nario has been evaluated with reference to the data
published in [8] and represented in Table 1. In
this table, average PUE values (equipment power
to IT power ratio) for the different equipments of
a data center are given, according to several scenar-
ios taken into account in the EPA report. In this
paper data from the “improved operation” scenario
have been considered, since in this case the over-
all PUE of 1.7 (corresponding to a DCiE of 0.59) is
the closest to current values found in the literature
[1, 2, 4, 5, 6, 7].
Therefore, according to Table 1 and taking into ac-
count an average IT power consumption Pel,IT =

100 kW, 27 kW are required by the UPS, the trans-
former and the lighting equipment; 13 kW are
needed to operate the HVAC auxiliaries; finally, 30
kW are required by the chiller unit. The total load is
therefore Pel,tot = 170 kW.
These data can also be used to determine the ac-
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Table 1: Estimate of PUE contribution by equipment per scenario used in the EPA Report [12]

tual cooling load generated by the data center: with
the assumption that all power absorbed by the IT
equipment and lighting is ultimately transformed
into heat, and that the power losses by UPS and
transformer are also turned into waste heat, the cool-
ing load is therefore P f r = Pel,base = 127 kW.
In order to evaluate the overall energy consump-
tion of the data center, two further assumptions are
made:
! the load is almost constant throughout both the

day and the year (data center’s equivalent oper-
ating hours heq,IT = 8 760 h). This can indeed be
the case for data centers housing critical IT equip-
ment (servers, storage and network systems) that
need to be always operating;

! the cooling load is not affected by ambient tem-
perature fluctuations, so that the cooling power
required is also almost constant throughout the
day and the year. This assumption is correct
for many data centers that indeed have minimal
surface exposure to the outside and are confined
within an air-conditioned facility [6, 13], but ob-
viously should be checked case by case.

The electrical energy annually required in this sce-
nario is therefore:

Eel = Pel,totheq,IT (1)

Annual operating costs related to the electrical en-
ergy consumption are calculated by means of the
following equation (current electric energy cost in
Italy can be estimated as cEE = 16 c€/kWh):

C = cEEEel (2)

Since this energy scenario is to be compared to a co-
generation one, the average grid efficiency used to
calculate the primary energy consumption is taken
from the Italian Energy Authority deliberations reg-
ulating cogeneration facilities. The resulting value

for a power plant with rated power lower than 1 MW
fueled by natural gas is ηel,re f = 38.28%, taking
an average efficiency ηel,grid = 40.0% and transport
losses over the grid for a medium-voltage grid con-
nection accounting for a 4.3% penalty (AEEG de-
liberations n. 42/2002, updated by n. 296/2005 and
n. 307/2007). Thus:

E = Eel/ηel,re f (3)

Finally, annual CO2 emissions related to this sce-
nario are calculated on the basis of specific emis-
sions by thermoelectric power plants (eCO2,EE =

496 g/kWh) indicated by the Italian utility ENEL
[14]:

mCO2 = eCO2,EEEel (4)

2.2. Thermal load definition
In this case study, beside the data center electric and
cooling loads discussed in the previous section, the
heating load of an office building housing the data
center is added to the energy scenario. The heating
load is determined, according to Italian regulations,
as follows:

Eth = (εwh + εthδ) V (5)

where εwh is the volumetric thermal energy required
for water heating, εth is the volumetric thermal en-
ergy required for proper heating purposes for each
heating degree day (δ), and V is the office building
volume. The heating degree day index is defined as
the sum of the positive differences between the ref-
erence temperature of 20 ◦C and the daily average
ambient temperature over a given reference heating
period. The values of annual heating degree days for
any Italian city is regulated by DPR n. 412/1993;
for the three locations considered in this paper these
values are: 2404 for Milan, 1415 for Rome, 751 for
Palermo. In order to evaluate the monthly distribu-
tion of the thermal load, the number of heating de-
gree days is then distributed over the year according
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Figure 2: Data center power distribution systems: traditional AC (top) and high-voltage DC (bottom)

to the definition of heating degree days given above,
taking into account the average ambient temperature
for these cities, measured at the meteorological sta-
tions located at Linate (Milan), Ciampino (Rome)
and Punta Raisi (Palermo) airports.
The assumptions made in this case study are:
! specific heat loads in 5: εth = 10.83 Wh m−3 K−1

and εwh = 1.0 kWh m−3;
! office building volume: 15 000 m3.
The resulting annual heat load is thus 405.5 MWh
for Milan, 244.9 MWh for Rome and 137.0 MWh
for Palermo. In order to calculate the primary en-
ergy consumption related to these thermal loads, it is
necessary to introduce the thermal efficiency of con-
ventional boilers ηth,civ = 0.80 (this value is again
indicated by the Italian Energy Authority as refer-
ence for non-industrial appliances), so that total pri-
mary energy consumption is:

E =
Eel

ηel,re f
+

Eth

ηth,civ
(6)

Natural gas consumption is calculated as fol-
lows, taking into account a lower heating value
∆hLHV,CH4 = 802.3 kJ mol−1 = 35.79 MJ/m3

n:

V̇n,CH4 =
Eth

ηth,civ∆hLHV,CH4

(7)

Total operating costs and CO2 emissions are thus
evaluated according to the following equations:

C = cEEEel + cNGV̇n,NG (8)

mCO2 = eCO2,EEEel + eCO2,NGV̇n,NG (9)

with natural gas cost estimated as cNG = 46 c€/m3
n

with reference to the Italian market, and specific
CO2 emissions eCO2,NG = 2.75ρn,NG = 1.963 kg/m3

n
with the simplifying assumption that natural gas
composition is 100% methane.

3. Proposed data center energy
scenario

3.1. Direct current power delivery system

The architecture of a typical data center power de-
livery system, shown on top of Fig. 2, is currently
based on AC power, distributed to the facility at 480
V. An UPS is used to isolate equipment from power
interruptions or other disturbances and to provide
emergency backup energy storage usually by means
of batteries: therefore inside the UPS, AC power is
first converted to DC which is then converted back
to AC for the facility distribution grid and routed
to power distribution units (PDUs) for distribution
to equipment in racks [11]. Inside the servers and
other IT equipment such as storage or networking
units, power supply units (PSUs) convert AC (at 120
V AC) to 12 V DC voltage as needed by the digital
equipments. Further conversions may be required
and performed by dedicated voltage regulator mod-
ules (VRMs) inside the electronic device.
A DC power distribution architecture (Fig. 2 bot-
tom) can be used to avoid several electric power
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conversion stages, thus eliminating the associated
power losses. Indeed, direct current data centers
have been set up and tested in order to assess the en-
ergy efficiency gains that could be achieved [10, 11],
with rather good results: an end user could ob-
tain an improvement of 4-6% efficiency points over
well designed efficient AC systems currently avail-
able [10]. Based on these estimates, since in the
reference “improved operation” scenario of Table 1
the power losses of UPS and PDU combined are
0.25 W for 1 W of IT power, in the alternative
energy scenario these losses have been reduced to
0.15 W for 1 W of IT power. Furthermore, the re-
duction of power losses in the conversion stages is
doubly beneficial because it also reduces the cool-
ing load on the HVAC system, so that base elec-
tric power and cooling load have been reduced to
P f r = Pel,base = 117 kW.

3.2. Membrane reformer

The steam reforming unit must accomplish the con-
version of the fuel input (in this case a stream com-
posed of 100% methane) to hydrogen, through the
methane-steam reforming reaction:

CH4 + H2O" CO + 3H2 (10)

and the water-gas shift reaction:

CO + H2O" CO2 + H2 (11)

In a conventional fuel processor, the steam reform-
ing unit is composed of several reactors. The first
one is the main reformer, where high temperatures
(800 ÷ 850 ◦C) are maintained in order to shift the
endothermic (∆rH0 = 206.17 kJ mol−1) methane-
steam reforming reaction to the right, thus increas-
ing hydrogen’s yield. The reformate stream is then
fed into two water-gas shift reactors maintained at
lower temperature (∼ 400 ◦C and ∼ 200 ◦C) where
the exothermic (∆rH0 = −41.17 kJ mol−1) reaction
11 is catalytically promoted in order to increase hy-
drogen production and to remove CO (poisonous for
the PEM fuel cell) from the stream. Finally, the last
component is a low-temperature (∼ 100 ◦C) PROX
(Preferential Oxidation) unit, where the remaining
CO is catalytically burned with oxygen in order to
reduce CO concentration in the reformate stream at
values acceptable for the operation of a PEM fuel
cell.
A membrane reactor differs from a conventional
one under several points of view. The fuel input

is fed, together with water vapor, to the reformer
(Fig. 3), which usually consists of a first section
where methane and water react at high tempera-
ture according to equilibrium reactions 10 and 11,
immediately followed (inside the same component)
by a section where a hydrogen-selective membrane
divide the feed area, where the reformate stream
flows on a catalyst bed promoting the steam reform-
ing reaction, from a permeate area, where hydrogen
permeated across the membrane is collected. The
heat input necessary to sustain the reactions is sup-
plied by hot gases, resulting from the combustion
of the “retentate”, flowing outside the reactor (Fig.
3), which still contains significant amounts of hy-
drogen, methane and carbon monoxide (Table 3).
The main advantage of this configuration is that
both reactions 10 and 11 are shifted to the right
mainly by the subtraction of one product (H2) from
the stream, so that the reformer temperature can be
significantly lower than in conventional reformers
(high temperatures are however favorable, being the
overall process endothermic), with obvious benefits
in terms of process efficiency [15, 16, 17].
Many different membrane types have been sub-
jected to extensive research and experimentation,
but in this paper palladium-based dense membranes
are considered for their good compromise between
permeance and selectivity [15].
Hydrogen permeation through a Pd-based mem-
brane involves seven sequential steps [17], but the
diffusion of atoms through the bulk membrane is
usually the rate determining step [17], so that hy-
drogen permeation through the membrane can be
expressed by Richardson’s law [15]:

J =
k
t

(
p0.5

H2, f − p0.5
H2,p

)
(12)

where k is the permeability of the membrane, t its
thickness, pH2, f and pH2,p hydrogen’s partial pres-
sures on the feed side and on the permeate side,
respectively. Membrane’s permeability depends on
temperature according to an Arrhenius expression:

k = k0 exp
(−Ea

RT

)
(13)

A lumped-parameter model has been set up in order
to evaluate the membrane area required to obtain
a specified hydrogen recovery factor, which is de-
fined as the ratio of hydrogen permeated through the
membrane to the amount of hydrogen that could be
theoretically obtained if reactions 10 and 11 would
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Figure 3: Layout of the cogeneration system

proceed to completion. For a fuel input composed
only by methane, it is thus defined as:

γ =
ṅH2,p,out

4ṅCH4,in
(14)

The reactor has been considered isothermal and sub-
divided in a sequence of Ncv control volumes; inside
each control volume the stream coming from the
previous one reacts according to 10 and 11 reach-
ing equilibrium conditions. For the ith control vol-
ume, hydrogen flux Ji through the membrane is then
evaluated according to hydrogen’s partial pressure
by using Richardson’s law 12, and the membrane
area is finally calculated taking into account a con-
stant amount of hydrogen permeated in each con-
trol volume: Ai

m = ṅH2,p,out/
(
NcvJi

)
. The hydrogen

permeated is then subtracted from the stream on the
feed side of the reactor, which is fed to the follow-
ing control volume, so that ṅi+1

H2, f
= ṅi

H2, f
− JiAi

m.
The temperature in the steam reformer unit (Table
2) has been taken as high as possible, the upper
limit being close to the maximum temperature al-
lowable by the Pd membrane (∼ 650 ◦C [15]), be-
cause high temperatures shift the equilibrium reac-
tions to the right, thus increasing hydrogen’s partial
pressure on the feed side and consequently hydro-
gen’s flux J, resulting in a lower membrane area
required for a given hydrogen recovery factor. In-
creasing feed total pressure is equally beneficial for
reducing membrane area, but membrane’s mechan-
ical strength must be taken into account on this re-
spect (furthermore, it also increases methane’s com-
pressor power consumption). Pressure on the per-

Table 2: Membrane reformer parameters

Parameter Value

t 50 µm
k0 1.97 × 10−7 mol s−1 m−1 Pa−0.5 [16]
Ea 13 810 J mol−1 [16]
γ 0.65
T 600 ◦C
p f ,in 9.0 bar
pp,out 1.2 bar

meate side is determined by the fuel cell’s operat-
ing conditions. In order to increase hydrogen’s per-
meation across the membrane, a sweep stream on
the permeate side could have been used so as to de-
crease hydrogen’s partial pressure, but the resulting
hydrogen’s dilution would have been detrimental for
the fuel cell’s performance, as shown by 17.
Finally, a most important parameter for the steam

reforming process is the “steam-to-carbon” ratio,
defined as the ratio between the molar flows of wa-
ter vapor and methane into the reformer:

σ =
ṅH2O,in

ṅCH4,in
(15)

For a conventional steam reforming unit, increasing
values of σ yield higher hydrogen conversion fac-
tors [18], because both equilibrium reactions 10 and
11 are shifted to the right, at the cost of a larger
thermal input required for producing the necessary
amount of water vapor.
In a membrane reforming unit, instead, increasing

the steam-to-carbon ratio has two opposed effects
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Table 3: Stream data for relevant points of the cogeneration system of Fig. 3

Point T [◦C] p [bar] n∗ [ mol
molCH4

] CH4 CO CO2 H2 H2O O2 N2

mol %

2 600.0 8.91 5.10 11.7 1.4 6.4 30.0 50.4 0.0 0.0
3 600.0 8.64 3.35 5.2 2.9 21.7 18.0 52.2 0.0 0.0
4 1326.9 1.20 8.00 0.0 0.0 12.5 0.0 33.8 4.4 49.4
6 687.7 1.16 8.00 0.0 0.0 12.5 0.0 33.8 4.4 49.4
7 180.6 1.14 8.00 0.0 0.0 12.5 0.0 33.8 4.4 49.4
8 70.0 1.12 8.00 0.0 0.0 12.5 0.0 33.8 4.4 49.4
9 600.0 1.22 2.60 0.0 0.0 0.0 100.0 0.0 0.0 0.0

10 70.0 1.20 2.60 0.0 0.0 0.0 100.0 0.0 0.0 0.0
18 370.0 9.00 3.30 0.0 0.0 0.0 0.0 100.0 0.0 0.0

on the membrane area required to achieve a given
value of hydrogen recovery factor: on the one hand,
higher values of σ are beneficial for the same rea-
son detailed above for conventional reforming units
(both equilibrium reactions are shifted to the right);
on the other hand, though, hydrogen’s partial pres-
sure on the feed side pH2, f = ṅH2, f /ṅ f p decreases
with σ, since both ṅH2, f and ṅ f increase with σ, but
the first less rapidly than the second, so that, taking
into account Richardson’s law 12, the permeation
through the membrane decreases with σ. In this sit-
uation an optimum value of steam-to-carbon ratio
may be found, and indeed this is what is shown in
Fig. 4, which illustrates the influence of the steam-
to-carbon ratio on total membrane area calculated

!"# $ $"! $"% $"& $"#
%'

%'"(

%#

%#"(

)*+,- *. /,01.230,*4.

)5
+/
464
/3
-
+-
10
,2
+3
,0
+,
37-

! 3-
.8

9 3)
:

Figure 4: Influence of steam-to-carbon ratio on spe-
cific membrane area (with reference to 1 mol s−1 of
CH4 input)

with the model described above, with reference to
a unit input flow of methane (operating conditions
are summarized in Table 2): the minimum is found
for σ ! 3.3, which is thus taken as a further op-
erating condition in the simulations concerning the
whole data center energy scenario discussed in the
following sections.

3.3. PEM fuel cell

In this work a PEM fuel cell is considered for its
high power density, fast start-up capability and rel-
atively low-cost materials [15].
Figure 5 shows typical cell voltage and efficiency
values for a PEM fuel cell included in a small mo-
bile system [19], which is here considered as a rea-
sonable (and conservative) reference system for the
stationary fuel cell required by the proposed CHP
plant. The polarization curve (cell voltage vs current
density) can be expressed in the following analytical
form (empirical coefficients are listed in Table 4):

Vcell = Erev − RT
αneF

log
i
i0
− ri − m exp (ni) (16)

where Erev is the reversible cell potential:

Erev = E0 +
RT
neF

log




aH2a1/2
O2

aH2O


 (17)

The theoretical cell voltage at standard temperature
and pressure E0 is related to the change in molar
Gibbs’ free energy of formation ∆ f g0:

E0 =
−∆ f g0

neF
(18)

For the reaction H2 + O2 → H2Og, ∆ f g0 =

−228.6 kJ mol−1 so that E0 = 1.1848 V; if air is used
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Figure 5: Cell voltage and efficiency

Table 4: Empirical coefficients in the analytical ex-
pression of the polarization curve 16

Coefficient Value

α 0.3629
i0 6.257 × 10−6 A cm−2

r 0.1752Ω cm2

m 1.879 × 10−4 V
n 6.887 A−1 cm2

as oxidant (xO2 = 0.21), the reversible cell potential
is thus E = 1.1733 V at the fuel cell operating tem-
perature of 70 ◦C.
The cell efficiency is then evaluated with reference
to the change in molar enthalpy of formation at stan-
dard temperature and pressure, which for the above
mentioned reaction is ∆ f h0 = −241.8 kJ mol−1 if
hydrogen’s lower heating value is considered:

ηFC =
neFVcell

−∆ f h0 (19)

The fuel cell in this plant layout can work in a dead-
end configuration because of hydrogen’s high purity
resulting from the membrane separation process, so
that the fuel utilization factor can be considered
equal to 1, leaving aside very small quantities of hy-
drogen leaked to the environment due the periodical
purging of accumulated inerts [15].

3.4. CHP plant data
The fuel cell must be sized so as to supply, at rated
conditions, a net power output Pel,net = 170 kW:
taking into account power losses related to DC/DC
converters, fuel cell’s auxiliary units and natural
gas and air compressors, calculated according to the
data presented in Table 5, the necessary stack power
output is Pel,stack = 187.1 kW. If a current den-
sity i = 0.30 A cm−2 at rated operating conditions
is chosen, rated cell voltage and efficiency are, re-
spectively, Vcell = 0.746 V and ηFC = 0.595. With
Ns = 2 stacks of Nc = 1000 cells connected in par-
allel (a reasonable value for this power size [20]) the
overall stack voltage at rated power would therefore
be V = 746.0 V, and consequently the total current
would be I = Pel,stack/V = 251.4 A. The resulting
cell area is thus Acell = I/(Ns i) = 419.0 cm2, a size
that is acceptable for the stationary power plant here
considered.
In order for the fuel cell to be able to supply the
required power output, the hydrogen flow must be
ṅH2,p,out = Pel,stack/(−∆ f h0 × ηFC) = 1.30 mol s−1;
therefore, the steam reforming unit must be supplied
with a methane input flow ṅCH4,in = ṅH2,p,out/ (4γ) =
0.50 mol s−1. The necessary membrane area thus
results Am = 23.64 m2, while the overall plant net
electric efficiency at rated conditions is:

ηel,CHP =
Pel,net

ṅCH4,in ∆hLHV,CH4

= 42.29% (20)

Thermal efficiency is shown to be particularly high
thanks to the recovery of latent heat from both the
exhaust streams (which is beneficial not only be-
cause it increases heat recovery but also because it
makes the plant self-sufficient with respect to water
supply, a most important issue both from an envi-
ronmental and an economic point of view [21]). At
rated operating conditions heat recovery amounts to
Pth,CHP = 252.0 kW (low-temperature heat recov-
ery particularly suitable for a heat distribution sys-
tem using radiant panels), so the value of thermal
efficiency is:

ηth,CHP =
Pth,CHP

ṅCH4,in ∆hLHV,CH4

= 62.68% (21)

As a concluding remark about the membrane re-
forming unit, the steam reforming efficiency ob-
tained is 76.45% (based on the lower heating value),
its definition being:

ηSR =
ṅH2,p,out ∆hLHV,H2

ṅCH4,in ∆hLHV,CH4 + Paux,SR
(22)
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In this scenario, a state-of-the-art vapor compres-
sion chiller with free-cooling capabilities is used to
meet the cooling load. The chiller taken as refer-
ence is the HITEMA ECFS 150 model, with rated
power output 150 kW. Annual energy consumption
is thus evaluated on a monthly basis, taking into ac-
count average COP and free-cooling power output
of the chiller as functions of the ambient tempera-
ture (calculated according to data available on the
manufacturer’s web site):

E =
12∑

i=1



Pel,base + Pi

el,chiller

ηi
el,CHP

hi +
max
(
Ei

th − Ei
th,rec

)

ηth,civ




(23)
with

Pi
el,chiller =

P f r − Pi
f reecooling

COPi + Pi
aux (24)

being the chiller’s monthly electric power consump-
tion, and

Ei
th,rec = η

i
th,CHP

Pel,base + Pi
el,chiller

ηi
el,CHP

(25)

being the thermal energy that can be recovered by
the CHP plant. In the above equations, hi is the
total number of hours for each month, while Pi

aux
is the electric power required by chiller auxiliaries
(pump, fans). The cooling and electric loads (P f r
and Pel,base) have been estimated as 117 kW in sec-
tion 3.1. Net electric efficiency ηi

el,CHP may vary due
to variations in the overall electric load, which in
this analysis may take place only with reference to
the chiller’s performance (in terms of COP and free-
cooling power output), whereas the base IT electric
load is assumed constant throughout the year.
Finally, annual operating costs and CO2 emissions
can be calculated as follows:

C = cNG
E

∆hLHV,CH4

(26)

mCO2 = eCO2,NG
E

∆hLHV,CH4

(27)

4. Results and discussion
The results of the calculations described in the pre-
vious section are reported in Fig. 6 for a data center
located in Rome, in terms of primary energy, oper-
ating costs and CO2 emission savings that could be

Table 5: Simulation assumptions

Parameter Value

DC/DC converter efficiency 97.5% [19]
FC auxiliary consumption 1.5%
compressor polytropic efficiency 0.70
reformer pressure loss 4%
heat exchangers pressure loss 2%
combustor pressure loss 4%

obtained with the proposed CHP plant with refer-
ence to the conventional data center energy scenario
described in section 2. Table 6 shows the same re-
sults in absolute values.
In particular, Fig. 6 shows the contribution of the
four energy-saving methods discussed in this pa-
per, i.e. , from bottom to top: the conversion of the
data center to a direct current architecture (labeled
AC→DC); the adoption of a high-performance
chiller, with particular reference to its free-cooling
capabilities (free-cool.); the adoption of an efficient
power plant instead of the grid to supply the re-
quired electrical power (CHPel); finally, supplying
the required thermal energy (section 2.2.) by means
of heat recovered from the CHP plant (CHPth). The
results clearly point out that significant energy, eco-
nomic and environmental benefits can arise from
the efficient energy management of a data center.
The direct current architecture and the adoption of
free-cooling both contribute to reduce data center’s
electric power requirement, so that their weight on
the overall savings is the same for energy, costs and
CO2 emissions.

Furthermore, the particularly high electric effi-
ciency, which can be achieved by the CHP plant
thanks to the membrane reformer unit, makes possi-
ble to attain remarkable savings by substituting the
electric grid with the CHP plant as the data center’s
power source, particularly in the case of operating
costs, because of the substantial difference between
electric energy and natural gas costs, at least in Italy
(on an energy basis, the former costs approximately
4.44 c€/MJ, while the latter costs 1.30 c€/MJ).
Finally, the availability of heat recovered from the
CHP plant makes for another energy and cost sav-
ing opportunity, if an office or residential building
is located close to data center’s premises (in this
case, under the particular assumptions made about
the thermal load, and specifically about the office
building volume, heat recovery from the CHP plant
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Table 6: Annual results for the reference data center located in Rome

Conventional DC CHP DC CHP savings

Primary energy consumption / GWh 4.196 3.109 1.087
Operating costs / k€ 252.4 143.9 108.5
CO2 emissions / t 799.1 613.9 185.2
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Figure 6: Primary energy, operating costs and CO2
emission savings for the reference data center lo-
cated in Rome

is always sufficient to meet the required thermal
load).
The influence of the electrical energy to natural gas
cost ratio is described in Fig. 7. With current cost
values, the ratio is approximately 3.46 on an en-
ergy basis. The data reported in Fig. 7 have been
obtained holding the electrical energy cost constant
for different natural gas costs. Obviously, the higher
the cost ratio, the larger the cost savings in the CHP
scenario; anyway, it must be observed that these
savings are substantial for a wide range of cost ra-
tios, and that it is generally possible to assume that
electric energy and natural gas cost variations will
be more or less interrelated.
The influence of data center geographical localiza-
tion is finally described in Fig. 8, which reports the
results obtained for the reference data center located
in Milan (MI), Rome (RM) and Palermo (PA). It can
be seen that the colder the place, the better the per-
formance of the CHP plant. Indeed, lower average
temperatures produce more free-cooling output and
higher thermal loads (besides higher chiller efficien-
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Figure 7: Influence of electric energy to natural gas
cost ratio on operating cost savings

cies). Fuel cell performance, on the contrary, is not
significantly affected by ambient temperature.

5. Conclusions
This paper discussed and analyzed annual energy
consumption, operating costs and CO2 emissions
related to the operation of a data center with an
IT equipment electric power consumption of 100
kW located in Italy, taking first into account cur-
rent typical energy efficiency values for this partic-
ular type of building, then an advanced data center
energy management system based on a direct cur-
rent architecture, with cooling provided by a state-
of-the-art vapor compression chiller equipped with
a free-cooling unit, and with the main power supply
provided by a CHP plant based on a membrane re-
former unit and a PEM fuel cell. The CHP unit also
supplies thermal energy to an office building located
close to the data center facility.
The simulations have demonstrated that the adop-
tion of advanced energy management technologies
can bring about remarkable energy, cost and emis-
sion savings in the operation of a data center: in par-
ticular, annual energy costs can be cut by more than
100 k€, (representing a 43.0% cost reduction) when
the thermal energy from the CHP system can be
usefully recovered. Such remarkable savings must
obviously be weighted against investment costs and
durability performance for the membrane reformer
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Figure 8: Primary energy savings for the reference
data center located in Milan, Rome or Palermo

and the PEM fuel cell that are currently not yet fully
satisfactory. It must be noted, however, that great
effort is being put on both these research topics, due
to the promising results achievable. For example, a
demonstration membrane reformer unit has been re-
cently set up and tested [22], obtaining encouraging
results in terms of system efficiency, footprint, hy-
drogen purity and production rate (up to 40 m3

n/h).
The innovative data center energy management sys-
tem can also offer substantial savings from an en-
vironmental point of view, even if less remarkable
than cost savings due to the electricity to natural gas
cost ratio in Italy. The electric to natural gas cost ra-
tio is obviously an important factor in determining
the economic results achievable by the CHP system;
anyway, even though cost savings decrease with in-
creasing natural gas costs, good results can still be
obtained for a wide range of electric to natural gas
cost ratios. Therefore, since electricity and natural
gas cost fluctuations are obviously not independent
on each other, the economic results of a CHP system
are not going to be significantly altered by possible
future price oscillations.
Finally, due to the influence of ambient temperature
on thermal load and on free-cooling power output,
the localization of the data center is a significant fac-
tor for the CHP plant’s performance, with consid-
erably higher energy and cost savings obtained in
colder climates.

Nomenclature
a activity

A area, m2

e specific emissions, kg/kWh or kg/m3
n

E energy, J or Wh, or cell potential, V

F Faraday’s constant, 96 480 C mol−1

g molar Gibbs’ free energy, J mol−1

h molar enthalpy, J mol−1

k membrane permeability, mol s−1 m−1 Pa−0.5

i current density, A cm−2

I current, A

m mass, kg, or coefficient in 16, V

n coefficient in 16, A−1 cm2

ṅ molar flow rate, mol s−1

p pressure, bar

P power, kW

r fuel cell’s area-specific resistance, Ω cm2

R universal gas constant, 8.3145 J mol−1 K−1

t membrane thickness, m

T temperature, K

V voltage, V, or volume, m3

V̇ volumetric flow, m3 s−1

Greek Letters

α coefficient in 16

γ hydrogen recovery factor

δ heating degree day, K

ε specific heat load, Wh m−3 (K−1)

η efficiency

σ steam-to-carbon ratio

Subscripts and superscripts

a activation

cell related to a single FC cell

cv control volumes

e electrons

el electric

f feed, formation

m membrane
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p permeate

rev reversible

SR steam reforming unit

th thermal

Acronyms

AC Alternating Current

CHP Combined Heat and Power

COP Coefficient Of Performance

DC Data Center, Direct Current

DCiE Data Center infrastructure Efficiency

FC Fuel Cell

HVAC Heating, Ventilation and Air Conditioning

IT Information Technology

LHV Lower Heating Value

PDU Power Distribution Unit

PSU Power Supply Unit

UPS Uninterruptible Power Supply
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Analysis and optimization of fuel cell cogeneration 
systems for application in single-family houses 

F. Cardonaa, A. Piacentinoa, V. Alterio 
a DREAM, Department of Energetic and Environmental Researches, University of Palermo, Viale 

delle Scienze, 90128, Palermo  

Abstract:

Keywords:

1. Introduction FCS
HP

Fig. 1.  Fuel cell system and heat pump, with heat 
recovery for water and space heating 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-339



.

Fig. 2.  Cogeneration system with fuel cell, heat Pump, 
and thermal storage 

Cogeneration System
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Fig. 3.  Average electric loads for lights and appliances 
on hour basis 

Fig. 4.  Starting requirements for selected residential 
appliances 

Fig. 5.  Operation of battery pack for covering average 
electric of loads for lights and appliances on 
hour basis  
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Fig. 6.  Demand  on hour basis during peak heating day 
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Fig. 7  Demand  on hour basis during peak cooling day 

 Fig. 8.  Demand  on month basis 

 

Fig. 9. Scheme of cogeneration system 

 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 5-343



 

Fig. 10  Diagram for the Thermal Energy Storage tank 
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Thwx Tfcx, TTSL

Table 1 Operating Regimes for the Cogeneration 
System 

 

Fig. 11. Total Energy System Diagram for Energy 
Balances 

Fig. 12. Calculation chart for the complete 
Cogeneration System 
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Fig. 13. Energy demand supplied from FCS in EDM 
mode 

Table 2 Energy consumption of  FCS 
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Table 5 Energy use in residences and energy saving 
with cogeneration system 

Fig. 14. Energy demand supplied from FCS in LED-
LTW-M mode 

Table 6. Energy consumption of  FCS 

 
Table 7. Energy use in residences and energy saving 
with cogeneration system 
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Table 8 Performances of FCS in accordance with 
different control strategies 

Symbols Specification Unit 
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Proc. Energy: 
production, distribution and conservation,

Proc. Electrochemical 
Society

Renewable Energy

Electrical Residential Water Heating: A 
Consumption and Conservation Survey
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Stirling Engine in Generating Electricity Systems 

Dan Scarpetea, Krisztina Uzuneanub and Nicolae Badeac

a,b,c University “Dunarea de Jos” of Galati, Galati, Romania 

Abstract: TIn this paper, an analysis of different generating electricity systems with Stirling engine is 
made from the point of view of benefits and limitations, both operational and economic and 
environmental. Stirling engine has the ability to work at low temperatures, and can also use all fossil 
fuels and biomass, to realize an environmentally friendly electrical energy production. The Stirling 
engines are 15-30% efficient in converting heat energy to electricity, with many reporting a range of 25 
to 30%. The goal is to increase the performance to the range of 30-40%. The major disadvantages of 
the Stirling engines include: the high cost and durability of certain parts is still an issue. 

Keywords:  Biomass, Fossil fuels, Generating electricity system, Solar, Stirling engine. 

1. Introduction 
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2. The Stirling engine 

CCHP system

CHP system

 

Fig. 1.  A schematic representation of a CCHP/CHP 
system with Stirling engine (adapted from [15]). 

 

Fig. 2.  Variation of brake power with heat source 
temperature [17]. 
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a

3. Stirling converters 

b

a

b

Fig. 3.  System schematic (a) and single engine and 
blower (b) [22]. 

Table 1.  Characteristics of the various types of micro-
CHP devices [24]. 
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4. Stirling systems on biomass 

Fig. 4.  Biomass energy conversion routes [26]. 
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Table 2.  Available technologies for electricity generation out of biomass for 5–200 kW power range [26]. 

4. Stirling systems on solar 

 

 

 

Fig. 5.  Description of USAB 4-95 Stirling engine 
operation [3]. 
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5. Stirling systems on other fuels 

 

 

 

6. Conclusions 

Fig. 6.  Schematic of free-piston Stirling engine [35]. 
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Abstract:  A thermodynamic model for accurately predicting the overall efficiency and power output of 
a solar assembly with cogeneration, using a Stirling engine is presented. An analytical method for 
calculating pressure losses, such as those due to finite speed, friction and throttling, and losses due to 
regeneration in Stirling engine combined with an analytical method for predicting their effect on engine 
performance in terms of efficiency and power output has been achieved. The influence of different 
parameters on the Efficiency and Power has been studied, such as Speed of the piston, Diameter of 
the Mirror, Emissivity of the Concentrated Solar Radiation Receiver, Reflectivity of the Mirror material, 
diurnal and seasonal insolation. This study could be used for a better design of the Combined Heat and 
Power Solar Stirling engines. 

 
Keywords:  Solar Stirling Engine, Optimization, Finite Speed Processes, Internal and External 
Irreversibilities, Regenerator Losses, Receiver Design. 

 

1. Introduction 
Cogeneration systems suitable for residential and 
small-scale commercial applications like hospitals, 
hotels or institutional buildings are available, and 
many new systems are under development. These 
products are used or aimed for meeting the 
electrical and thermal demands of a building for 
space and domestic hot water heating, and 
potentially, absorption cooling [1]. The 
performance of Stirling engines meets the 
demands of the efficient use of energy and 
environmental security and therefore they are the 
subject of much current interest. Especially solar-
powered Stirling engines working with relatively 
low temperature with air or helium as working 
fluid are potentially attractive engines of the future 
[2]. Recently, a 10 kWel Eurodish dish/Stirling unit 
became operational at CNRS-PROMES laboratory 
in Odeillo, France. Its thermal model [3] is also 
available and it consists of a radiation transfer 
model for the cavity, which is coupled to the solar 
flux distribution, and on a thermodynamic model 
for the Stirling engine.  
This paper presents an original scheme of 
computation for a Solar Stirling Engine with 
Cogeneration. For the Sunmachine Stirling Engine 
[developed by Sunmachine GmbH] [4] we have 
adapted the scheme of Computation and 
Optimization previously developed [5-8]. It is 
based on the First Law of Thermodynamics for 
processes with Finite Speed and uses the Direct 
Method. The First Law expression includes the 
effect of the pressure losses due to finite speed of 

the piston, friction and throttling and it also 
provides the method for calculating all the 
pressure losses as a function of the average piston 
speed. The Direct Method consists of integrating 
the mathematical expression of the First Law for 
each thermodynamic process with Finite Speed in 
an irreversible cycle. In this way, one obtains the 
equations of the irreversible processes and also the 
equations of the Heat and Work in each process of 
the cycle, in a similar way to the Classical 
Reversible Thermodynamics. The essential 
difference here is that in all these equations the 
Finite Speed of the Process generating 
irreversibilities appears as a parameter. 
Combining the results of this systematic 
thermodynamic analysis, applied to an irreversible 
Solar Stirling Engine cycle with Cogeneration, an 
analytical method was developed for the study and 
optimization of the system performances. 
The proposed method has practical applicability to 
the design of the Solar Dish – Stirling Engine 
systems in terms of selection of elements 
dimensions, such as piston size and speed, 
regenerator size and its thermal configuration 
(wire diameter and path), the selection of the most 
appropriate working gas for some desired 
operating conditions for the Stirling engine and 
also in terms of the receiver cavity size for Solar 
Stirling Engines that use dish concentrators.   
An important element of the model is that the 
performances (Power and Efficiency of the 
irreversible cycle) are computed as a function of 
solar insolation E. By using this method we are 
able to predict the Performances of a Solar Stirling 
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systems operating at any hour, day of the year and 
in any geographical location on the earth. 
The Solar Concentrated Radiation Receiver is 
designed to be adapted for the Sunmachine Stirling 
Engine [4], (Fig.3). As an example for using the 
developed method here, the values of the 
Efficiency and Power have been estimated for 45o 
North latitude, in the four seasons of the year. The 
energy balance for the whole system with 
combined heat and power configuration is used. 

2. Performances of Solar Stirling 
Engine calculations 

The aim of the model is to determine the 
Efficiency and the Power output of Solar Stirling 
Engines over a range of operating conditions. 
The thermal efficiency of the Stirling engine is 
expressed as a product of the Carnot cycle 
efficiency and a second law efficiency [8,9]: 

irrevII

gH

gL

irrevIIgCCSE
T

T
,

,

,

,, 1 ηηηη ⋅−=⋅=         (1)                                    

where the second law efficiency is expressed as a 
product between the efficiency regarding losses 
due to imperfect Regeneration (X) and the 
efficiency regarding the pressure losses ( p)[10]. 

pIIXIIirrevII ∆⋅= ,,, ηηη                                          (2)                       

 The power of the Stirling engine is given by: 
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where: z is an adjusting coefficient with the value 

45.0=z .This value of z has been validated for 12 
Stirling Engines (and 16 Regimes of functioning) 
with high performances (with Efficiencies up to 
41% and Powers up to 55 kW), using H2 or He as 
a working fluid [6,8,11,14]. 
Incomplete regeneration represents a major loss in 
the Stirling engines. This loss is expressed by 
using a coefficient of regenerative losses, X. An 
analysis for determining this loss has been made, 
obtaining the Second Law Efficiency due to 
imperfect regeneration [10-13]: 
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with 

( )yXyXX −⋅+⋅= 121                                      (5)                

where y is an adjusting coefficient of this model. 
The value of y has been determined from 
experimental data of 4 solar Stirling ensembles. 

Setting y = 0.27 provided the best fit between 
analytical results and experimental ones [6,8]. 
The other terms are: 
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in which the convection coefficient h is computed 
as [10-11,13-15]: 
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where Tm is the mean gas temperature.
                                  

The expression of the Second Law Efficiency due 
to the pressure losses is [9,10,12]: 
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where: wSL is the speed of sound: 

LSLS TRw ,, ⋅⋅= γ                        (10)             

  – gas temperature ratio, v – volume ratio and  
– adiabatic exponent.                                                             
The piston speed wp, is directly connected to the 
rotation speed nr [rpm]: 

60

2 r
p

nS
w

⋅⋅
=                       (11)             

The gas in the Stirling Engine is Nitrogen [4]. 
The regenerator parameters have been determined 
based on its dimensions and material 
characteristics. A Copper regenerator with the 
interior composed by a matrix of screens is used 
[16].  
The hydraulic diameter of the regenerator is given 
by the expression: 

intDDD extH −=                   (12) 

Taking into account that the regenerator has the 
shape of a cylindrical annulus, its equivalent 
diameter DR is given by the formula: 
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2
int

2
DDD extR −=                   (13) 

where Dext and Dint are the exterior and interior 
diameters of the regenerator. 
The mass mR and the heat transfer area AR of the 
Regenerator are given by the expressions (14) and 
(15): 
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where: LR – width of the regenerator and  – 
Copper density.  
The gas speed that is circulating through the 
regenerator is: 

2

=
R

pg
D

D
ww                     (16) 

The above analysis shows that the pressure losses 
and their effect on efficiency and power output of 
the engine depend on the mean piston speed and 
hence the engine rotation speed. 

 
2.1. Performances of Solar Stirling Engine 

The analyzed solar assembly is composed of a 
solar radiation concentrator (a dish parabolic 
mirror), a solar concentrated radiation Receiver, a 
Stirling Engine and an Electric Generator [6,8,15]. 
 

δ
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mirrQ
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1,lossQ

Fig. 1: A solar assembly: Parabolic Dish Mirror, 
Radiation Receiver, Stirling Engine, Generator. 

 

The analytical expression for the electric power 
output of the solar assembly is: 
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where the mirror area is: 
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The electric power output and the total power of 
the solar Stirling engine are predicted as a function 
of the solar insolation E.  
In order to make estimations as close as possible to 
the reality, we have to take into account that the 
solar radiation striking the surface of the mirror is 
not entirely arriving in the solar receiver.  
The first factor that we have to consider is the 
shadow made by the receiver on the surface of the 
mirror. Subtracting from the total surface of the 
mirror this shadowed part we obtain the actual 
surface that reflects the radiation towards the 
receiver: 

recshadowmirrmirract AAA −=                (19)  

where: 
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Then the geometrical efficiency of the mirror is 
calculated as: 
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Another factor that has to be taken into account is 
that the surface of the mirror is not perfect and this 
affects also the amount of radiation reflected 
towards the solar receiver. The material from 
which the mirror is manufactured is also very 
important. 
A total efficiency of the concentrator may be 
determined as: 

mirracterceptionmirrconc R ηηη ⋅⋅= int        (22)   

By applying the First Law, the cylindrical 
Radiation Receiver efficiency is given by the 
formula [6,8,15,17]:  
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where the geometrical concentrator factor is: 
2

=
rec

mirr

D

D
C                                                      (24)             

and the geometrical sections are computed from 
the geometric characteristics: 

( ) ( )δδπ +⋅⋅+⋅= recrecext LDA 2                      (25)             
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where: Text is the external temperature of the Solar 
Receiver and Am is the average area: 
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In order to optimize the heat transfer process, the 
following condition is imposed: the rate at which 
the heat is transferred to the engine equals the rate 
at which heat is received by the mirror times the 
receiver efficiency. Assuming a stationary state, 
this condition is: 

mirrconcrec
mirr
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••

ηηη                  (30)                                

Hence, this heat transfer rate is not more than the 
Stirling engine requires for operation at a 
particular piston speed. 
The optimum engine rotation speed is then: 
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where z’ is another adjusting coefficient. The 
numerical value of z’ was determined [6,8] in a 
similar manner to the determination of the 
coefficient y; that is based on experimental data 
from operating solar Stirling engines, using their 
real operating parameters and conditions [18]. 

The total efficiency of the Solar/Dish Stirling 
engine assembly is: 

EGSErecconc ηηηηη ⋅⋅⋅=                                   (32)              

This is a function of the solar insolation E, through 
the Receiver Efficiency expression (23). 

3. Results 
The flux diagram is computed with maximum 
value of E=1000 W/m2 (Fig. 2 and 4), [19,20]. It is 
important to remark the significant value of    
Qcogoen = 4987 W, in comparison with Electrical 
Power produced Pe = 1843 W. 

1,lossQ
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3,lossQ
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SEP
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Fig. 2: Flux diagram for the Stirling/Dish assembly 

 

 

 
Fig. 3. Solar Stirling/Dish Engine with Cogeneration
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Adopting Cogeneration will improve the total 
efficiency of the Solar System from 22 % 
(producing only electricity and no heat 
cogenerated) to 59 % (which takes into account 
both electricity production and heat production). 
The results obtained with the mathematical model 
for the performances of the Stirling engine are 
similar with those stated by the producer 
experimental data [4] (see Table 1). 
For this Stirling Engine [4] we have determined a 

 new value for the adjusting parameter for z, 
denoted ZN=0.2875 (N subscript from Nitrogen). 
One expected smaller performances regarding heat 
transfer in the Receiver in the case of using 
Nitrogen instead of Hydrogen or Helium, as in the 
case of high performance engines. In addition, for 
this engine [4], the power goes up to 3 kW for an 
average pressure of 33 bar, which are  smaller 
values in comparison with those high performance 
engines, for which z=0.45[11,14]. 

 

 
Fig. 4: Sankey Diagram for the Solar/Dish/Stirling assembly. It is important to remark the significant value of    

   Qcogoen=4987 W, in comparison with Electrical Power produced Pe=1843 W.

 
In the next graphs (Fig.6-14), the influence of 
different parameters on the Efficiency and Power 
have been studied, (Speed of the piston, Diameter 
of the Mirror Dmirr, Emissivity of the Concentrated 
Solar Radiation Receiver, Reflectivity of the 
Mirror material R, diurnal and seasonal insolation 
E). 
The results obtained with the analytical model for 
the performances of the Stirling engine are similar 
with those experimentally stated by the producer 
[4]. 
 
Table 1. Performances of the Stirling engine: 

   Speed Power Efficiency 

Mathematical 

model 

0.87 m/s 1.57 kW  34.08 % 

1.73 m/s 2.86 kW   33.17 % 

Producer 

(Experimental) 

0.87 m/s 1.5 kW 36 % 

1.73 m/s 3 kW 33 % 

 

 
Fig. 6. Power of the Stirling Engine 

 

 
Fig. 7. Efficiency of the Stirling Engine 
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One of the most important parameters that 
influence the performance of a solar Stirling 
engine is the direct insolation E. Unfortunately this 
quantity does not have a constant value. It depends 
upon location (latitude, altitude), hour and season. 
It strongly influences the performances of the solar 
ensemble as illustrated in Fig. 8 and 9. As 
expected, that the best performances are reached 
during summer and the worst during winter. 

ZSE cos⋅=              (33) 
where E= insolation, S~1000 W/m2 , Z = zenith 
angle [20,21] 

( )HZ coscoscossinsincos 1 δδ Φ+Φ⋅= −  

where = latitude, H = hour angle = 15o x (time - 
12) , = solar declination angle 
 

 
Fig. 8. Power of the Stirling Engine on a day long for  

  various insolation values depending on season   

 

 
Fig. 9. Efficiency of the Stirling Engine on a day long 

for various insolation values depending on 
season   
 

Fig. 10. Power of the Solar/Dish Stirling for  
  emissivity=0.2 and the Dmirr=2…6m 

 
Fig. 11. Efficiency of the Solar/Dish Stirling for  

    emissivity=0.2 and the Dmirr=2…6m 

 

 
Fig. 12. Comparison between the electrical and total  

power of the Solar/Dish/Stirling engine for 

emissivity=0.2 and emissivity=0.87 

 

 
Fig. 13. Comparison between the efficiencies of the 

  Solar/Dish/Stirling engine for emissivity=0.2  

  and emissivity=0.87 

 

 
Fig. 14. Efficiency of the Dish/Stirling assembly for 

 different values of the reflectivity 

(34) 
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4. Conclusion 
The objective of this approach was to closely 
simulate the operation of actual Solar/Dish/Stirling 
engines with cogeneration without losing insight 
to the mechanisms that generate the 
irreversibilities (internal and external). Losses 
generated by finite speed of the actual processes 
were computed, based on the first Law of 
Thermodynamics for Processes with Finite Speed. 

This technique of computation for Stirling engine 
processes has been combined with a losses 
analysis and efficiency computation of the Solar 
Concentrated Radiation Receiver system for the 
Solar/Dish/Stirling engine. The result is a 
technique of computation and optimization of the 
performances of such systems. The influence of 
different parameters on the Efficiency and Power 
have been studied, (Speed of the piston, Diameter 
of the Mirror Dmirr, Emissivity of the Concentrated 
Solar Radiation Receiver, Reflectivity of the 
Mirror material R, diurnal and seasonal insolation 
E). This study could be used for better design of 
Combined Heat and Power Solar Stirling engines. 
It has applicability to the design of the engine in 
terms of selection of elements such as piston size 
and speed, regenerator size and its internal 
configuration, and the properties of the working 
gas. The results also have applicability to the 
design of the Solar Receiver of the Stirling Engine, 
in terms of size of the Receiver cavity and more 
generally to the design of the Receivers for any 
Stirling engines that use solar dish concentrators. 

Nomenclature 
A   area, m2 
b   distance between wires (in regenerator), m 
C  geometric concentration factor 
c  specific heat, J/( kg K ) 
D  diameter, m 
d  wire screen diameter (in regenerator), m 
E  solar radiation density, W/m2 
h      convection heat transfer coeff., W/(m2 K) 
k  thermal conductivity, W/ (m K) 
m  mass of the working gas, kg 
Ns  number of screens of the regenerator 
nr  revolutions per minute, 1/s 
p  pressure, Pa 

p  pressure loss, Pa 
Pr  Prandtl number 
R  gas constant, J/ (kg K) 
S  piston stroke, m 
T  temperature, K 

V  volume, m3 
w  piston speed, m/s 
X  coefficient of regenerative losses 
y, z, z’ adjusting coefficients 
 
Subscripts 
avail  available 
cav  receiver cavity 
conc concentrator 
CC  Carnot cycle 
EG electrical generator 
ext  receiver external wall  
g  working gas 
H   hot end 
int  receiver internal wall 
L   cold end 
m   mean value 
mirr  mirror 
p   at constant pressure or piston 
R   regenerator 
rec  receiver 
S,L  sound speed at sink temperature 
SE  Stirling engine 
II,irrev second law efficiency 
v   at constant volume 
X   incomplete regeneration 
1   initial state (inlet condition) 
 
Greek symbols 

   global absorbtivity of receiver 
   insulation depth, m 

v   volumetric ratio 

m   global emissivity of receiver 
  mirror global reflectivity  
   specific heat ratio 
   efficiency 
   Stefan – Boltzmann constant, W/(m2 K4) 
   viscosity of the working gas, m2/s 

   ratio of the gas extreme temperatures 
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Development of a New Resonance Stirling Engine 
 for Residential CHP-Units 
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Abstract:  Free piston Stirling engines are ideally suited for the Combined production of Heat 
and Power in residential homes. Environmental considerations and the raising fuel cost 
prompted a renewed interest for small CHP-units, heated from outside by continuous 
combustion with minimal pollutant output. They supply homes with the required heating energy 
and provide a major share of the domestic electricity needs. Any surplus of electricity produced 
e.g. during night may also be used to recharge batteries of e.g. hybrid cars, whose market 
share is expected to raise rapidly. At current fuel prices, these CHP-units will become 
economically attractive when produced in series. 

Keywords:  Combined Heat and Power (CHP), Control, Resonance, Stirling 

 
1. Introduction 

During the last few decades, remarkable 
progress has been made in the heating 
appliance industry. Condensing burner 
systems reach efficiencies beyond 100% 
(based on the lower calorific value of the 
fuel). The size of these units and their cost 
have been reduced considerably, driven 
mainly by the highly competitive market 
situation.  

In spite of these very remarkable 
achievements, it must be recognized that in 
conventional heating units, the energy 
released in flames at high temperature is 
finally used in radiators or for preparing hot 
sanitary water at merely 40 to 50°C; this 
downgrading of the heat is a highly 
irreversible process, involving considerable 
qualitative losses. To reduce them, the high 
temperature potential of the combustion 
products must be used more efficiently. 

In combined heat and power (CHP) 
plants, the heat released in the flames at 
high temperature first serves to drive a 
thermal engine; the engine waste heat (flue 
gas and engine cooling water) is released 
at sufficiently high temperature levels for 
heating purposes. 

Small-scale external combustion engines, 
i.e. Stirling engines appear to be 
particularly suited for distributed power 
generation in residential areas.  The 
required long-term operation with minimum 
demand of maintenance strongly advocates 
for free-piston solutions. Stringent 

economic criteria impose products which 
are suited for industrial mass production. 
These free piston systems must remain as 
simple as possible and operate in a stable 
mode (under full- and part-load conditions) 
without relying on sophisticated control 
systems.  

In the past decades, different engine 
configurations were conceived, essentially 
by highly specialised laboratories. 
Manufacturers of heating equipment 
observed these developments for many 
years, without making any substantial 
contribution to the basic engine 
development phase. In the past 2 years, 
several major European heating equipment 
suppliers concluded licence agreements for 
the manufacture of such engines. Since 
then, hundreds of field test engines were 
built and their reliability tested. Industrial 
preoccupations became predominant for 
achieving long, maintenance-free operating 
periods of engines which may be produced 
in series at affordable cost .  

This radical change of attitude of the main 
actors was obviously triggered by the 
recent, considerable increase of fossil fuel 
cost, making it mandatory to apply more 
efficient heating technologies than in the 
past. With the substantial effort spent for 
industrialising these products, it is only a 
matter of time for these products to appear 
on the market. Unfortunately, the 
considerable economic pressure 
associated with this effort hampers the 
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basic engine development necessary to 
bring this technology to its full maturity.  

In the following, a particular engine concept 
will be explained, which has been 
developed by a small team over many 
years.  This independent position makes it 
possible to assess the basic engine 
technology proposed by competitors and to 
point out some of the technical 
shortcomings, where further conceptual 
improvements of these engines appear to 
be mandatory. Some economic 
considerations may help to better assess 
the market position of small-scale CHP-
units on the future heating equipment 
market. 

2. Single Free-Piston Stirling 
Engine 

A new free-piston Resonance-Stirling 
concept has been conceived, which is well 
suited for the above-described purposes. 
The concept is derived from former work on 
a Vuilleumier system (an integrated Stirling 
unit  with an engine part driving a heat 
pump) making use of a resonance tube, 
which in part was investigated in 
collaboration with Prof. D. Favrat at EPFL 
in Lausanne. With the recent development 
of efficient linear electric generators, engine 
units producing electricity appear more 
favourable than Vuilleumier systems. 

The proposed engine comprises one single 
displacer-power piston, which is directly 
coupled with the moving magnets of the 
linear generator. The displacer part 
separates the working volume into a hot 
expansion space and a cold compression 
space, which  communicate one with each 
other through heater tubes, a regenerator 
and a cooler (see fig. 1). By the sole piston 
movement, the pressure of the working gas 
varies in phase with this  movement, what 
precludes that any work will be produced.  

A conveniently shaped and tuned 
resonance tube is appended to the 
variable compression volume. A standing 
pressure wave is set up in the tube, with a 
considerably higher pressure amplitude 
than the initial wave induced by the piston 
displacement. Highest pressure amplitudes 
are set up in the Stirling compartment 
under resonance conditions; these waves 

are delayed against the exciting pressure 
variation by a quarter cycle period. By their 
action, compression occurs in the Stirling 
compartments when the cold compression 
volume is large, expansion when the hot 
expansion volume is important. The 
resonance tube exerts a purely mechanical 
action upon the gas, serving as an 
impedance of the oscillating circuit 
formed by the Stirling volumes and its 
piston. The phase of the pressure variation 
is shifted against the volume variation, in a 
way that work is produced. 

 

 

 

Fig 1.  Prototype Stirling Engine with a 
single displacer-power piston and a 
resonance tube leading axially through the 
electric generator. 
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2.1.  Free Piston 

The free piston is arranged between the hot 
expansion volume and the cold 
compression volume. The piston rod 
section corresponds approximately to half 
the total piston area,  reducing the 
compression volume and its cyclic variation 
accordingly to half of the expansion 
volume. The piston movement thus induces 
a relatively small periodic pressure change 
(but which then is augmented by the 
resonance wave).  

The piston is elastically suspended by 
planar flexure springs, maintaining it 
precisely centred within its cylinder. 
Contact-free clearance seals may be used, 
which are little exposed to wear; reliable 
operation for long periods with low demand 
in maintenance may be expected. 

A major advantage of the proposed system 
results from the fact that only one piston 
needs to be centred relative to its cylindrical 
housing. This considerably simplifies the 
manufacture of the units, as well as their 
accurate assembly.  
 
2.2.  Resonance Tube 

The tube is dimensioned for its operation at 
the desired resonance frequency, which 
also corresponds to the piston frequency. In 
appropriately shaped tubes (section as a 
function of the tube length), standing waves 
with periodic, nearly sinusoidal pressure 
variations are obtained. The resonance 
tube losses correspond to flow friction 
losses of the periodic gas movement within 
the tube.  

The developed concept comprises a single 
resonance tube passing axially  through the 
linear electric generator. In this way, side 
forces are minimised and do not impair the 
dynamic movement of the piston. In 
addition, this single tube can be bent and 
arranged within a compact volume. 

When exciting a standing pressure wave in 
a simple tube, lowest resonance frequency 
is reached when half a wavelength is 
established over the tube length (velocity 
nodes at both ends). By appending an 
appropriately dimensioned Helmholtz 
volume to the free tube end, its length is 
further shortened. Also, the system may be 
operated with a heavier working gas than 

helium, having a correspondingly lower 
sound velocity. The optimum working gas 
needs to be selected as a compromise 
between the losses in the Stirling 
compartment and in the tube. Suitable 
solutions were determined for He/N2 gas 
mixtures with molecular masses of between 
10 and 16. For an operation at 50Hz 
frequency, the optimal tube length then lies 
between 1.50 and 2.00m. These lengths 
are acceptable when considering that the 
tube may be placed within standard casing 
dimensions of the heating equipment. 

The use of gas mixtures considerably 
facilitates the tuning of the system: the tube 
may be brought to resonance at the 
selected operating frequency by adjusting 
the molecular mass of the working gas; the 
free piston itself may then be tuned by 
adjusting the gas pressure. Once the 
system is sealed, it operates at its design 
frequency, exactly under resonance 
conditions. 

2.3.  Electric Linear Generator 

A new electric generator has been 
conceived, which is specifically adapted for 
the operation with the existing prototype 
Stirling engine. It consists of a set of 
electric coils arranged coaxially within a 
mobile support cylinder, which is equipped 
with permanent NdFeB – magnets. This 
cylinder is appended directly upon the 
displacer-power piston and is guided at 
both ends by planar flexure bearings. Their 
restoring force action are further 
augmented by means of additional 
mechanical and/or magnetic springs. The 
electric windings are closely packed and 
fully embedded within radial stator iron 
sheets. 

Performance measurements were made on 
a separate test bench, yielding an electric 
power output of 1500 W at an amplitude of 
+/- 11 mm, with a measured electric 
efficiency of between 80 and 83%.   
 

3. Prototype Engine 
A first prototype engine was built with a 
nominal electric power output of 1.5 kWEL at 
a frequency of 50Hz (see fig. 1). Average 
gas pressure is 2.5MPa. At nominal stroke 
of 22mm, the displaced expansion volume 
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is 220cm3,  the displaced compression 
volume 115cm3. 

The engine is equipped with a commercially 
available FLOX-burner of 15kWTH nominal 
power rating. The reliable operation of this 
heating source, delivering an exactly 
adjustable heat output, considerably 
facilitated the start-up operations. In fact, a 
smaller burner with only 9kWTH power 
output would be better suited for the 
prototype and might be more efficient.  

By recirculating flue gas within the 
combustion chamber, the combustible 
mixture is diluted and burns completely, 
without producing any noticeable NOX-
output. A minimal excess air is required and 
the  exhaust gases are cleaner than those 
produced in standard heating equipments; 
these burners are particularly well suited for 
their use in residential areas.   

3.1.  Experimental results 

For starting up the engine, the heater tubes 
need to be heated above 500°C; the 
displacer-power piston is then excited 
electrically and put into a small, oscillating 
movement, which immediately is enhanced 
by the onset of the Stirling process. The 
engine can then be adjusted by varying the 
working gas pressure and its composition, 
for an operation at exactly 50 Hz. 

The electric power output depends upon 
the heating power input and the electrically 
controlled piston amplitude. Nominal power 
output of 1500 W was achieved with an 
overall efficiency (electric output/heat input 
of consumed propane gas) of TOT =15.5%. 
A pressure variation up to  = pMAX/ pMIN = 
1.35 is reached, what corresponds to the 
design value of the unit. The piston 
amplitude was +/- 11 mm, which closely 
meets  the analytical predictions.  

By reducing fuel gas supply, the electric 
power output is reduced proportionately, 
down to about half the nominal power 
rating. In this range, the heater tube 
temperatures drop only by 60 to 80°K and 
the engine efficiency remains virtually 
constant. The frequency and the piston 
amplitude, hence the voltage output can be 
kept constant, making this concept ideally 
suited also for part-load operation.  

The efficiency measured on the basis of the 
cooling water output amounts to  

W = 22 – 24%, indicating a heater 
efficiency in the range of HEAT = 65 – 70%. 

3.2. Further envisaged development 

The experimental results obtained are 
highly satisfactory when considering that 
this assembly was the first power engine 
built according to the described concept. A 
number of improvements have been 
identified, which successively will be 
incorporated into the system, essentially in 
view of further augmenting the engine 
efficiency.: 

the resonance tube will need to be 
adjusted in view of lowering its associated 
losses;  

a randomly packed wire regenerator 
has been used, which should be replaced 
by a mesh structure, ensuring a more 
uniform flow distribution, hence an 
improved thermal performance; 

the existing displacer-power piston is 
provided with mechanical ring seals, which 
will need to be replaced by contact-free 
leakage seals; 

by equipping the unit with an insulating 
shroud for noise abatement, heat released 
from the heater head will be recovered and 
serve to preheat the combustion air. 

By adopting these measures, it is expected 
that the initial objective of building a 
1.5kWEL engine with 20 to 22% overall 
efficiency may be reached. Hereby, the 
engine must remain as simple as possible. 
Several machines will then have to be built 
and fully equipped for performing prolonged 
field tests under real operating conditions.  

3.3. Comparison with competing 
technologies 

In all free piston Stirling engine projects, 
major emphasis needs to be put on 
improving the performance figures. Their 
electric power output, hence their economic 
value considerably depend on these 
figures, which still remain well below 
achievable limits. Furthermore, long-lasting 
reliable operation, and low manufacturing 
costs are decisive factors which will 
determine the commercial success of these 
units. 
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Major advantages attributable to our 
concept may be summarised as follows: 

only 1 mechanical piston is necessary, 
what considerably reduces the problems 
associated with contact-free leakage seals 
of the piston(s); 

the engine can be operated at full load 
or under part-load conditions, simply by 
adjusting the fuel supply to the engine. Its 
operation can be adjusted  with great 
flexibility to the power needs of the 
dwelling; 

no sophisticated engine control system 
is required, neither for the start-up phase, 
nor for maintaining steady-state operation. 
The engine operation depends on external 
parameters and is entirely stable. 

This latter argument is of major importance, 
deserving some more detailed 
explanations: 

In conventional free-piston Stirling systems, 
the engine operation is controlled by means 
of the linear generator which is coupled to 
the power piston, as well as by the fuel 
supply to the burner. The displacer piston 
movement may only be influenced indirectly 
by these control functions, hence also the 
mass flow  through the regenerator and the 
periodic heat exchange between the 
working gas and the matrix material. The 
pressure amplitude depends directly upon 
this heat exchange, what in turn affects the 
displacer piston movement, an 
interdependency that tends to an unstable 
behaviour of the entire system.  

Intelligent and rather complex control 
systems have been conceived [ 4, 5 ] which 
are able to surmount these difficulties. 
Nevertheless, if laboratory units have been 
shown to operate in a stable mode, it is 
supposed that this inherent difficulty 
strongly hampers the commercialisation of 
these systems, which will have to operate 
trouble-free for decades. 

In the proposed single-piston engine, the 
displacer movement is controlled 
directly by the associated linear electric 
generator. The stability of the periodic 
process is considerably improved, what 
simplifies the engine control. This also 
permits to conceive these units for an 
operation at higher pressure amplitudes 

than  conventional engines, hence with 
higher power densities. 

The inherent problem of the single-piston 
units is related with the resonance tube; 
even if the tube can be bent, the overall 
packaging volume is larger than for 
conventional free piston units. In addition, 
the periodic flow  pressure drop in this tube 
represents a non-negligible performance 
loss. A major development effort is 
presently devoted to reduce the drawbacks 
of the proposed concept.  

4. Economic Appreciation 
Decentralised  CHP-units must comply with 
many requirements which are listed in the 
introduction of this paper. Only rather 
simple concepts with a low demand for 
maintenance, manufactured in large series 
at low cost may be sold successfully in the 
highly competitive heating equipment 
market. 

The energetic benefit of a decentralised 
CHP can most suitably be appreciated 
when considering its operation in 
combination with a heat pump (HP). The 
CHP and the HP-units normally operate at 
similar power levels, according to the heat 
demand of the respective homes. Seasonal 
electric peak demand of HP can thus be 
alleviated by supplying electric energy from 
CHP. The overall savings can then be 
appreciated on hands of the thermal energy 
balance of the following scheme: 

 

 
 

 

 

 

 

 

 

 

 

 

Fig 2. Energy balance of a CHP-unit driving 
a Heat Pump (HP) 
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With an assumed electric conversion 
efficiency of 25%, the combined CHP and 
HP system produces 1.75 to 2 times more 
heating energy than released by 
combustion. The fuel savings are 
comprised between 42 and 50%, 
attributable to the CHP as well as to the 
HP. With an electric efficiency of the CHP-
unit of only 20%, the realised energy 
savings still amounts to 37 - 45% (lower 
figures of the scheme indicated in 
brackets).  

CHP thus play a complementary role to HP. 
These units can easily be installed in 
houses as a retrofit to existing heater 
systems. As compared to HP, CHP supply 
higher heating temperatures without 
reducing efficiency; they are suitable for 
equipping many existing buildings. 

The indicated energy savings become 
important when considering the threatening 
shortage of fossil fuel. Also, production of 
electricity at home (as a by-product of 
heating) will make it possible to partly refuel 
hybrid cars. This represents a highly 
attractive economic perspective, which 
undoubtedly will strongly promote the 
introduction of this heating technology.  

5.  Conclusion 
The past century, characterised by an 
indiscriminate consumption of the fossil 
fuels, precluded the widespread use of 
Stirling engines. Their development proves 
to be demanding, particularly when 
considering the many requirements 
imposed by the competition with the 
traditional heating equipment industry. 

Only during the past 5 years, since the 
Kyoto Agreement came into force, a more 
serious effort may be observed to conserve 
energy on a world-wide basis. The 
enhanced public awareness of threatening 
climate change effects and of the dwindling 
fossil fuel reserves provide new 
opportunities for conceiving improved 
energy conserving technologies. 

The recent doubling of fuel cost within one 
single year give a considerable incentive for 
promoting CHP-units for residential homes. 
The customer is knocking at the doors and 
the product will be ready in a foreseeable 
future. It may be expected that within the 

next few years small CHP-units will replace 
as retrofit many conventional, fossil-fired 
heating equipment. 

The speed at which these CHP will be 
introduced on the market will largely 
depend on the realised energy savings, 
hence their efficiency, but also on their 
reliable operation. The potential for future 
improvements remains considerable and 
successful products will have to undergo a 
maturing process. New engine concepts, 
offering improved performances and good 
reliability will continue to attract industrial 
promoters. Qualities like flexible part-load 
operation, adjustable to the heat and 
electricity demand of the home, will play an 
ever growing role.  

Scale-up to larger units, which may then be 
applied in multi-family homes will be the 
consecutive step of development. This 
would immediately pave the way for 
operating these units also with regenerative 
energies (biomass and solar).  
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Parametric optimization of an irreversible solar-driven Stirling 
heat engine with radiation-convection heat losses 

Ruijin Liu , Houcheng Zhang, Jincan Chen,  Guoxing Lin  

Abstract:  An irreversible solar-driven Stirling heat engine system is established, in which not only radiation- 
convection heat losses from the solar collector to ambience but also the regeneration loss and other 
irreversibilities of the heat engine cycle are taken into account. Based on thermodynamic analysis and the 
optimal control theory, the optimum relationship between the overall efficiency of the solar-driven Stirling heat 
engine system and the operating temperature of the collector is derived and the related performance bounds 
and design parameters are evaluated and determined. Moreover, the effects of several important parameters 
including the compositive factor c1 the regenerative factor  and the radiation and convection heat loss 
coefficient ratio  on the optimal performance characteristics of the system are investigated in detail. The 
results obtained here may provide some theoretical bases for the optimal parameter design of solar-driven 
heat engines. 

Keywords:  Solar collector, Stirling heat engine, irreversibility, performance optimization. 
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2. A Stirling heat engine cycle and 
its mathematical description
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3. The overall efficiency of the solar-driven 
Stirling heat engine system 

4. The optimally operating temperature of 
the solar collector 

 

 
 

5. Discussion 
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5.1  Influence of the parameter  
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6. Special cases 

7. Conclusions 
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Heat Recovery of Exhaust Gas in Automotive Paint 
Ovens 

P. Hanafizadeha,b A. Khaghania, H. Shamsa and M. H. Saidia 
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School of Mechanical Engineering 
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b Iranian Young Researchers Club 

Abstract:  The rising cost of energy and the global warming in recent years have highlighted the need 
of more advanced systems with higher efficiency and less gas emissions. Consequently, plenty of 
researches have done on waste heat recovery and renewable sources of energy recently. The target of 
the present research is feasibility study of heat recovery in automobiles' paint ovens and designing an 
efficient system to use the lost energy.  Research has been carried out on the theory, evaluating the 
amount of lost and available energy through Thermodynamics and heat transfer principle and choosing 
applicable design and construction of heat exchanger, especially for their use in ovens for energy 
recovery, reduction of air pollution and environmental conservation. Experimental measurements were 
done for data gathering in the case study of ovens in paint shop of Iran Khodro Industrial which is the 
oldest and biggest automotive corporation in the Middle East. Based on a feasibility study, a system to 
use this recovered energy was designed. This is then followed by cost analysis of this project which 
showed economical benefits of the project. The investment return period of the project is also 
determined. 

Keywords: Heat Recovery, Paint Oven, CHP, Exhaust Gas 
 

1. Introduction 
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Fig. 1. Schematic diagram of the painting process
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2. Methodology 
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Table 1. Paint oven of complement room, Specification 
of the oven's production 

Design of heat exchanger 
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3. Result and discussion 

Table 2. Technical specification of ED paint oven 

Table 3. Exergy and efficiency of the heat exchanger 
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Table 4. Results of  for ordinary heat 
exchanger 

Table 5. Results of  for shell and tube 
heat exchanger 

Fig.3. Schematic View of Heat Exchangers Design 

 

4. Conclusion 
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Table6. Results of the study 
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Abstract: A solid oxide fuel cell (SOFC) system integrated with an ethanol steam reforming stage is 
evaluated considering the first and second laws of thermodynamics. The irreversibility losses distribution 
and the plant energy and exergy efficiencies are studied under different process conditions (823<T<973K) 
and water to ethanol molar ratios (5<RAE<6.5). The post combustion of the cell off gases for the heat 
recovery is also taken into account to maintain the system operation within the auto-sustainability 
boundaries. An increase of efficiency and irreversibility at the stack is reported when the reactants ratio is 
increased. The higher losses are placed at the steam reformer (280kW – 350kW) and the cell (400kW – 
590kW) due to the combination of the chemical composition and stream conditions on chemical and 
physical components of the exergy. 
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1. Introduction 
Fuel cells are considered to be the propulsion 
system of the near future, since they can produce 
electricity without polluting the environment, and 
possess the necessary specific power, power 
density and durability to replace conventional 
internal combustion engines from their current 
applications [1]. In recent years, the solid oxide 
fuel cell (SOFC) running on pure hydrogen or 
crude gases has drawn great attention, due to its 
high efficiency and degree of integration even with 
turbine cycles [2-4]. SOFCs support internal 
conversion of light hydrocarbons, alcohols and 
carbon monoxide without using noble metals as 
electrodes [1,2,5]. 
A traditional method to study a power generation 
system is the energetic analysis applying the first 
law of thermodynamics; it has been widely used to 
asses the solid oxide fuel cells. In that paper the 
effect of the steam reforming kinetic pattern was 
taken into account and the pinch methodology was 
applied to minimize the use of utilities. However, 
it is clear that instead, an exergetic analysis with 

exergy as the measure of the quality (useful part, 
transformable to work) of energy can be used to 
specify design optima which are different from those 
resulting from the energy conservation law [7].  
In this sense Douvartzides et al. [9] developed an 
energy–exergy analysis in order to optimize the 
operational conditions of a SOFC power plant, 
considering only the hydrogen oxidation within the 
fuel cell, and rejecting the effect of the cell losses, in-
situ methane reforming and carbon monoxide 
conversion. Moreover, Douvartzides et al. [8-9] did 
not take into account the effect of the kinetic pattern of 
the ethanol steam reforming (ESR) on syngas 
composition and instead they use the extent of the 

SOFC fuel utilization factor of 79.85%, an ethanol 
conversion of 100%, water to ethanol ratio 3:1 and no 
energy integration was developed.  
The exergy analysis of an integrated internal methane 
reforming - solid oxide fuel cell - gas turbine 
(IRSOFC—GT) power generation system was 
performed by Pegah [10]. 
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 The in-situ partial oxidation of methane and the 
electrochemical oxidation of hydrogen at the cell 
anode were taken as main reactions. Fuel cell off 
gas was used to feed a turbine fulfilling in this way 
the power requirements for fuel compression. The 
thermodynamic losses in each unit were calculated 
and no energy integration strategy was taken into 
consideration. 
The use of renewable fuels coupled to SOFCs 
have been also reported by Panopoulus et al. [11-
12] and Fryda et al. [13] which studied the exergy 
efficiency of a biomass steam gasification reactor 
integrated with a high temperature SOFC in a 
combined heat and power scheme.  
In the present paper, the first and second laws of 
thermodynamics are combined to obtain a system 
configuration and optimal operational conditions 
for an external catalytic ethanol steam reformer 
coupled to a solid oxide fuel cell system. The 
system combines the renewable character of 
ethanol with the technical advantages of fuel cells 
to design a near zero emission system with a high 
degree of efficiency. On the other hand, a detailed 
thermodynamic model for the evaluation of the 
SOFC is provided and a kinetic model is used to 
asses the conversion of methane within cell anode. 
The distribution of irreversibility on each device 
and the whole process are reported joined to the 
exergy and energy efficiencies. The study starts 
with an integrated process flow diagram as base 
case [14] and all the analysis are developed taken 
into account the effect of the heat exchanger 
network (HEN) design throw pinch methodology.  
The mathematical processing of the models is 
carried out using the Aspen – Hysys® general 
purpose modeling-environment. 
2. Description of the system 
The ethanol steam reformer – solid oxide fuel cell 
systems are depicted in Fig. 1. The initial fluxes of 
water and ethanol are pumped into the Mixer 
where an isothermal mixing takes place at 
atmospheric conditions (298 K and 1atm). After 
that, the liquid mixture is vaporized and preheated 
on devices HEX-1 and HEX-2 prior to the Reactor 
inlet. The endothermic steam reforming of the 
ethanol (
considering a packed bed reactor charged with a 

Ni/Al hydrotalcite catalyst [15-16] and among the 
various reaction patterns reported previously [14,16-
17] the Lagmuir-Hishelwood kinetic model reported in 
Arteaga et al. [6,14] is used to describe a six step 
reaction scheme including the coke deposition on 
catalyst surface  
The mixture leaving the Reactor is then fed into a 
solid oxide fuel cell module where an air flux (21%O2, 
79%N2) is used as oxidant which is previously 
compressed and heated in a Compressor, HEX-3 and 
HEX-4. The SOFC model is used to study the process 
and to design various scenarios considering variations 
of the reformer operational parameters.  

SOFC ratio of the syngas fed into the anode is 
higher than two, no carbon deposition problems are 
supposed to occur on the anode of the SOFC and the 
in-situ methane reforming; this is studied using a 
kinetic reactor model which considers the power law 
pattern with a negative reaction order for water [23]. 
Moreover, the shift conversion of the carbon 
monoxide is simulated using a Gibbs reactor model 
(equilibrium), in this way the offgas composition is 
calculated rigorously and the energy recuperation in 
the post-combustor agrees with the real picture of the 
problem. The fuel utilization factor is defined by (Eq. 
1). The heat balance in the cell considers the heat 
consumed in the methane reforming and the heat 
produced by the electrochemical reaction and shift 
conversion. 

  
COinfCOXCH4infCH4X4H2inf

H2outfCOinfCOXCH4infCH4X4H2inf
fU                (1) 

The SOFC exhaust containing H2, CH4, O2, N2, CO, 
H2O, and CO2 is cooled (to avoid NOx formation) and 
burned downstream in the post-combustion system. 
The post-combustion unit is modeled as an adiabatic 
conversion reactor (ConvReact) and the depleted heat 
is used to balance the energy requirements in the 
process.  
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  Fig 1. Process flow diagram (PFD). 

3. Second Law Analysis 

Exergy analysis is a thermodynamic method of using 
the conservation of mass and energy principles 
together with the Second Law of Thermodynamics for 
the design and analysis of thermal systems. The 
purpose of an exergy analysis is generally to identify 
the location, the source, and magnitude of true 
thermodynamic inefficiencies in a given process. 
Exergy is the maximum work that can be produced 
when a heat or material stream is brought to 
equilibrium in relation to a reference environment. In 
this study a temperature of To = 298.15 K, pressure P 
= 1.013 bar and environment composition of 75.67 % 
N2, 20.35 %O2, 0.03 %CO2, 3.03 % H2O and 0.92 % 
Ar are assumed as reference [18].  
In the present article the exergy of each material 
stream is expressed as the sum of two components, 

physical and chemical; more precisely, the 
physical exergy expresses the useful work that a 
substance can produce when brought reversibly 
from its state to the “restricted dead state” and it 
can be written as: 

ioSSoT
ioHHph

ie                         (2) 

Chemical exergy is obtained when the components 
of the energy carrier are first converted to 
reference compounds and then diffuse into the 
environment, which is in reference (dead) state. 
For a gaseous stream flow, the molar chemical 
exergy (ei

ch) of all species is given by the (2) Fryda 
et al. [13]: 

)iln(xixoRTo
ieixch

ie                      (3) 

No deviations between real environmental and 
reference conditions are considered. The standard 
chemical exergies of all components of each 
stream represented in the PFD (Fig. 1) are showed 
in the Table 1. 
 
 
 
 
 
 
 

Table1.Standards Chemical Exergy (Stds.Chem.Exergy) of 
individual species. [26] 

Species Formula Stds. Chem. 
Exergy  

Nitrogen N2 720 
Oxygen O2 3970 
Water H2O g 1.171.104 
Water H2O l 3120 
Carbon 
Dioxide 

CO2 2.014.104 

Carbon 
Monoxide 

CO 2.754.105 

Argon Ar 1.169.104 
Ethanol C2H5OH 

g 
1.371.106 

Ethanol C2H5OH l 1.365.106 
Methane CH4 8.365.105 
Hydrogen H2 2.385.105 
Carbon C 4.108.105 

Note: All the exergy values are presented in kJ. 
Kmol-1. 

An exergy balance for a control volume at steady state 
is formulated to calculate the exergy destruction (EDest) 
of the system at different operational conditions. In the 
present work all the inlet and outlet streams are 
considered to determine the irreversibility distribution, 
which include the sum of matter, energy and power. 
The mixer, heat exchangers (HEX-1 to HEX-6), 
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ethanol steam reforming reactor, the SOFC 
module, the post-combustion unit and the auxiliary 
equipments (pumps and compressor) are included 
into the limits of the system (Dashed lines area in 
Fig. 1). The process global exergy balance, by 
ignoring the changes in kinetic and potential 
exergies, is expressed as: 

WjQ
j jT

oT1

outletieifinletieifirrevE

              (4) 

Where Eirrev=To*Sgen (the Gouy -Stodola theorem) 
represents the rate of exergy destruction into the 
device due to irreversibilities, ei is the total exergy 
of each chemical species i, which is the sum of the 
physical and chemical exergies.  
3.1. Definition of the irreversibilities 
Irreversibility at each stage of the process is 
calculated based on the approaches described 
previously. The equations for the evaluation of this 
parameter are present below.  
3.1.1 Steam reforming reactor 
Exergy destruction of the ESR can be expressed 
by the following equation. 

S15eS15fS06eS06f
S14eS14fS05eS05f

ESRE                             (5) 

3.1.2 Heat Exchanger equipment 
The exergy balances in all heat exchanger devices 
can be expressed as follows: 

coldoutlet
ph
k

e
inlet

ph
kef

hotoutlet
ph
k

e_
inlet

ph
kef

j
Q

j
T
oT

1
j

 HEX
E

 
(6)  

Where j is the heat exchangers and k represent 
each stream of process (inlet and outlet).    
The previous equation is not affected by chemical 
exergy due to the chemical compositions of the hot 
and cold inlet streams are constants in the heat 
exchange equipment. 

3.1.3 Solid Oxide Fuel Cell 
The chemical transformations into the fuel cell 
cathode and anode, the dissipated heat to the 
environment and the power delivered by the 
electrochemical reaction are considered into the 
irreversibilities. Then the exergy destruction in the 
SOFC is calculated as below: 

anodeS10eS10fS06eS06f
cathodeS11eS11fS09eS09f

SOFCPSOFCQ
SOFCT

oT
1SOFCE

                  (7) 

3.1.4 Compressor 
The expressions to determine the compressor 
irreversibilities are reported by Pegah [10]. It takes 
into account the compression ratios, polytropic 
efficiencies and fluid conditions. 

CPRln
p,C

p,C1
oTRairfCE                    (8) 

3.1.5 Post-Combustion unit 
In the after burner the irreversibility is defined 
considering the chemical and physical components, 
the losses by heat transfer are zero because the 
combustor operates adiabatically: 

S14SS14fS13SS13f0T
S14HS14fS13HS13f

ch
S14eS14fch

S13eS13fPCE

                              (9) 

4. System energy and exergy efficiencies 
Energy efficiency of the whole system (Eq.10) is 
defined by the ratio between the delivered power and 
the amount of energy contained in the ethanol 
molecular structure it is referred to the LHV.  

ethanolLHVinf
j jW

energy                               (10) 

Where 
j

jW is the global power generated by the 

system (work produced – work consumption).  
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On the other hand, exergy efficiency (Eq.11) is 
referred to the exergetic potential of the primary 
fuel (standard exergy of ethanol). 

ethanol
oeinf

j jW

exergy                                    (11) 

5. Results and discussion 
5.1. Exergy analysis considering operation 

parameters 
An exergy study has been developed in order to 
simulate the power plant using the Solid Oxide 
fuel cell technology represented in the Fig. 1. This 
simulation program is able to calculate the flow 
rate, temperature, pressure, energy and the exergy 
content in every stream of inlet and outlet as well 
as the exergy destruction by irreversibilities of 
each stage involved in the plant.  
The results of the exergy analysis applied to the 
base case are shown in the Table 2. The conditions 
selected were TESR = TSOFC = 923 K, RAE = 6.0, Uf 
= 80 %, Vcell = 0.64 V, compressor polytrophic 
efficiency p,c SOFC > 2. Considering 
the standard chemical potential of ethanol as the 
inlet flow availability, the irreversibilities 
represent approximately 66 % of the flow 
availability, so the exergy efficiency takes a value 
of 34 %. 

Table 2. Base case simulation results. 
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569 
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502 
kW 

37.6 
% 

33.9 
% 

The effect of the reforming temperature and 
reactants molar ratio on exergetics efficiency and 
losses are presented in the Fig. 2 and Fig. 3 
respectively.  
The fuel cell power and the ethanol flow have a 
notable influence on the exergy efficiency 
according to the definition written previously. On 
the other hand, the cell power is directly 
proportional to the hydrogen obtained in the 
reformer. Because of this; the higher hydrogen 
yield allows the increase of the SOFC power as 

well as the exergy efficiency. According to the 
explanation above; the exergy efficiencies are favored 
by higher reformer temperatures and water to ethanol 
feed ratios. Exergetic efficiencies reach values ranging 
from 32 % to 35 % approximately in all analyses; the 
higher efficiencies are obtained at 973 K and RAE of 
6.5. 
From an irreversibility point of view, the system 
studied is not favored by the increase of the reformer 
operation variables. The lower irreversibility values 
are obtained at lower temperature and RAE, 
nevertheless it corresponds to lower exergy efficiency 
of the process (less than 30%), and so there should 
always be a balance between system efficiency and 
system irreversibility. 
Further on, it is important to express that the flow 
diagram is designed on integration principles allowing 
an optimal use of the hot streams and keeping the 
design of the plant to operate autonomously, without 
any interaction between external sources of heat and 
power (auto-sustainability). 

 
Figure 2. Effect of the reforming temperature and RAE on 

exergetic efficiency. 
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Figure 3.  Irreversibilities, varying the reforming 

temperature and RAE. 

The irreversibility of the stages involved in the 
plant at reforming temperature of 923 K is 
illustrated in Fig. 4. The total exergy destruction in 
the system is caused mainly by the SOFC, 
reformer and post-combustor, which represents 
more than the 50 % of the inlet flow availability, 
similar results are reported by Pegah [10]. 
Changes in the chemical exergies are more 
relevant than the changes of the physical 
contributions; this phenomenon is related 
fundamentally with the chemical reactions extents. 
The exergy destruction of the reformer is increased 
from 276.13 kW to 336.53 kW for feed molar 
ratios of 5 and 6.5 respectively. That change in 
performance is due to the increase on the demands 
of heat in the reformer with RAE, which is caused 
by the increase of reactions conversion taking 
place in this stage and the total flow. 

 
Figure 4. Exergy destruction by irreversibility in cycle 

stages varying RAE. 

In order to investigate the performance of the 
exergetic losses in the fuel cell, we assumed that the 
heat rejected by the electrochemical reaction is a 
waste, because of this; the exergy destructions by heat 
losses are significant, reaching values of 70% of the 
exergy destruction of the SOFC for water to ethanol 
molar ratio of 6.5. The efficient use of wasted heat by 
the cell in a turbine, heat engines or in a combined 
cycle can reduce the irreversibilities in this stage and 
the global system, as well as to improve the exergy 
and energy efficiencies [19]. 
The increase of RAE produce a higher hydrogen flow 
to the fuel cell, converting more chemical energy into 
electricity, which means more current and power 
produced. Nevertheless at the same condition, the 
irreversibility is increased in the fuel cell stack due to 
the increase of the waste heat and dissipative 
phenomena (overpotential losses).  
The exergy destruction in the post-combustor presents 
a little decrease for different RAE. Those losses are 
associated to the irreversibility of the combustion 
process of H2, CO and CH4, the amounts of reactants, 
the temperature of the combustor and the 
stoichiometric ratio of the combustion. In this case the 
amounts of fuels take an important role; especially the 
energetic content of the inlet stream is reduced with 
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the increase of the water to ethanol molar ratio, 
allowing lower losses by the heat transfer.  
6. Conclusions 
The evaluation presented in this paper allows 
obtaining a complete idea of the real work 
delivered by an integrated solid oxide fuel cell and 
an ethanol steam reforming unit and it relationship 
with the most relevant operation variables. The 
effect of water to ethanol ratio and the reforming 
temperature on the energy and exergy efficiency of 
the system was also discussed. 
The higher exergy efficiencies (35% at 973 K and 
RAE=6.5) also coincide with higher total 
irreversibility losses (1050kW) due to the effect of 
the change in both the chemical and physical 
components. It was also demonstrated that a 
balance should be established by the process 
engineer considering equilibrium between power 
production and process efficiencies. 

Nomenclature 
CPR compression ratios 
E   exergy destruction, kW. 
ei  total exergy of each chemical species, kJ/kmol. 
ech

i molar chemical exergy of species, kJ/kmol. 
eph

i molar physical exergy of  species, kJ/kmol. 
Fin

ethanol  ethanol flow feed to the reactor, kmol/s. 
H  molar absolute enthalpy, kJ/mol. 
Ho molar enthalpy at reference state, kJ/mol. 
PSOFC  cell power output, kW. 
Q  heat duty of component, kW. 
R universal gas constant, J/(K mol). 
RAE water/ethanol molar ratio. 
S  molar absolute entropy, kJ/(mol K). 
So molar entropy at reference state, kJ/(mol K). 
T  temperature of component j, K. 
T0 temperature of reference state, 298.15 K. 
x  mole fraction of species. 
Greeks Letters 

exergy exergy efficiency, %. 
energy energy efficiency, %. 

Subscripts 
C  compressor. 

ESR  reformer. 
HEX  heat exchanges. 
Hot stream of HEX. 
Cold stream of HEX. 
PC post-combustion. 
SOFC solid oxide fuel cell. 
i each chemical species of the stream. 
j each component of system (mixer, reformer…fuel 

cell). 
k streams of process ( inlet and outlet) 
S06, S07…S15 streams of the flow diagram 
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Abstract: Gas micro turbines have become an efficient form of energy generation which offers several 
advantages compared with other energy technologies to small scale production. Among these 
advantages are lower weight and dimensions, fewer moving parts, and heat concentration in a single 
stream of high temperature which facilitates its installation and its application in the recovery of 
products that can be used as fuels, such as the combustion of lower calorific value like the biogas.  
Besides that, the micro turbines have great flexibility and can be applied to different sectors such as 
micro-generation, transport vehicles, drying processes among many others. The aim of this paper is to 
present the results obtained by the use of a one-dimensional compressor design tool developed in 
FORTRAN code, which enables to calculate the main characteristic parameters of a centrifugal 
compressor. This application is based on non-dimensional parameters. The results obtained were 
validated with results taken from specialized literature, as well as with results obtained from simulations 
performed using applications based on CFD techniques. These results show that the developed 
application delivers results with a very good approximation, at very low computation times and without 
requiring a high computational cost.  
The code was developed as a preliminary tool of design owing to the fact that the commercial codes 
are blocked and do not permit modify their calculate routines, this prevents the possibility of implement 
and evaluate any others possibilities, which is of great importance in researching tasks. 

Keywords:  CFD, centrifugal compressors, gas turbines engines 

1. Introduction 
In recent years, distributed generation (DG) has 
received increasing interest due to some 
advantages such as: improved security of supply, 
greenhouse gases emission reduction, efficiency 
gains and greater flexibility in investment [1-3]. 
The resource conservation and the use of 
renewable and clean energy sources are some of 
the alternatives presented to prevent some current 
environmental problems. Therefore distributed 
generation systems play an important role as 
energy sources, not to replace conventional 
sources of electricity but complementing them. 
 Among the different types of primary energy 
sources mostly used are distributed generation fuel 
cells (chemical energy), small gas turbines and 
internal combustion engines (heat energy from 
fossil fuels), photovoltaic cells (solar energy) and 
wind generators (wind energy) [4-6].  
Small gas turbines engines present some 
advantages over other DG technologies, such as 
reasonable capital costs, a wide range of power 
(15-300 kW) [7], operation possibility with 

different fuels at reasonable efficiency (30 -33% 
with regenerator) and low levels of emissions [8]. 
In the development of turbo-machines analytical 
methods for predicting performance, by means of 
parametric studies, are used to demonstrate the 
influence of geometry changes on performance 
under design and off-design conditions. 
Computational Fluid Dynamics (CFD) codes are 
used as reliable design tools for centrifugal 
compressors avoiding expensive experimental 
development. The impeller is one of the key 
components of the industrial centrifugal 
compressors and turbochargers. The impeller 
design is critical to the success of a compressor 
stage design. Basic sizing information to establish 
the initial parameter scan saves development time 
for the industrial centrifugal compressor. The 
diffuser also plays an important role in the 
compressor operating range once a poorly 
designed diffuser reduces the compressor 
operating range and stage efficiency. 
This work presents the results of the preliminary 
compressor design of a simple cycle gas turbine 
engine obtained with the use of a one-dimensional 
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FORTRAN code [9]. This permits the calculation 
of the main characteristics of a centrifugal 
compressor by means of the application of non-
dimensional parameters, with a vast reduction of 
computational cost. Comparisons are made with 
full three dimensional CFD analysis and 
experimental measurement data to validate the 
results of the developed code. The purpose of this 
study is to demonstrate that the use of a simple 
code can produce fast and reliable results in order 
to avoid large computer running times and storage 
requirements. 

2. Thermal performance analysis 
The GE Gate Cycle Enter software 5.51 [10] was 
used to predict the steady state condition design 
performance of a simple cycle gas turbine. The 
aim of this simulation was to obtain the air 
conditions at the compressor entrance. The 
simulation scheme used for the simple gas turbine 
cycle is shown in Fig. 1. 
 

 
Fig. 1.  Scheme used for the simple gas turbine cycle 

thermal simulation. 

The input design parameters used in the GCS 
simulation are shown in Table 1. These data are 
based on current technologies for radial turbo-
machine. The turbine inlet temperature of 1123K 
was chosen as this is the maximum temperature 
put up by the materials for the manufacture of 
radial turbines, maintaining the mechanical 
resistance and the useful life without blade cooling 
[11]. 

Table 1.  Design point input parameters. 

Parameter Value Units
Ambient temperature 288 K 
Ambient pressure 101.32 kPa 
Turbine inlet temperature 1123 K 
Fuel temperature 288 K 
Pressure ratio 4 -- 
Compressor adiabatic efficiency 80 % 
Combustion adiabatic efficiency 99 % 
Turbine efficiency 85 % 

2.1. Engine design point 
The design of a compressor starts with the 
establishment of the design point obtained by a 
preliminary simulation of the thermal cycle. The 
output results of the thermal simulation are shown 
in Table 2, according to Fig. 1. 

Table 2.  Thermal simulation results. 
Stream Temperature Pressure Flow 

S1 288 101.32 4.288 
S2 461 405.28 4.288 
S3 288 500.00 0.071 
S4 1123 397.17 4.395 
S5 846 101.32 4.395 

3. Compressor design 
The objective of the developed centrifugal 
compressor design code is to find out the basic 
geometry of a centrifugal compressor from some 
input data. This information defines the expected 
performance of the designed compressor.  
This work is part of the design of a 600kW simple 
cycle gas turbine, with annular combustion 
chamber, so the designed compressor does not 
have a volute. 
A vaned diffuser model with fixed blades in the 
shape of a circle arc was selected. The 
mathematical model applied for the calculation 
was developed by Japikse [12], which allows 
determining the recovery pressure that can be 
attained, and the ideal length of the blade, the 
number and radius of the curvature thereof. 

3.1. One-dimensional calculation 
In the development of any calculation code that 
intends to conceive a turbo-machine one must take 
into account a range of features and/or limitations 
imposed by the aerodynamic condition, as well as 
the materials used for such construction.  
First, it is necessary to establish the pressure ratio 
as the design parameter. This and other important 
input parameters for the one-dimensional code are 
shown in Table 3. The slip factor of 0.85 is 
proposed by Dixon [7] as a usual value for 
centrifugal compressors. 
From these variables, the code determines the 
velocity triangles as a function of the inlet Mach 
number, and the thermodynamic relations to the 
entry, after that it determines the velocity triangles 
in the discharge, and then sets the relative Mach 
number in the discharge. 
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Table 3.  One-dimensional code input data. 
Parameter Value Units
Pressure Ratio (PR) 4.0 -- 
Mass flow rate (

 .
m ) 4.28 kg/s 

Inlet Pressure (P01) 101.32 kPa 
Inlet Temperature (T01) 288 K 
Slip Factor ( ) 0.85 -- 
Impeller Efficiency ( i) 84% -- 
Stage Efficiency ( s) 80% -- 
Inlet Blade Angle ( 1) -60 deg 
Discharge Blade Angle ( 2) -25 deg 
Inlet Absolute Flow Angle ( 1) 0 deg 
Discharge Abs. Flow Angle ( 2) 65 deg 
Hub/Shroud Radius Ratio ( ) 0.28 -- 
Impeller Radius Ratio (r1s/r2)  0.5 -- 
Diffuser Diameter Ratio (D5/D6) 1.35 -- 
Exit Diffuser Mach Number (M6) 0.33 -- 
 
Once the velocity triangles at the inlet and output 
are determined, the performance dimensionless 
parameters calculation is initiated. The code 
computes the non-dimensional parameters listed in 
Table 4. Finally the basic dimensions of the 
compressor are computed. The geometry obtained 
by the code is shown in Table 5. 

Table 4.  Non-dimensional parameters [9] 
Parameter Equation  

Incidence factor 
2 21 tan / tan

 (1) 

Impeller Speed 

1/21

2

01

( ) 1
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k
k

s

U PR
a k
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01

2
.

a
UW ND  (7) 

The results obtained were compared with 
experimental measurements. The differences 

obtained between the computed and the 
measurement data are shown in Table 6. The 
measurements were made by Krain [7] and the 
results calculated were determined by the one-
dimensional code. Table 6 shows that these 
differences are reasonably small. The greatest 
differences show deviation below 4%. No 
information related to other parameters is 
presented once the author does not report any 
additional information. 

Table 5.  Basic compressor geometry  
Parameter Value Units 

Impeller 
Shroud radius 95.25 mm 
Hub radius 26.67 mm 
Inlet area 26270 mm2 
Discharge radius 190.51 mm 
Blade height 10.84 mm 
Axial length 95,25 mm 
Discharge area 12970 mm2 
Blades number 19 ---- 

Diffuser 
Inlet radius 209.56 mm 
Discharge area 14270 mm2 
Discharge radius                    282.90 mm 
Blade length 143.00 mm 
Blade spacing 93.55 mm 
Blades number 19 ---- 

Table 6.  Basic impeller geometry 
Parameter Experiment Code Dev [%] 
Hub Radius  35.4 35.5 0.28 
Shroud Radius 91.7 92.0 0.36 
Exit Radius  200.0 200.9 0.44 
Rotation [rpm]  22360 22839 2.14 
Exit Absolute Mach 0.96 0.92 3.89 
Tangential Velocity 468.3 480.5 2.60 
 

3.2. CFD simulation 
A numerical CFD modeling was performed using 
ANSYS CFX® three-dimensional code [8], this 
applies the Finite Volume Method (FVM) 
technique to solve the Navier-Stokes equations. 
The CFD modeling was performed based on the 
values presented in Table 1. 
The physic domain was conformed for two 
passages one for the rotor and another for stator. 
The modeled domain of the whole stage was 
dissected by hexahedron structural multi-block 
grid topology. H-topology was used in the inlet, 
outlet and main flow passage domains. H grid 
used, provided good resolution at the leading and 
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trailing edge. The grids are refined at the near-
wall, end wall, leading edge, and trailing edge of 
both the rotor and diffuser. 
Preliminary simulations showed that the impeller 
inlet area could to   restrict the required air flow, 
so it was build the geometry of the impeller with 
10 passages; each passage of the rotor is 
composted for a blade and a splitter. The splitter 
has a 30% reduction by the leading edge. The 
computational mesh for both rotor and diffuser is 
shown in Fig. 2. The Fig. 2(a) show the rotor mesh 
composed of 79552 nodes and 69800 elements. 
For stator a single blade passage was modeled. 
The blade is located in the center of the domain 
and nodes are buried in the width of the blade to 
improve resolution of the leading and trailing 
edges, and to reduce grid skewness in these 
regions. The computational mesh, shown in Fig. 
2(b) consists of 103114 nodes and 92244 
elements. 

 
(a) 

 
(b) 

Fig. 2.  Mesh section at 50%  span: a) Rotor, b) 
Diffuser 

The characteristics of the mesh generated for both 
the impeller and the diffuser are shown in Table 7. 
The dimensions used for the generation of the 

mesh required for the CFD simulation, were 
obtained from the data produced by the one-
dimensional code. Fig. 3 shows the configuration 
of the geometry achieved for both the impeller and 
the diffuser. 

Table 7.  Mesh characteristics 

Domain Nodes Elements 
Impeller - R1 79 552 69 800 
Diffuser - S1 103 114 92 244 
All Domains 182 666 162 044 
 

 
Fig. 3.  CFD assemble impeller-diffuser. 

A rotational domain with an angular velocity of 
25149 rpm and a stationary domain for both the 
impeller and the diffuser respectively were used. A 
reference pressure of 101.32 kPa was setting up. 
The option for the heat transfer was Total Energy, 
which includes the high-speed energy effects. The 
turbulence model used was the k-  based Shear-
Stress-Transport (SST) model, whose superior 
performance has been demonstrated in several 
validation studies [9-11]. 
The rotor-stator interface was connected by a 
general grid connection interface using the Stage 
Frame Change Model. 
 The boundary conditions used was total pressure 
at inlet and static pressure at outlet. This 
combination was chosen in order to determine the 
system mass flow as part of the solution. Both 
boundary conditions at inlet and outlet were 
configured with subsonic flow regime. The 
relative pressure at inlet was set up in 0 kPa. The 
inlet total temperature was 288 K. The relative 
pressure at outlet was set up in 274.52 kPa. A 
summary of the main parameters used in the 
simulation is shown in Table 8. 
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Table 8.  Boundary Parameters 

Parameter Value 
Inlet 

Domain R1 

Flow direction Normal to Boundary 
Condition 

Flow regime Subsonic 
Heat transfer Stat. frame total temp. 
Stat. frame total temp.  288 [K] 
Mass and momentum Stat. Frame Total Pressure
Relative pressure 0 [kPa] 

Turbulence: Medium Intensity and 
Eddy Viscosity Ratio 

Outlet 
Domain S1 
Flow regime Subsonic 
Mass and momentum Average static pressure 
Pressure profile blend 0.05 
Relative pressure 274.52 [kPa] 

Wall 
Domain R1, S1 
Location Hub, Shroud, Blade 
Heat transfer Adiabatic 
Mass and momentum No slip wall 
Wall roughness Smooth wall 

Interface 
Domain interface R1 to S1 
Interface type Fluid-Fluid 
Frame change Stage 
Mesh connection General Grid Interface 

Fig. 4 shows the compressor performance curve to 
the design speed achieved by CFD analysis; the 
design point for the projected one-dimensional 
code is also plotted. 

4.1 4.2 4.3 4.4 4.5 4.6
Mass Flow [kg/s]

3.4

3.6

3.8

4

4.2

100% Speed Design point  

Fig. 4.  CFD velocity curve of the centrifugal 
compressor at 100% speed 

A comparison between the results obtained by the 
one-dimensional code and the CFD simulation is 
shown in Table 9. 

Table 9.  1-D and CFD comparison results 

  Parameter CFD Code Dev [%]
Mass flow rate 4,11 4.28 4.12 
Input power  780,4 752.2 3.61 
TPR 4,08 4.23 3.69 
TTR 1,69 1.61 4.72 

St
ag

e 
Pe

rf
or

m
an

ce
 

i 74,58 80.00 7.27 
Static Pressure 89.84 89.84 0.00 
Total Pressure 101.3 101.3 0.00 
Static temperature 278.3 278.3 0.00 
Total temperature 288.1 288.0 0.03 
Absolute Mach  0.41 0.42 0.93 
Tangential velocity 228.6 250.9 9.75 

In
le

t 

Absolute velocity 138.5 144.8 4.58 
Static pressure 280.0 232.4 17.0 
Total pressure 512.4 429.0 16.3 
Static temperature 402.7 388.6 3.50 
Total temperature 486.6 463.0 4.87 
Absolute Mach 0.93 0.98 4.69 
Relative Mach  0.58 0.56 2.83 

Im
pe

lle
r 

O
ut

le
t 

Absolute velocity 377.2 386.5 2.48 
Absolute velocity 380.6 349.5 8.18 
Absolute Mach  0.94 0.88 6.32 In

le
t 

Flow angle 26.36 24.32 8.37 
Absolute velocity 144.7 142.3 1.67 
Absolute mach  0.33 0.33 1.12 
Flow angle 33.78 35.19 4.01 
Static pressure 375.8 375.8 0.00 
Total pressure 413.6 405.3 2.07 
Static temperature 467.3 453.1 3.13 

D
iff

us
er

 

O
ut

le
t 

Total temperature 486.1 463.0 4.99 
 

4. Assessment of results 
The one-dimensional code developed permits the 
calculation of the basic dimensions, the velocity 
triangles at the inlet and outlet, and the operating 
conditions of the two components, the impeller 
and the diffuser. The set of results obtained by this 
code was compared with both experimental 
measurements and CFD simulation. Results show 
that the discrepancies obtained are significantly 
lower, being those lesser than 4% when compared 
with experimental data, and lesser than 5%, in 
most parameters evaluated for comparison with 
the results obtained by CFD simulation. In the 
latter case, the greatest differences are found in the 
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output impeller pressure, which differs around 
17%. Although these variations are significant 
these could be substantially reduced considering 
the calculation the different kind of compressor 
losses which is part of future work. Another reason 
for this difference is because the code developed 
ignores the effect of impeller-diffuser interface, 
and the area near at the interface impeller-diffuser 
is a highly unstable area.  
The computational cost represents a significant 
difference; because the computational time 
required for the one-dimensional code is lesser 
than two seconds and the computational time spent 
for each simulation of the whole impeller-diffuser 
is about 10 hours. However, the aim of this paper 
is not to replace the use of CFD, but rather to serve 
as a tool to facilitate the design work, helping to 
define appropriate geometries that can 
subsequently be validated by CFD applications 

Conclusions 
The application of non-dimensional parameters, 
applied to the design of centrifugal compressors, 
facilitates the design tasks, generating reliable 
results in significantly less computation time. 
The developed one-dimensional code constitutes a 
practical and reliable preliminary design tool for 
determining the basic configuration of centrifugal 
compressors. 
The code was validated by means of values 
obtained through experimental measurements and 
through simulations based on CFD techniques and 
the results have shown good approximation. 
The main contribution of this paper is to 
demonstrate that by the use of a simple code it is 
feasible to obtain fairly close results in comparison 
with those which can be obtained by laborious 
iterative processes such as those developed 
through the analysis using CFD techniques.  

Nomenclature 
A  area, m2 
a  speed of sound, m/s2 
b  blade height, mm 
C  absolute velocity, m/s 
CFD computational Fluid Dynamics 
D  diameter, m 
DG distributed generation 
GCS gate Cycle Software 

k  specific heat ratio  
M  mach number 
.
m   mass flow rate, kg/s 
Ns  specific speed 
p  pressure, kPa 
P  power, kW 
PR  pressure ratio 
R  gas constant, J/(kg k) 
r  radius, mm 
T  temperature, K 
TPR total pressure ratio 
TTR total temperature ratio 
U  tangential velocity, m/s 
V  relative velocity, m/s 
FVM finite volume elements 
 
Greek symbols 

 flow angle 

 blade angle 

 flow coefficient 

 efficiency 

 incidence factor 

 slip factor 

 mass flow parameter 

 density  

 hub/Shroud Radius Ratio 

 blade loading coefficient 

 

Subscripts and superscripts 
0 Stagnation 

1 Impeller inlet 

2 Impeller discharge 

5 Diffuser inlet 

6 Diffuser exit 

h Hub 

i Impeller, input 

m Meridian component 

s Shroud, stage 
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CFD Simulation of Spray Ignition and Combustion in Like 
Diesel Conditions 
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Abstract:  A Numerical simulation of ignition and combustion process of n-heptane sprays, at like 
diesel engine conditions, were made using the OpenFOAM CFD (Computational Fluid Dynamics) 
code. The combustion chamber consisted in a cubic shaped mesh where an Eulerian – Lagrangian 
approach was carried out for the computations. In the study, a gas reaction scheme involving 56 
species and 300 reactions was employed, other parameters such pressure injection, orifice diameter or 
injection rate were typical for a diesel engine, whereas parameters like ignition delay, flame lift-off and 
combustion temperature were considered in the analysis. The results were validated with some 
experimental data reported by Sandia National Laboratories, on a high pressure and high temperature 
constant volume vessel. The simulations indicate that CFD codes are a suitable tool for spray ignition, 
combustion, and even harmful emissions studies, although is evident a strong grid dependence.  

Keywords:  CFD, combustion, diesel, spray. 

1. Introduction 
Nowadays the manufacturers of internal 
combustion engines are facing a serious challenge 
with the emission restrictions, and for this reason it 
has been necessary to improve the mixture 
formation and combustion processes in order to 
reduce engine raw emissions and to optimize its 
performance and emission characteristics. For that 
reason, simulation of such processes are becoming 
more and more important in contrast to 
experimentation, because of their lower cost and 
the flexibility in changing operational conditions 
and because it allows to calculate the temporal and 
spatial behavior of main variables of the process. 
For this purpose, they have to be predictive in 
terms of combustion description and pollutant 
emissions. Nevertheless, the success of any 
simulation lays on the predictive capabilities and 
the reliability of the models adopted for the 
treatment of governing processes, these models 
including cavitation, fuel spray and break-up, 
auto-ignition, turbulent combustion and pollutant 
chemistry models [1]. In diesel engine 
combustion, these processes have a very complex 
heterogeneous as well as transient nature, which 
results in a big challenge to deal with. 
 

2. Computational model  
The simulation was carried out in a cubic shaped 
combustion chamber, Fig. 1, with the same 
dimensions of the Sandia constant volume vessel 
[2], and validated with the data currently available 
on its website, including reacting and non-reacting 
sprays in a constant volume chamber, at conditions 
that span or exceed those typically experienced in 
a diesel engine. 

 
Fig. 1, Schematic cross - section view of the 

experimental combustion chamber [2] 

The corresponding mesh model used for this study 
consisted of a 108 mm side cubic box, with 
approximately 250,000 cells. A previous study of 
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grid dependence was carried out, in order to 
determine the appropriated mesh size. Thus, four 
grids with 200,000 cells,   225,000 cells, 250,000 
cells and 300,000 cells were simulated with a 
reactions scheme involving just one reaction and 
five species. The analysis allowed to conclude that 
from 250,000 cells, the results was practically the 
same, and for that reason that was the mesh 
density selected. 
The conditions in which simulations were 
performed are listed in Table 1, and try to be 
representative of an ordinary diesel engine: 

Table 1.  Simulation parameters. 

Parameter Values Units 
Ambient O2 concentration 21 % 
Ambient gas temperature 800, 900, 1000 K 
Ambient gas pressure 3.4, 3.8, 4.25  MPa 
Ambient gas density 14.8 kg/m3 
Injector Orifice diameter 0.1 mm 
Injection pressure 150 MPa 
Fuel n-heptane ---- 
Fuel temperature 373 K 

Both, ambient temperature and injection pressure 
are feasible for a turbocharged diesel engine with a 
compression ratio about 18. 

2.1. The CFD code 
OpenFoam is a free, open source CFD software 
package to deal with complex fluid flows 
involving chemical reactions, turbulence and heat 
transfer. It has been written in the object oriented 
C++ programming language and uses finite 
volume numerics to solve systems of partial 
differential equations on any 3D unstructured 
mesh of polyhedral cells. The fluid flow solvers 
are developed within a robust, implicit, pressure-
velocity, iterative solution framework, although 
alternative techniques are applied to other 
continuum mechanics solvers. Domain 
decomposition parallelism is fundamental to the 
design of OpenFOAM and integrated at a low 
level so that solvers can generally be developed 
without the need for any ’parallel-specific’ coding 
[3]. For this work, the simulation was based on the 
case aachenbomb which is computed with the 
dieselFoam solver. 

2.2. Model formulation 
In diesel engines, both mixture formation and 
combustion process are simultaneous and with a 

strong dependence and interaction with each other, 
being the liquid atomization, the collision ant the 
secondary break up of fuel droplets, the energy, 
mass and momentum exchange, the most 
influencing phenomena.  At the same time several 
chemical reactions take place allowing the auto 
ignition, the burnout of the premixed phase and the 
posterior diffusion combustion. Even with the best 
computational tools, the modeling of these 
processes is a demanding task. 
Following a methodology where the numerical 
simulation of flow and mixture formation is a 
combination of the Eulerian approach for the gas-
phase and the Lagrangian description for the 
droplet-phase, some submodels for the spray 
atomization and break up, droplet collision and 
evaporation, turbulence, ignition and combustion 
were implemented. 

2.2.1 Spray 
As In CFD simulation of diesel combustion, the 
predictive capabilities of the spray model play an 
important role, the spray model employed in this 
work was the wave break up model, proposed by 
Reitz [4-6] and has been widely applied in primary 
as well as in secondary break up models [7]. This 
model is based in the assumption that the growing 
of the instabilities of Kelvin – Helmoltz over the 
surface of a cylindrical liquid jet that penetrates 
into a stationary gas, is linear. 

2.2.2 Auto ignition 
In explosions of hydrogen and hydrocarbons – air 
mixtures, it has been observed that temperature 
increase take place after a certain induction time or 
ignition delay time, characterized for radical – 
chain explosions which are extremely temperature 
dependent [8].  
The model adopted for simulating the auto ignition 
process was one of the most  widely used, the so 
called Shell Model, developed originally by 
Halstead et al [9] in order to predict knock in spark 
ignition engines, but later adjusted and applied to 
modeling diesel ignition, as described in [10, 11]. 
The Shell ignition model involves eight reaction 
steps between five species that represents a virtual 
mechanism that attempts to reflect the actual 
ignition behavior of hydrocarbon air mixtures, 
including multistage ignition and cool flames. This 
model has been largely used in diesel fuel ignition 

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 5-406 www.ecos2010.ch



simulation by several authors [12-15] and even 
lately applied with soybean biodiesel blends [16]. 

2.2.3 Turbulence 
There are numerous models formulated to describe 
the turbulent combustion, each one based on its 
own assumptions and leading to different levels of 
complexity and CPU time consumptions. Based on 
the RNG k model, modified for consider the 
effect of compressibility and the interaction with 
the spray, and assuming a fast chemistry, the flame 
surface density model is able to provide accurate 
results for CPU times compatible with industrial 
applications. 

2.2.4 Combustion 
An appropriated combustion model must be 
capable to solve the flow equations and model the 
chemical reactions involved, requiring a coupling 
between CFD solver and the chemistry of the 
process. Thus, the mesh density and the level of 
detail for the chemistry scheme determine the CPU 
time consumption. 
Such interactions were modeled by means of the 
Chalmers PaSR (partially stirred reactor model) 
model [17] which is based in the concept that each 
computational cell can be divided into a reacting 
zone, and a non reacting zone; the former is treated 
like a perfect stirred reactor, in which all present 
species are homogeneously mixed and reacted. 
After reactions, the species are assumed to be 
mixed due to turbulence for the mixing time mix 
being this the final concentration in the entire and 
partially stirred cell. The chemical source term, fm, 
in the species transport equation is approximated 
by [17]: 

mlm

s

m
m

m
m fD
t

.
u  (1)

Where m is the mass density of species m,  the 
total gaseous mass density, u the gas velocity, fm is 
the Chemical source/sink term, and m

s the source 
due to evaporation of the liquid, although in this 
work only single component fuel were considered. 

[ ] c d
m f

d product
f k fuel oxididizer

dt
 (2) 

Here, kf is the forward reaction coefficient, 
calculated by means of an Arrhenius expression, c 
and d forward reaction order and  is the reaction 
rate multiplier, defined as: 

TR
ETAk ab

f exp  (3)

chemmix

chem  (4)

Where A is the pre exponential factor, b 
temperature exponent, Ea activation energy, R the 
ideal gas constant, T the temperature, chem is the 
chemical time, proportional to the inverse of kf, 
mix is the mixing time which is calculated 

according to: 
 

kCmixmix  (5)

 
Where Cmix is a model constant varying between 
0.001 – 0.3, depending on the flow; k the turbulent 
kinetic energy and  is the turbulent kinetic energy 
dissipation rate. In the present work the CFD 
solver assumes the Taylor timescales with Cmix = 
0.03. 
Additionally, for the simulations, a gas phase 
reaction scheme including 56 species and 300 
reactions was considered. 

3. Results and discussion 
Next, the results of the CFD simulation are 
presented, first for the ignition and then for the 
lift-off and temperature evolution inside the vessel, 
compared in any case with the measurements.  

3.1. Ignition 
There are several criteria used to measure and 
define the ignition delay of sprays injected into 
high pressure, high temperature, and constant 
volume vessels, depending on which variables are 
chosen to model it, but the most common are the 
pressure rise, the temperature rise and the burnt 
fuel associated to ignition. Fig. 2 to 4 shows the 
CFD results for the pressure rise, compared with 
the corresponding experimental measurements, for 
the case in which ambient temperature vary from 
800 to 1000 K and injection pressure is 150 bar.  

After the injection there is a slight fall in the 
pressure and temperature inside the vessel, due 
mainly to the evaporation, but in a short interval of 
time, in the order of 1 ms, occurs a sudden 
increase due to the chemical reactions and 
allowing the auto ignition to take place. It is usual 
to assume that when such increase is positive, or 
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about 10 kPa, then ignition has occurred. In this 
context, it seems that the CFD simulations match 
very well the experimental delay time reported for 
the same conditions, as can be seen in Fig. 5, 
where the results of simulations and the 
corresponding measured data are summarized for 
all the cases studied. 

 

Fig. 2.  Ambient pressure rise inside the vessel, for 
ambient temperature of 800 K 

 

Fig. 3.  Ambient pressure rise inside the vessel, for 
ambient temperature of 900 K 

 

Fig. 4.  Ambient pressure rise inside the vessel, for 
ambient temperature of 1000 K 

 

Fig. 5.  Ignition Delay time for the simulation and the 
experimental results. 

3.2. Flame lift – off length 
When the vaporized fuel is mixed with air due to 
the effects of turbulence, then ignition occurs and 
the flame front develops, resulting in a flame lift-
off or a separation from the injection location. 
In the case of lift-off length, for the simulation 
conditions, the experimental results reported are in 
a good agreement. Understanding the lift-off as the 
axial distance from injector to location of high-
temperature reaction, then from the simulation it 
can be established that this is achieved when OH 
concentration is significant, because it exists as an 
equilibrium product in regions of high temperature 
and results from chemical reactions in near-
stoichiometric, high-heat-release regions [18].  
Figure 6 shows the CFD result for the OH 
concentration in the interval from 2 to 2.4 ms, 
which gives a lift-off about 50 mm. 

 
Fig. 6.  Flame lift-off CFD simulation (ambient 

pressure = 800 K, injection pressure = 150 
bar), based in the OH concentration. 

In Fig 7, a comparison between CFD simulation 
and experimental data is presented, and it is clear 
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the good approximation of the CFD results 
compared with the experimental, despite of the 
limited gas phase reaction scheme used.  

 

Fig. 7.  Flame lift – off length for the simulation and the 
experimental results. 

3.3. Temperature Evolution 
A way to visualize flame formation and 
development is by means of the temporal 
temperature evolution, which is presented in Fig. 
8, compared with the corresponding view of the 
chamber. It can be seen the great influence of 
turbulence on the flame propagation. 

 
(a) 

 
(b) 

Fig. 8.  Temperature profile for ambient temperature at 
900 K:  a) simulation (up in t = 6 ms), b) 
experimental (down in t = 6.7 ms)  

4. Conclusions 
Ignition and combustion process of n-heptane 
sprays, at like diesel engine conditions were 
simulated in the OpenFoam CFD code. The work 
focused in to determine the convenience of the 

models employed for the simulation, especially 
with the ignition and flame lift-off. 
Although the results of the CFD simulation give 
coherent values, it is observed a little difference 
with measurement data, represented in a under 
prediction for both, ignition delay time and flame 
lift – off, by the simulation. 
As many other works concerning combustion 
simulation, the modeling of turbulence is a serious 
challenge that must be improved.  
It is necessary to perform additional simulations to 
establish a clear tendency about the ignition and 
flame lift-off phenomena, in order to establish a 
dependency with the injector orifice diameter or 
the injection pressure, for example.  
Although a more detailed gas phase reaction 
scheme involving more species and reactions 
could give better results, the increase in 
computation time would be greater for just one 
processor. 
Nevertheless, not only OpenFoam, but any CFD 
code, demonstrate the capabilities to simulate the 
combustion process. 
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!"#$%&'$(  One of the greatest 
cost systems as well as low gas emission to supply energy demand of residential areas. It is very 
convenient to introduce a system, which has the ability to supply electricity and cooling demand of a 
building. Although, there are some well-developed combined heat and power (CHP) systems, e.g. gas 
turbine CHP, there is an increasing trend to use fuel cells as the main part of CHP systems, especially 
for residential applications. On the other hand Absorption Chillers have the ability to supply cooling 
demand using low grade waste heat. Thus, fuel cells are combined with absorption chillers, as CHP 
systems, to produce electricity and cooling load of a building or a residential area. In this paper, a 
parametric study of a Solid Oxide Fuel Cell/ Gas Turbine/CHP system is performed to investigate the 
effect of some major design and operational parameters on the system performance. Moreover, the 
effects of SOFC stack temperature, compressor pressure ratio, and absorption chiller design 
parameters on the first and second laws of thermodynamics are investigated. Results show that SOFC 
Stack Temperature has a significant and direct effect on the CHP system overall efficiencies. 
Moreover, compression pressure ratio increases net power output, but the overall efficiency of the 
system decreases.   

K eywords:  Solid oxide fuel cell, hybrid CHP system, absorption chiller, energy and exergy analysis.
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    Energy management and reducing carbon 
dioxide emission rate are two major concerns in 
today developing world. A great portion of 

is produced by power 
generation for residential areas, which also release 
a substantial amount of carbon dioxide into the 
atmosphere. Many researchers and energy 
engineers are working on developing new 
electricity generation systems with high efficiency 
and low emission characteristics. Among them 
Solid Oxide Fuel Cell (SOFC) seems to have a 
great chance 
power generation market. SOFCs generate 
electricity based on electrochemical reactions, and 
have the capability to use a diverse range of fuels, 
e.g. natural gas, ethanol, biogas, pure hydrogen, 

t gas temperature is 
high enough to be used in a hybrid or combined 
cycle to produce more power or heat energy. 

manufactured plants, the SOFC flue gas enters to a 
micro gas turbine (MGT) to generate electricity. 
Many researchers work on SOFC-MGT systems to 
study the hybrid system performance under 
different operational conditions. Chan et.al [1] 

presented a model for simple SOFC-Gas Turbine 
hybrid systems. They studied the effect of 
operating pressure and SOFC fuel consumption on 
the performance of the components and overall 
systems. Motahar and Alemrajabi [2] performed 
an exergy analysis for a SOFC and steam injected 
gas turbine hybrid power system. Hot gas turbine 
exhaust gases is directed to a heat recovery steam 
generator to produce steam and inject it into the 
gas turbine. Exergy values and efficiencies are 
calculated for each component. The components 
with the highest proportion of irreversibility in the 
hybrid system are identified and compared. A 
parametric study is also performed for different 
values of compression pressure ratio, current 
density and pinch point temperature difference in 
the heat recovery steam generator. Thermo-
Economic optimization of a Solid Oxide Fuel Cell, 
Gas Turbine hybrid system by Autissier [3] is 
another example of previous works on SOFC-GT 
modeling. In this paper, a systematic method to 
select a design according to user specifications is 
presented. The optimization is based on the multi-
objective approach, and a thermo-economic 
approach is then used to compute the integrated 
system performances, size, and cost. Besides the 
researches on Solid Oxide Fuel Cell-Gas Turbine 
hybrid systems, some researchers have worked on 
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the integration of SOFC in a combined heat and 
power (CHP) system. This CHP system provides 
heat and power for a consumer simultaneously. 
Akkaya [4] et al. performed an analysis of SOFC-
GT/CHP systems based on exergy analysis. 
Detailed exergy calculation for each component 
and investigating the performance response of the 
system to the design and operation parameters are 
among the main parts of the work. Their model 
consists of a SOFC module, a gas turbine, and a 
heat recovery steam generator (HRSG) which 
provides steam for the CHP consumer. Hawkes [5] 
et al. studied SOFC micro CHP systems to provide 
electricity and heat for a residential area.  Different 
heat demand profiles for a typical UK residential 
dwelling are considered along with a detailed 
model of SOFC based micro-CHP technical 
characteristics. Economic and environmental 
outcomes are modeled for each heat demand 
profile. 
The SOFC-CHP addresses a high efficiency 
system that reduces heat loss and carbon emission 
to the atmosphere. It also eliminates the consumer 
dependence on the electricity grid. The 
development of such systems relies vigorously on 
the solid oxide fuel cell development both from 
engineering and economical aspects. In addition, 
the exact behavior of SOFCs in a CHP system 
should be addressed. This requires studying 
different configurations and possibilities for using 
fuel cells in a combined heat and power system. 
Velumani [6] et al. proposed a hybrid SOFC/micro 
gas turbine/ Absorption Chiller in order to provide 
electricity and cooling demand of a residential 
area. They proposed a model to provide up to 230 
kWe and 55 kW cooling media for a building and 
the hybrid CHP system parameters were 
determined. However, the effect of 
SOFC/GT/Absorption design and operation 
parameters on the system performance has not 
been carrying out. In this paper, a detailed 
thermodynamic analysis is performed for a 
SOFC/MGT/Absorption Chiller system to 
investigate its performance behavior. Therefore, 
the effect of SOFC inlet air pressure (compressor 
pressure), SOFC stack temperature and absorption 
chiller design parameters are investigated.  
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The SOFC/MGT schematic is shown in Fig. 1. 
The SOFC module is fed by natural gas (CH4) and 

serves the main power generation system. CH4 is 
reformed to hydrogen and carbon dioxide in the 
anode side of the SOFC. The produced hydrogen 
then goes to an electrochemical reaction with 
oxygen ions in the anode. This electrochemical 
reaction forms electrons, which serve as the 
electricity in an external circuit.  

Fig.1. SOFC/micro gas turbine flow diagram 
 
The oxygen ions are formed in the cathode side of 
the fuel cell. In SOFCs ambient air serves as 
oxygen source. The product gases leave anode at a 

combustion chamber, where they go through a 
combustion process with the cathode excess air. 
To control the micro gas turbine inlet temperature, 
a precise amount of fuel is fed to the combustion 
chamber, too. The combustion gases then enter the 
micro gas turbine and perform work. Gas turbine 
flue gas still has a lot of energy to be recovered, 

Therefore, the MGT flue gas is used to preheat the 
SOFC inlet air, and to produce saturated steam in 
the HRSG. The HRSG outlet steam enters the 
Absorption Chiller in order to provide space 
cooling.  
Absorption cooling is a well-known technology 
that utilizes low value heat for chilled water 
production. In absorption chillers the refrigerant is 
water and the working fluid is usually Lithium 
Bromide water solution, therefore; there is no 
environmental concern about releasing CFCs to 
the atmosphere. Absorption chillers are 
manufactured in single, double, and triple effect 
configurations. The single effect absorption chiller 
schematic is shown in Fig. 2. In the evaporator (9-
10), water evaporates in low pressure environment 
and takes heat from chilled water in heat exchange 
pipe. In the absorber, LiBr solution absorbs steam 
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coming from the evaporator. The absorption yields 
the condensation heat and dilutes the solution. So, 
the absorber is cooled by cooling water, and its 
solution (1) is pumped up (2) to the heat exchanger 
and then to the generator (3). In the generator, the 
solution is heated by heating steam from HRSG so 
that the solution boils to remove some of its water 
(7). Then the solution becomes concentrated and 
returns to the absorber (4). In the condenser, the 
steam from the generator is condensed to water 
(8), so the latent heat is released. The condenser is 
cooled by cooling water.  

Fig.2. Absorption chiller schematic 
 

!"#$%&'()*+,-(./#()*&0.,1#
The analysis is performed based on the first and 
second law steady-state analysis. The detailed 
thermodynamic model is based on the works by 
[1], [2], [4], and [7]. A brief review of the 
SOFC/MGT/Absorption Chiller is presented here. 
 
!"2"#3456#
Thermodynamic modeling of solid oxide fuel cell 
is a well-performed scientific procedure.  
The electrochemical reactions in the SOFC are as 
follow:  
Reforming: 

 
Shifting: 

 
Overall anode-cathode reaction: 

 

Cell voltage is modeled according to Eq. 4:  
 

In Eq. 4, VN is the Nernst Voltage, and is related 
free energy, and 

their partial pressure. The second term on the right 
hand side of Eq. 4 in the parentheses is the sum of 
voltage losses in the fuel cell due to 
irreversibilities comprising Ohmic, Activation, and 
Concentration polarizations, respectively.   
    The equilibrium constants of reforming and 
shifting reactions are temperature dependent and 
can be obtained from the following equations [1-2, 
4]: 

 
 
The constants in Eq. 5 are listed in Table. 1 
 
Table 1: Values of equilibrium constants of 
reforming and shifting processes 

When the temperature is known, the equilibrium 
constants can be calculated from Eq. 5, and the 
reactant molar components are determined by 
solving Eqs. 6-7: 

 

 

SOFCs are manufactured in stacks, and each stack 

specifications are based on the Siemens Tubular 
Solid Oxide Fuel Cells with 834 cm2 active area, 
and up to 0.35 A/cm2 current density.  
The SOFC power output is: 
 WSOFC = i ! Vc ! NSOFC ! A                               (8) 
Having known the electrochemical reacting molar 
components, one can calculate SOFC power and 
outlet gas composition. Therefore, the composition 
of the SOFC stack flue gas which enters the 
combustion chamber of the gas turbine is precisely 
determined. As shown in Fig.1 a part of anode 
gases is re-circulated for methane reforming.  
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Thermodynamic modeling of MGT and air 
compressor is related to compressor pressure ratio, 
and MGT and compressor isentropic efficiencies.  
Air compressor outlet temperature 

 

 
Micro gas turbine outlet temperature 

 

In the combustion chamber, the fuel cell stack flue 
gas and supplementary fuel react. Molar flow rate 
of gases at the outlet at the specified MGT inlet 
temperature can be determined using the 
combustion energy balance. 
Finally, the SOFC-MGT net power output is 
calculated: 

 
In which  is DC/AC power converter.  
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Gas turbine outlet flue gas enters the heat recovery 
steam generator, and saturated steam is produced. 
The produced steam mass flow rate depends on the 
flue gas temperature and mass flow rate, and the 
HRSG pressure. The thermodynamic model for 
absorption chiller is based on the model presented 
by Sencan [7].  
In modeling the SOFC-MGT, the thermodynamic 

atmospheric pressure for summer seasons, and 

LiBr solution in the absorption chiller is pure 
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Knowing how the design and operation parameters 
affect the SOFC/MGT/Absorption chiller CHP 
system is important in development and 
implementation of the systems in the residential 
areas.  
To study such behaviors a computer code is 
developed based on the mathematical model as 
mentioned briefly in the previous sections. The 
basic input data to the computer code are 

presented in table 2. As these data determine the 
hybrid CHP system performance specifications, 
one can study the performance changes by 
changing any of them. It has much more sense to 
only study the effect of some major parameters 
like compressor pressure ration, SOFC stake 
temperature, MGT inlet temperature (TIT), and 
absorption design parameters, e.g. LiBr solution 
concentration and generator temperature. 
 
Table 2: the simulation input data 
SO F C  
Air Compressor Polytropic Efficiency 87% 
Fuel Compressor Isentropic Efficiency 87% 
Stack Outlet  1000 
Activation Area, cm2 834 
Cell Current Density, A/cm2 0.35 
Fuel Utilization 0.85 
Compressor Pressure Ratio, rc 8 
AP1 outlet temperature (Point 3)  527 
Micro Gas Turbine  
MGT isentropic efficiency 0.83 

 1127.15 
H eat Recovery Steam Generator  
Pinch Point temperature difference 10 
Absorption Chiller  
Generator Temperature, T4 90 
Evaporator Temperature 8 
Weak Solution Concentration, x3 56 
Strong Solution Concentration, x4 60 
Weak solution temperature, T3 60 

$
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The effect of compressor pressure ratio on the 
system performance is presented here. Figure 3 
shows that SOFC output power increases with 
pressure ratio. In order to maintain pressure 
balance in the SOFC stack, the pressure at both 
anode and cathode sides must be equal. Therefore; 
by increasing SOFC inlet air pressure the pressure 
of the inlet fuel must be increased, too. Since fuel 
cell voltage increases with fuel pressure [8] any 
increase in the compressor pressure ratio results in 
increase in the SOFC stack power output.  
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It is a familiar trend in gas turbines that the turbine 
power has a maximum amount while increasing 
the pressure ratio. Also, Fig. 5 shows that the 
system net power output has a maximum value. 
This occurs because of the GT behavior. Now the 
effect of pressure ratio on the overall hybrid CHP 
system and absorption chiller cooling load is 
studied. Fuel cell operational pressure has a great 
influence on the voltage losses, which cause the 
stack to heat up. 
 

 
Fig.3. Effect of compressor pressure ratio on the 
SOFC power output 
 
Micro turbine power output changes due to 
changes in the pressure ratio, and is illustrated in 
Fig. 4.  
 

Fig.4. Effect of compressor pressure ratio on the 
MGT power output 
 
In order to cool down the SOFC stack and control 
its temperature, excess air is provided, acting as 
cooling media. Increasing the stack pressure, 
results in less voltage overpotentials [9], therefore; 
the required excess air flow rate decreases. This is 
shown in Fig. 6. Since the inlet fuel mass flow rate 
to the fuel cell is constant, the stack outlet flow 
decreases. This leads to lower GT flue gas, and 
lower HRSG input energy. Therefore, the HRSG 

product steam decreases, which means less input 
energy to the generator of the absorption chiller.  
 

Fig.5. Effect of compressor pressure ratio on the 
SOFC/MGT power output 

Fig.6. Effect of compressor pressure ratio on the 
SOFC inlet air 
 
The COP of a single effect absorption chiller 
depends only on the evaporator and generator 
energy loads, and is constant since the generator 
and the evaporator temperatures are assumed to be 
constant. Therefore as the generator inlet energy 
decreases the evaporator cooling loads decreases 
in the same manner (Fig. 7).  
The SOFC/MGT/Absorption Chiller first and 
second laws efficiencies are calculated according 
to the system net power output, absorption chiller 
cooling load, and hybrid system fuel consumption. 
This is formulated in equations 12 and 13.  

 

 

 
In which Exeva is exergy value of the absorption 
chiller evaporator. The product of the chiller is 
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cooling, and its exergy is obtained according to 
equation 14: 

 

 The efficiencies are calculated based on fuel 
lower heating value (LHV) and for methane 
LHV=50050 kJ/kg.  

Fig.7. Effect of compressor pressure ratio on the 
absorption chiller generator and evaporator loads 
 
Since there is a slight change in the system net 

change significantly (Fig. 8). The decrease in the 
first law efficiency is due to the significant 
decrease in the absorption chiller cooling load.  
The exergy efficiency increase is due to the 
decrease in fuel cell air flow, which has led to the 
decrease in mass flows in the other components, 
e.g. GT and HRSG. A parameter that affects 
exergy efficiency is exergy destruction. Indeed by 
decreasing exergy destruction, the system exergy 
efficiency is increased. In a hybrid system, usually 
the most amount of exergy destruction is in 
processes which correspond to chemical reactions 
like in combustion chambers. Lower flow rate of 
chemical reactants (fuel + air) results in lower 
value of exergy destruction in the system.  
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The SOFC stack temperature increases the net 
power output as is shown in Fig. 9. Temperature 
has direct effect on SOFC voltage output. Thus, 
temperature increment causes increase in voltage, 
and this results in generation of more heat in the 
SOFC stack. To prevent the stack to heat up, the 
amount of the excess air to the system must be 
increased. Therefore, the system air flow rate is 
increased due to the increase in stack temperature. 

It also increases the required air flow rate to the 
stack. Therefore, absorption chiller cooling load 
increases due to the increased inlet steam to the 
generator. These changes result in increase in first 
and second laws efficiencies, Fig. 10.   
 

Fig.8. Effect of compressor pressure ratio on the 
SOFC/MGT/Absorption Chiller efficiencies 
 

Fig.9. Effect of SOFC stack temperature on the net 
power output 
 

Fig.10. Effect of SOFC stack temperature on the 
overall efficiencies 
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In a residential area, a great portion of energy 
consumption is for cooling, and it is of the hybrid 
CHP duty to provide such a demand. The single 
effect absorption chiller that is modeled in this 
paper supplies only a part of the cooling demand, 
since it only uses the recovered heat from the 
SOFC/MGT power system. Thus it is the 

chiller design parameters, so that maximum 
cooling load will be achieved. This will definitely 
increases the hybrid CHP efficiency, and reduces 
the global pollution by avoiding the need for fuel 
to provide cooling.  
 

 
Fig.11. Effect of the LiBr solution concentration at 
generator outlet on the evaporator cooling effect, 
x3=56% 
 

 
Fig.12. Effect of the LiBr solution concentration at 
generator outlet on the chiller COP, x3=56% 
 
Absorption chillers use the concentration changes 
between the generator and the absorber instead of 
a compressor, which is used in compression 
chillers. The concentration difference in the 
system affects the chiller performance and chilled 
water production rate. Figure 11 shows that by 

increasing the Lithium Bromide solution 
concentration difference (x4-x3) the evaporator 
cooling load increases. As the generator input 
energy is constant, the chiller Coefficient of 
Performance increases, too (Fig. 12). 
It seems that increasing the difference between the 
LiBr solution concentrations entering and exiting 
the generator increases the chiller COP, but further 
increase results in salt crystallization, which 
prevents the system from proper working.  The 
prescribe trend increases the first law efficiency as 
in Fig. 13. 
 

Fig. 13: Effect of the LiBr solution concentration 
at generator outlet on the overall system first law 
efficiency, x3=56% 
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     In this paper and energy and exergy balance of 
a hybrid CHP system was performed. The system 
consists of a solid oxide fuel cell, a micro gas 
turbine, and a single effect absorption chiller. The 
SOFC/MGT provides electricity for a residential 
area, and the absorption chiller is used to provide a 
portion of its cooling demand. The analysis 
showed that air compressor pressure ratio 
increases the SOFC/MGT net power output, while 
the absorption chiller cooling load decreases. The 
decrease is due to the decrease in the overall gas 
flow in the micro turbine and in the heat recovery 
steam generator. However, exergy efficiency 
increases because of the decrease in the system 
overall gas flow.  
    In addition, the SOFC stack temperature has a 
favorable effect on the system performance, with 
increasing net power output, cooling provision, 
and system efficiencies.  
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In the last section the effect of the Lithium 
Bromide concentration in the absorption chiller on 
the cooling provision of the evaporator was 
investigated.  
The results here indicate that for choosing the 
proper system design points, one should perform 
economical analysis for the hybrid system. 
Moreover, exergo-economic multi-objective 
optimization is required.  
 

!"#$%&'()*+$,
V          fuel cell voltage, (V) 
K        reaction equilibrium constant 
T          temperature, K 
T0         environment temperature = 308, K 
P          pressure, bar 
W         work, kW 
i           fuel cell current density, A/cm2 
N         number of cells in the SOFC stack 
A         cell active area, cm2 
AP1     air pre-heater No. 1 
AP2     air pre-heater No. 2 
rc         compressor pressure ratio 
MGT    micro gas turbine 
Ex        exergy value, kW 
CC       combustion chamber 
           
Greek symbols 
        efficiency 
          specific heat capacities ratio 

Subscripts   
c           compressor 
MGT    micro gas turbine 
SO FC   solid oxide fuel cell 
TIT       turbine inlet temperature 
oMGT  micro gas turbine outlet  
FuelC   fuel compressor 
a           air 
g           gas 
oc         compressor outlet 
ic          compressor inlet 
in          turbine inlet  
out        turbine outlet 
FL         first law 

SL         second law 
eva        evaporator 
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