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PREFACE 

 
 
 

Energy plays a major role in human societies. The supply of 
energy services is also a major contributor to the global and, 
too often, local environmental problems the World is facing. 
According to the International Energy Agency, actions to 
target future CO2 concentrations in atmosphere below either 
550ppm, or even below 450ppm, will have to be primarily 
focused on efficiency. A broader use of renewable, nuclear 
power and perhaps carbon sequestration will also contribute. 
To maintain a viable economic development these actions will 
have to be cost effective while globally reducing all emissions 
and caring about energy and material resources. A systemic 
approach is therefore essential to get a holistic vision, design 
better systems and optimize money and resources utilization. 
 
The ECOS conferences have a long tradition in fostering the 
key aspects and the scientific knowledge that are essential 
for the engineers. The organizers of this 23rd edition are 
proud to acknowledge one of the largest participation ever 
with many original and high quality papers. 
 
Our thanks go to the authors who accepted to travel from all 
continents and meet in Lausanne to present and share their 
scientific contributions. Many thanks also to all reviewers and 
members of the scientific committee who contributed to the 
quality of these proceedings. The conference chairmen are 
also grateful to the local organizing team including in 
particular, Nicolas Borboën, Stina Zufferey, Brigitte Gabioud, 
Yannick Bravo, Suzanne Zahnd and Irène Laroche. Many thanks 
also to the other members of the Industrial Energy Systems 
Laboratory of EPFL, the MEDIACOM EPFL team and the 
sponsors who greatly helped the organization of this fruitful 
event. 
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'89:;<=:>  The trend and the increase in global production of petroleum coke are the result of multiple 
and innovative industrial applications. From this point of view and also considering the actual situation 
of the traditional energy reserves worldwide, it is important to conduct studies in this area through the 
analysis of the main components of the plants utilizing this fuel (petroleum coke). The main target of 
this study is to realize a technical evaluation of different variants of the IGCC (Integrated Gasification 
Combined Cycle) technology, using as fuel petroleum coke and coal. The gasification process and the 
combined cycle power plant are analyzed considering their potential of implementation in Brazil. 

K eywords:  Gasification, Integrated Gasification Combined Cycle (IGCC), Petroleum Coke, Coal, 
Carbon Capture Sequestration (CCS), Gasifiers. 
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Nowadays, Integrated Gasification Combined 
Cycle (IGCC) is one of the most important and 
promising clean technologies for power 
generation, when using coal, petroleum coke 
(petcoke) and biomass as energy sources. The 
environmental benefits and the higher energy 
conversion efficiency distinguish this technology 
from the traditional ones. 
 
The IGCC power plants performance is affected 
by different technological and operational aspects, 
e.g. gasifier agent, gasification technology, 
environmental conditions, coal quality and power 
demand. This group of variables conduces 
necessarily to the use of thermodynamic 
simulation tools to analyze the different process 
and equipments used in this technology. In this 
paper the analysis are carried out considering the 
gasifier simulation in the software CSFBM version 
24.9 [1] (Comprehensive Simulator of Fluidized 
and Moving Bed equipment) to determinate the 
synthesis gas (syngas) composition. In a following 
stage, the syngas composition is used in 
GateCycleTM version 5.51 [2] to analyze power 
plant performance. 
 
 

 
The methodology used for thermodynamics 
simulation of IGCC plants, as well the results 
obtained through CSFBM and GateCycle 
interaction, are discussed in this paper. The results 
for gasification process simulation using different 
fuels are also presented. The results of GateCycle 
IGCC model were evaluated considering the 
gasification behavior and the energy efficiency of 
combined cycle. As a preliminary analysis, the 
results were compared with the operating 
parameters of ELCOLGAS Puertollano IGCC 
power plant in Spain. 
 
Nowadays, there is a tendency in using 
thermodynamic simulations to estimate the 
performance of gasification process as a function 
of the available energetic resources, operational 
and environmental conditions. Several commercial 
software can be used to perform these simulations 
[3-4]. Through the integration of the software 
results it is possible to analyze different generation 
capacities, and its behavior under different fuel, 
air, oxygen, nitrogen, steam and water flow rates 
[5]. 
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Initially it will be presented the main 
characteristics of the fuels (coal, petcoke and a 
mix between 50% coal with 50% petcoke) used in 
this analysis. Tables 1, 2 and 3 show the elemental 
fuel analysis that will be considered in the 
gasification technologies simulation [6-7]. 
 

Table 1. CANDIOTA COAL Elemental fuel analysis [6] 
Ultimate analysis Proximate analysis 

(wt. %) 
Carbon (%) 34.0 Moisture (%) 15.0 
Hydrogen (%) 2.6 Volatile 16.4 
Nitrogen (%) 0.7 Fixed Carbon  24.4 
Oxygen (%) 8.5 Ash (%) 44.2 
Sulphur (%) 1.2   
Ash (%) 53.0   
HHV (MJ/kg) 13.8   
 

Table 2.  PETCOKE Elemental fuel analysis [7] 
Ultimate analysis Proximate analysis 

(wt. %) 
Carbon (%) 86.3 Moisture (%) 7.0 
Hydrogen (%) 3.5 Volatile 19.2 
Nitrogen (%) 1.6 Fixed Carbon  73.5 
Oxygen (%) 0.5 Ash (%) 0.3 
Sulphur (%) 7.5   
Ash (%) 0.6   
HHV (MJ/kg) 33.6   
 

Table 3.  CANDIOTA COAL / PETCOKE MIXTURE , 
Elemental fuel analysis 

Ultimate analysis Proximate analysis 
(wt. %) 

Carbon (%) 62.5 Moisture (%) 9.2 
Hydrogen (%) 3.0 Volatile 18.6 
Nitrogen (%) 1.1 Fixed Carbon 51.5 
Oxygen (%) 4.5 Ash (%) 20.7 
Sulphur (%) 3.9   
Ash (%) 25.0   
HHV (MJ/kg) 25.1   
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In the Brazilian energy matrix, the coal 
corresponds to only slightly more than 1% of total 
primary energy produced [8]. However, it is the 
most abundant fossil resource in Brazil. 
Considering the estimated reserves it is projected 
that there are sufficient reserves for 200 years of 
supply (against 40 years for oil and 60 years for 
natural gas). 
 
Despite being an abundant resource in Brazil 
(reserves are 32x109 ton [9]), its low quality, due 
to high ash and sulfur contents, and the related 
environmental impacts, makes it underutilized. 
The most important deposits of Brazil are located 
in the states of Rio Grande do Sul, Santa Catarina 
and Paraná. 
 
Coal is classified according to its quality as: peat, 
low-content coal, which is one of the early stages 
of coal with carbon content of around 45%, lignite, 
which features carbon ranging 60% to 75% 
bituminous coal, most used type, due to its 
advantages in the generation of electricity and the 
production of cement, iron and steel, and contains 
between 75% and 85% carbon, and anthracite, the 
purest of coal, containing 90% of coal or higher. 
 
The high ash content of the Brazilian coal can 
influence negatively the performance of a 
generation system based on its combustion [10]. 
For this reason, in many applications, it is 
recommended to mix the coal with petcoke to 
improve the properties of the fuel. 
 
 
!"!"#3&-+0'&%4#,05&#
Petcoke is a byproduct of the petroleum refining 
industry which has a high calorific value, low cost 
and sulfur content determined by the type of 
petroleum, from which it originates [11].  
 
Due to the increasing quantities of heavy oil that 
are being processed nowadays, the production of 
petcoke is also increasing. The biggest potential of 
petcoke is obtained when it is used in production 
processes for the industrial sector, mainly in 
electricity generation [12] and cement production. 



The Brazilian petcoke is produced in parks steel 
and this product is considered as LSC (low sulfur 
content) because it is produced during the 
processing of oil with low sulfur content (0.8% 
sulfur [13]), while some imported petcoke, which 
may come from Venezuelan oil refining, presents 
sulfur content in the order of 3% by weigh [14], 
has a low market value and a great chance of 
becoming an economically viable fuel for thermal 
generation. Therefore, the advantage of using 
petcoke is the possibility of poly-generation when 
it is gasified to produce syngas, that can be burned 
in gas turbines. 
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CSFMB is a comprehensive mathematical model 
and simulation program for bubbling and 
circulating fluidized-bed, as well as downdraft and 
updraft moving-bed equipment. Among these 
equipments, there are furnaces, boilers, gasifiers, 
dryers, and reactors [15]. The proposed model uses 
a circulating fluidized bed as gasifier, this 
technology has been successfully used in many 
fields, including combustion, biomass/coal 
gasification and oil catalytic cracking, which is the 
type that best fits within the possibilities of 
simulation gasifiers in the CSFMB program, 
taking into account the power ranges that they can 
achieve. Figure 1 shows the CSFMB interface, 
where is introduced the stream characterization 
and fuel composition, in wet basis, for proximate 
analysis, and in dry basis, for ultimate analysis. 
The data shown is this figure refers to coal used in 
Candiota, a power station located southern Brazil. 
 

 
F ig. 1.  CSFMB interface 

Nowadays, there are several software available for 
chemical process simulation, such as Chemcad, 
Aspen Hysys and Aspen Plus, which have the 
capability of estimating the final composition of 
syngas, using ideal reactors and the knowledge of 
the initial composition of the fuel. Recently 
simulation schemes with the use of Aspen and 
Fortran were also developed, and are being 
employed in the gasification process, in order to 
analyze commercial gasifiers [4]. Among these 
software one can find CSFBM, which is capable of 
dealing with the major components of a gasifier 
into the model gasification process simulation. 
 
The kinetic parameters for homogeneous 
reactions, illustrated in the equations (1) to (4), 
were identified and specified during the modeling 
and simulation of the gasification process. 
 

 (1) 
 (2) 
 (3) 

(4) 
 

Among the many reactions involved in the 
gasification process, the main determinants 
parameters of the kinetic coefficient of the most 
important reactions [1] are shown in the Table 4. 
 

Table 4.  Kinetic coefficients 

Reaction rate of 
reaction (k0,i) 

Circulating 
Fluidized Bed T (K) 

COAL 2.78x103  kmol-1 m3 s-1 1510 

PETCOKE 1.3x1017  kmol-0.75 m2.25 s-1 34740 

MIXTURE 5.159x1013 kmol-1.5 m4.5 K1.5 s-1 3430 
 
On the other hand, due to the complexity of the 
gasification process, this is usually carried out by 
considering the balance of a reactive system under 
reasonable suppositions [16-18], but the various 
gasification technologies employed prevent 
identifying their effects on the composition of the 
gas produced [5]. Even though there are underway 
many research projects and some experiences been 
reported on combined cycle plants around the 
world, still remain uncertainties about some of the 
variables involved in the simulation of the 
gasification processes. 
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Gasification process simulation was carried out 
using different types of fuels (Tables 1  3) and a 
circulating fluid bed as gasifier. Table 5 lists the 
main parameters required by CSFMB software for 
the gasifier simulation using coke as fuel. In the 
tests carried out, the feed mass flow rates, the feed 
gas though distributor (Gasification Agent) and the 
granulometry of the fuel fed to the gasifier were 
modified in order to achieve the conditions above 
the second turbulence limit, allowing for increased 
contact between particles and gases. 

Table 5.  Key input parameters of the gasifier design 

 
 
Figures 2 to 4 show the mass flow (kg/s) gases for 
each kind of fuels presented in Table 6. This table 
described the main compounds in mass percentage 
of the synthesis gas produced from coal, pet coke 
and a mixture or both, using the CSFMB software 
without taking into account the low percentage of 
H2, H2S, NH3 and SO2 compounds. 

Table 6.  Synthesis gas composition 
 COAL PETCOKE MIXTURE 

(50:50w) 
CO2 6.19 3.97 4.07 
CO 13.25 12.85 19.12 
CH4 0.05 0.07 0.04 
H2O 7.58 6.83 6.05 
H2 11.46 12.24 16.08 
N2 59.97 61.95 53.41 

HHV 
(MJ/kg) 3,95 4,30 4,19 
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F ig. 2. Coal Case, Mass flow of gas exiting 
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F ig. 3.  Petcoke Case, Mass flow of gas exiting 
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F ig. 4.  Mixture Case, Mass flow of gas exiting 
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A combined cycle in the generation of energy is 
coexistence of two 

phenomenon with a set of mathematical formulas. 
In addition to imitating processes to see how they 
behave under different conditions, simulations are 
also used to te [19]. IGCC systems 
are one of the most efficient technologies to 
produce energy using coal and petcoke as fuel, and 
their efficiency can be as high as 45 to 50%. This 
technology is one of the promising options which 
need to be considered for future power generation 
possibility. Another promising possibility is the 
Carbon Capture Sequestration (CCS), which can 
be integrated to IGCC power plants [20]. 
Currently are efforts related with development and 
demonstrated CCS with IGCC technology were 
originally focussed on improved concepts for coal-
based plants and thus on an alternative to 
conventional steam plants. The experience with 
the demonstration plants in Europe, in the United 
States, and now also in Japan, and the parallel 
development efforts for improved steam power 
plants resulted in a situation where coal-based 
IGCC (see Table 7). This technology is, in one to 
be considered as a commercially available 
technology, and in the order hand still needs 
further reduction in their initial costs to be fully 
competitive [21]. 
 
 

Table 7.  IGCC power plants built, in operation, under 
design, construction or commissioning.  

 Total 
MWel 

Total  
Operational 

MWel 

Operational  
Coal/Petcoke 

IGCC 

Operational 
Oil/heavy 
residues 
IGCC 

Europe 4.170 2.620 35 % 65 % 

Asia/Australia 1.400 1.120 29 % 71 % 

Americas 
USA, Canada 

2.020 960 83 % 17 % 

Total 7.590 4.700 43 % 57 % 
 
From the 7,600 MW of global IGCC power plants 
which have been built or are under design, 
construction and commissioning, 4,700 MW are in 
operation. About 55 % of this operational capacity 
is installed in Europe (Table 7). Next generation 
plants of larger size, where the lessons learned 
from the today operational plants are implemented 
and co-firing of low-cost fuels, wastes or biomass 
is foreseen for reduction of fuel costs and to 
produce green electricity, could pave the way for a 
commercial breakthrough. This is primarily 
expected for IGCC applications with CCS [21]. 
The situation is different for refinery residues 
where, depending on the individual site conditions, 
IGCC can already today be considered as a 
commercially attractive solution for power 
generation, co-generation or co-production of 
power and hydrogen internal use purposes. The 
introduction of IGCC for refinery applications was 
supported by the experience gained with the 
technology from the coal-based plants. 
 
In this paper, the IGCC system simulation was 
conduct using a model developed in GateCycle 
version 5.51 (Figure 5) and syngas composition 
presented in Table 6. The simulation considered 
the ISO standard conditions (1 atm, 15 °C and 60 

with the information presented in Table 6. This 
model is characterized by the integration of 
thermodynamic cycles, Brayton and Rankine, the 
first of them describes the workings of the gas 
turbine engine (power cycle) and the second 
describes a model of steam operated forward heat 
engine which converts heat into work (steam 
cycle).



 
F ig. 5.  IGCC power plant scheme modeled on GateCycle 

The models available in GateCycle for equipments 
used in the combined cycle systems (steam and 
gas turbine, evaporators, heat exchanger, HRSG, 
condenser, cooling tower, etc.) taking into account 
operation parameters of the ELCOGAS IGCC 
power plant in Puertollano, Spain. This power 
plant has a successful industrial behavior and has 
been used as standard reference for the study of 
new technologies. Table 6 presents the technical 
description of this power plant [22]. 
 

capacity (182 MW from gas turbine and 135 MW 
from steam turbine). Shell gasification technology 
with pure oxygen is implemented in Puertollano, 
the flow is ascendant and dried fuel is feeded using 
nitrogen. Heat recovery steam generator (HRSG) 
is used to recover heat from exhaust gas turbine 
gases and from cooling process of raw syngas [5]. 
 
In this work, temperature, pressure, clean syngas 
composition, and mass flow are initial parameters 
of the gas turbine equipment, after than combusted 
gases goes to HRSG equipments and steam 
production and heat recovery are estimated. As a 
final point, the electric power generated is 
estimated and efficiency and heat rate is evaluated. 
 
 
 

Table 6.  PUERTOLLANO IGCC technical description 
System Variable Value 

Environmental 
conditions 

Temperature [°C] 15 
Humidity [%] 0.8 
Pressure 1 

Coal 
Flow [kg/s] 29.7 
LHV [kJ/kg] 22550 

Syngas 
Flow [kg/s] 120 
LHV [kJ/kg] 4242 

Gasification 
Island 

High pressure 
recovering 
Temp. [°C] 

In 800 

Out 400 

Middle pressure 
recovering 
Temp. [°C] 

In 400 

Out 235 

High pressure 
steam 

Pressure [bar] 126 
Flow [t/day] 230 

Middle pressure 
steam 

Pressure [bar] 35 
Flow [t/day] 23 

HRSG 

Steam 

High pressure 
[bar] 

127 

Middle 
pressure [bar] 

35 

Low pressure 
[bar] 

6.5 

Exchanger area [m2] 300000 

Combusted gas 
temperature [°C] 

In 535 
Out 103 

Gas turbine 

Power [MW] 182 
Mass flow air [kg/s] 537 
Compression 15:1 
Thermal efficiency [%] 34.6 



Steam turbine 

Power [MW] 135 
High pressure 
superheated 
steam 

Pressure [bar] 122 

Temp. [°C] 509 

Reheated steam Pressure [bar] 29 
Temp. [°C] 517 

Air splitter unit Air flow [kg/s] 80 

Combined 
cycle 

Net power [MW] 317.7 
Efficiency [%] 47.44 
Heat Rate [kJ/KWh] 7589 

 
Figures 6 to 8 shows the results obtained for 
simulations of IGCC power plant using syngas 
resultant for different types of fossil fuels. The 
simulations were performed considering Siemens 
V94.3A (1999 GTW) gas turbines, in the power 
plant of Figure 5. 
 

 
F ig. 6.  Combined Cycle Net Power 

 

 
F ig. 7.  Combined Cycle Heat Rate 

 

 
F ig. 8.  Combined Cycle Global E fficiency 
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The viability of implementing IGCC technology 
using Brazilian coals or petcoke depends basically 
on the following factors: the initial investment for 
the plant built-up, the investment return and the 
analysis of potential factors that could appear and 
avoid a proper operation of the plant due to the 
low quality of Brazilian coals. 
 
One proposal is to perform the characterization of 
different types of petcoke, its constituents, 
concentrations and volume of production, in a way 
that it is possible to make an effective model of a 
gasification system for specific use of petcoke in 
refineries. Through this thermodynamic modeling 
it is possible to evaluate the technical feasibility of 
the system using pieces of market equipment and 
its implications. Additionally, the modeling allows 
the verification of several possible alternatives 
such as generation of steam, hydrogen production 
and CCS. This modeling will also serve as a basic 
tool to understand the structural theory of the cycle 
that allows the application of exergoeconomic 
optimization techniques and besides it will 
facilitate the economic and financial analysis of 
the entire system. 
 
This type of technology that is being adopted in 
Texaco, Exxon and Shell refineries using General 
Electric gas turbines for ten years, can also be 
applied to cases in Brazilian refineries, such as 
Landulpho Alves refinery (RLAM) located in São 
Francisco do Conde, in the state of Bahia, which 
has a capacity installed of 323 thousand barrels per 
day. The hydrogen produced could be sent to the 
nitrogenous fertilizer plant of Petrobras (FAFEN-
Ba) for the production of ammonia and the CCS 
would be injected into mature oil fields in the 
vicinity. 
 
Other interesting option would be to build a pilot 
plant that can be extremely important for the 
evaluation of the feasibility of the use of 

IGCC, making it possible to 
evaluate the impact of the large amount of ash and 
moisture existing in coal on the fluidized bed and 
to integrate the various components of an IGCC.  
 



The pilot plant proposal will allow a better 

different characteristics of this technology. For 
example: 
 
 An important alternative to be considered is 

the construction of a raw coal treatment plant, 
making in it a cleaning until it achieves an ash 
content of about 25% becoming a coal of 
better quality, maybe a coal like the Parana or 
Rio Grande do Sul region [23]. Thus, doing 
the use of coal received could result in a gas of 
better quality even when using the air as 
gasifying agent. 

 The use of oxygen as a gasifying agent allows 
generating a fuel gas with better calorific value 
free of particles and tars as a result of high 
operating temperatures and also enables the 
conventional treatment of the gas which is a 
proven technology. The use of oxygen 
improves the efficiency of IGCC power plants. 

 There is also the development of hot gas 
cleaning and that could be used in a 
gasification system to oxygen resulting in a 
good efficiency of this equipment. 
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CSFBM software is an adequate tool for 
gasification process using gasifier type circulating 
fluid bed. It makes possible to estimate 
composition of syngas using different types of 
fuel, highlighting in the obtained results the use of 
petcoke and the mixture coal/petcoke. It is evident 
that the composition of the carbonaceous material 
being fed, such as the technology and the 
parameters of operation influence greatly the 
composition of the syngas obtained from the 
gasification process.  
 
The gasifier model was dimensioned based on the 
gas turbine power requirements of the combined 
cycle, resulting a gasifier with a geometry and a 
design conditions that involve a technical, 
economic and financial assessment, in order to 
determine the feasibility of implementation in 
IGCC systems. In this model was using air as 
gasification agent given that the particle content 
and tar of the syngas resulting is low levels to the 
gasifier type selected. 

In general, the use of air in the gasification process 
is a low cost and can be considered as the most 
economical gasification agents. In addition, used 
mixture of air and oxygen as gasification agent, for 
example, mixtures of 80% oxygen and 20% air, 
can be obtained a decrease in the nitrogen 
percentage present in the syngas, increasing its 
calorific value. 

streams are used in the syngas heat recovery block 
and to consider the feed up gas turbine. In the first 
one, pressure, temperature and mass flow 
information is provide for estimation of heat 
recovery and steam production from the 
gasification island. The second stream is feed with 
information associated to clean syngas 
composition as well pressure, temperature, and 
mass flow. Moreover, the power cycle using 3-
level pressure for determining heat rate and 
efficiency of combined cycle were used to validate 
our thermodynamics simulations. 

The IGCC technology has been used 
experimentally by developed countries as a 
consequence of the importance of coal as a fossil 
fuel and the recent concern about the damage to 
the environment by direct combustion of coal. It 
necessary to await a major advance and tends of 
this technology to be less expensive, together with 
new studies and if appropriate, deploy it in Brazil. 

Theoretically it is possible the efficient operation 

cost makes it unfeasible for implementation at 
least temporarily the development of this 
technology in Brazil, unless there is a government 
decision to its deployment. Research centers and 
universities, private companies and government 
National, considers important for the development 
of the country the use of Brazilian coal and sets a 
target a larger share of the national energy matrix, 
as suggested methods to use the combustion of 
fossil fuel in fluidized bed reactor and its 
gasification in IGCC. Research experience in this 
area exists, i.e. CIENTEC developed a pilot plant 

coals and should be extremely important to use the 
training and experience gained by those involved 
in studies in this area, even if use of imported coal 
for electricity generation always looking to 
minimize our dependence on foreign. 
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A Techno-Economic Assessment of an Oxyfuel 
Combustion Retrofit to a Sub-Critical Brown Coal Boiler 
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Abstract:  Oxyfuel combustion is one of the CO2 capture technologies for the capture and storage of 
CO2 from power stations.  A techno-economic analysis has been completed for the retrofit of oxy-fuel 
combustion to a 200 MW brown coal (lignite) boiler.  The existing unit was simulated using Thermoflex 
software and validated against plant performance data.  Oxyfuel components, including the ASU, flue 
gas recirculation, CO2 compression and lignite partial drying were then retrofitted to the validated 
model.  It was then optimised to improve the thermal efficiency and reduce the energy penalty. The 
overall net efficiency of the boiler decreased from 23.1% in the reference plant to 16.4% in the oxyfuel 
retrofit, even though there was an increase in gross efficiency from 24.6% to 28.8% which was due in 
particular to the partial drying of the lignite.  The cost of CO2 avoidance was calculated to be 
A$45.04/tCO2, based on an IRR of 7% (zero inflation) and a project life of 25 years. 

Keywords:  Oxyfuel, CCS, Lignite 

1 Introduction 

There are three main ways of capturing CO2 from 
lignite fired power stations; pre-combustion 
capture, post combustion capture and oxyfuel 
combustion. With oxyfuel combustion, nearly all 
the CO2 emissions can be captured and 
sequestrated. According to a study done by the 
IPCC in 2005 [1], the cost of electricity generation 
(COE) using post combustion capture for a sub-
critical lignite fired pulverised coal power station 
was $134.12/MWh. The COE using pre-
combustion capture can range between 
$96.04/MWh and $140.50/MWh1. The COE using 
oxyfuel combustion for a lignite fired 300 MW 
power station was $173.40/MWh 2 . This study 
looked at the options for retrofitting oxyfuel 
combustion to existing lignite boilers and takes as 
a case study Unit 7 at International Power 
Hazelwood (IPRH). IPRH is located 150 km east 
of Melbourne in the Latrobe Valley. It comprises 
of 8 similar units with a total net capacity of 
1,541 MW providing 25% of Victoria’s base load 
generation. IPRH emits approximately 17 million 

1 From a total of 11 studies carried out on Bituminous 
coal fired power stations 
2 Converted from 2005 values in USD to Australian 
Dollars in 2009 using a CERA factor of 1.405 and 
Exchange Rate of 0.79 USD/AUD for all three capture 
technologies

tonnes of CO2 annually [2]. Unit 7 was chosen for 
the study as it had the most recent performance 
test results and calculations available. This work 
was part of a joint research project between the 
Victorian Government’s Energy Technology 
Innovation Strategy (ETIS), Monash University, 
HRL Technology (HRLT) and Latrobe Valley 
Generators on oxyfuel combustion of Victorian 
brown coal”. 

The main difference between air combustion and 
oxyfuel combustion is that coal is burnt in an 
oxygen rich environment instead of air. This 
oxygen is produced using an Air Separation Unit 
(ASU). When coal is combusted in an O2 rich 
environment, the resulting flue gas consist mainly 
of CO2 and H2O. A portion of this flue gas is 
recirculated back in to the boiler (typically 60%) 
to control the flame temperature (caused by high 
levels of O2) and to compensate for the loss in 
volume caused by the removal of nitrogen from 
the air in the ASU. The remaining flue gas is 
cooled, dehydrated, compressed and processed for 
sequestration [3]. In this study, a technical and 
economic evaluation was performed on IPRH 
Unit 7 to determine the effects of retrofitting 
oxyfuel combustion.  
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2 Method 

A schematic of the evaluation process is shown in 
Figure 1. First of all, a model of the existing IPRH 
unit (Figure 2 reference model) was built in 
Thermoflex software [4] using mainly 
performance test results from October 2007. 
Design data were used from the plant manual 
where performance test data were not available. 
During the performance tests, Unit 7 had an 
average gross output of 221.8 MW at an efficiency 
of 24.6%3 (at Valves Wide Open condition). Its 
average net output was 207.1 MW at an efficiency 
of 23.1%. It consumed an average 86.23 kg/s of 
coal at base load operation. The average auxiliary 
power demand was 13.92 MW (6.3% of gross 
output) with the Boiler Feed Pump (BFP), the 
Induced Draft (ID) fan and the pulveriser 
consuming most of this amount of energy (64.6% 
of the auxiliary energy). The average auxiliary 
consumption was 6.27% of the gross output.  

The coal used by Unit 7 during the October 2007 
performance test had an average moisture content 
of 60.67%, which is typical of brown coal from the 
Hazelwood mine. The average carbon and ash 
contents were 26.7% and 0.9%, respectively on an 
as-fired basis. The average calorific value was 
10,440 kJ/kg. This calorific value is very low 
compared to other fuels such as black coal and 
natural gas. The average ambient pressure, 
temperature and relative humidity were measured 
as 1.013 bar, 24.8ºC and 62.5% respectively. The 
average main steam pressure, temperature and 
flow were 97.84 bar, 539.1ºC and 206.7 kg/s, 
respectively. The results calculated from the 
reference model (built using the Thermoflex 
software) were validated by comparing them 
against the performance test results. All important 
temperatures, pressures, outputs and gross and net 
efficiency values calculated from the reference 
model matched within ±0.5% of the average 
performance test results. The coal flow calculated 
from the reference model matched within ±1.0% 
of the average coal flow estimated during the 
performance tests. This shows excellent agreement 
between the reference model and the performance 
test results and gives a very good level of 
confidence in the model predictions of the design 
of the existing unit at IPRH. 

3 All efficiencies, calorific values of fuels are calculated 
on a HHV basis 

 

Figure 1: Methodology 

 
The validated reference model was used as the 
basis to build the retrofitted oxyfuel model. The 
Rotary Air Heater (RAH) and the Forced Draft 
(FD) fan were removed from the model. The RAH 
was removed in order to reduce air ingress into the 
unit. The FD fan was no longer required as the O2 
produced in the ASU was at a higher pressure 
(5 bar) than was required in the boiler. Minor 
boiler modifications were required to the furnace 
in order to accommodate oxyfuel combustion. An 
ASU, flue gas compression, cooling and 
dehydration system and the Flue Gas Recycle 
(FGR) fan were added to the model to facilitate 
oxyfuel combustion. The water and the steam 
cycles were left unchanged (Figures 3 and 4).  

Retrofitting oxyfuel combustion had a very high 
energy penalty and therefore, the model was 
optimised by considering the following: 

• the water content of the recirculated flue gas; 



• the amount of excess oxygen in the flue gas; 

• the lowest permissible boiler outlet 
temperature; 

• the utilisation of waste heat in the flue gas for 
coal drying; 

• the recycle of O2 rich inert gases recovered 
from the flue gas treatment plant to the ASU. 

3 Technical Evaluation 

The difference between recirculating dry flue gas 
and wet flue gas was analysed. In the dry FGR 
scheme, part of the flue gas at the outlet of the coal 
dryer was cooled to 70ºC and the moisture was 
removed by using a shell and tube heat exchanger 
before recirculating the flue gas back to the boiler. 
In wet FGR, the flue gas is recirculated without 
any cooling or dehydration. Dry flue gas recycle 
reduced the net sent out efficiency by 0.4% when 
compared to the wet FGR scenario. In addition to 
lowering the efficiency, extra equipment is 
required to cool the flue gas before re-circulating it 
back in to the boiler. Low grade heat was lost from 
the system in this process due to the cooling of the 
flue gas. Therefore, the wet FGR was determined 
to be the preferred scheme. 

The percentage of oxygen in the flue gas was 
varied between 2% and 6% to analyse the effects 
on net sent out efficiency. Modelling results 
clearly show that the net sent out efficiency 
increases with decreasing levels of oxygen in flue 
gas due to the decreasing energy demand of the 
ASU. Therefore, 2% oxygen was established as 
the minimum amount of excess O2 required in the 
furnace for complete combustion of coal. Other 
studies have used lower levels of excess oxygen in 
flue gas for their analysis [5, 6] and thus 2% may 
be considered as a conservative estimate for this 
study. 

Controlling the boiler exit temperature was a 
critical aspect of the model optimisation process. 
In the reference model, the economiser outlet 
temperature was 350ºC. However, the RAH was 
used to heat the incoming air from ambient to 
125ºC. Therefore, the final flue gas temperature 
after the RAH was 250ºC. In the retrofitted model, 
the RAH was removed from the system as air 
ingress in the RAH diluted the O2 rich stream from 
the ASU. Therefore, in the retrofitted model, the 
boiler exit temperature was controlled to minimise 
waste heat in the system, whilst producing enough 
heat to maintain the design main steam 

temperature and flow. This was done by 
optimising the percentage of flue gas recirculated 
back into the system (the optimum amount of RFG 
was 58% of the flue gas existing the boiler).  

It was concluded that the optimum temperature at 
the boiler exit was 250ºC. With this boiler exit 
temperature, there was still sufficient heat in the 
flue gas for partial coal drying. Temperatures 
above this limit resulted in the generation of waste 
heat, thereby decreasing the overall net sent out 
efficiency. Temperatures below this limit resulted 
in not having enough energy in the system to 
produce the minimum design steam flow of 
207.1 kg/s at 539.1ºC. As all the flue gas at the 
exit of the economiser was used to dry the coal, 
the final flue gas temperature entering the CO2 
treatment plant was reduced to 116.5ºC 

There are two main types of coal dryers. They are 
fluidised bed dryers and entrained flow dryers. 
The fluidised bed drying of coal utilises WTA 
technology provided by RWE Power, but 
unfortunately, specific energy consumption data 
(i.e. kW/tonne of Coal dried etc) were not readily 
available in the literature. Therefore, it was not 
possible to make a clear comparison with the 
entrained flow coal dryer. Modelling results 
showed that there was sufficient heat in the flue 
gas for entrained flow drying as well as for 
fluidised bed drying to dry the coal from 60.7% wt 
to 45% wt moisture levels (45% is the minimum 
limits of the existing pulverising mills). Therefore, 
both types of coal drying are possible at Unit 7. 
However, more design information is required to 
determine which type is the most suitable. 
Entrained flow drying was considered for the 
model as it is the simpler and also likely to have a 
lower capital cost. Results from the model showed 
that the net sent out efficiency increases by 1.2% 
when the raw coal at 60.67% wt moisture is dried 
down to 45% wt.  

The inert gases recovered from CO2 compression 
contained a very high portion of O2 (46.2% of 
oxygen instead of 23% found in ambient air). In 
addition, it was already at a higher pressure than 
required for air separation. Therefore, oxygen 
recovered from the CO2 plant maybe utilised to 
reduce the overall energy consumption of the 
ASU. Modelling results showed that the net sent 
out efficiency increased only by 0.2% when this 
steam was integrated in to the ASU. This was due 
to the low flow rate of inert flue gas. Therefore, 



this improvement was not included in the technical 
and economic analysis due to the limited impact. 

4 Modelling Results 

In the oxyfuel retrofitted model of Unit 7, the ASU 

(53.1 MW) and the flue gas treatment plant 

(26.5 MW) consumed a total of 79.7 MW. This 

amounted to 35.9% of the gross output. Therefore, 

the net sent out power was significantly reduced to 

126.6 MW. In addition, power was consumed by 

the coal dryer (1.5 MW) and the recirculation fan 

(0.8 MW). The overall net efficiency decreased 

from 23.1% in the reference plant to 16.4% in the 

oxyfuel model even though there was an increase 

in gross efficiency from 24.6% to 28.8% due to the 

optimisation of the model. The results from the 

reference unit and the oxyfuel models are given in 

Table 1. 

 

 
Table 1. Performance Impact of Oxyfuel Combustion 

 Units Reference Plant Oxyfuel Plant 

Gross Output MW 221.8 221.8 
Net Output MW 207.9 126.6 
Auxiliary Power MW 13.9 95.2 
Coal Flow kg/s 86.2 73.9 
Coal Enthalpy kJ/kg HHV 10,440 10,440 
Plant Gross Efficiency % HHV 24.6 28.8 
Plant Net Efficiency % HHV 23.1 16.4 
Final Flue Gas Temperature ºC 250.0a 116.5b 

Notes: (a) air heater outlet temperature 
   (b) at fuel dryer gas side outlet 
 

5 Economic Evaluation 

The results from the technical analysis were used 
as the basis for the economic evaluation. The 
economic evaluation included estimating the fixed 
capital costs, working capital costs, annual 
operating costs and a cash flow analysis for the life 
of the project. There were six major areas that 
required fixed capital investment. They were: the 
ASU, O2 and CO2 distribution network, the 
cogeneration plant, the coal dryer, and minor 
modifications to the furnace. In addition, 
construction management costs, pre-
commissioning and commissioning costs, support 
services, freight, spare parts, project management 
costs, engineering and procurement, insurance and 
demolition costs were included in the fixed capital 
cost analysis. However, the analysis excluded 
import duties and taxes, regulatory permits, 
operator training and the cost of installing a 
pipeline for natural gas to be transported to 
Morwell from Longford for use in the GTCC. It 
was assumed that the additional equipment would 
be housed on a vacant plot of land near the unit. 
The only major component that requires space is 
the ASU (area of 100 m x 250 m). The first stage 
of compression in the flue gas treatment plant can 

occur near the unit as a compressor does not 
require much space. The flue gas can then be 
delivered to the treatment plant that can be housed 
near the ASU. This arrangement would be even 
more beneficial if multiple units were retrofitted 
with oxyfuel combustion simultaneously. 

The majority of the fixed capital cost data was 
obtained from a study of a plant in the United 
Kingdom (Allam 2005). The fixed capital cost for 
the coal dryer was obtained from the United States 
Department of Energy (DOE) from a 2008 
publication [7]. Therefore, a method was 
developed to convert capital cost data obtained 
from the literature to the equivalent construction 
cost in Morwell in 2009. This conversion was 
done by estimating factors for location, inflation 
and the currency rate of exchange. The location 
factor for Morwell was calculated as 1.04. The 
inflation index was calculated using the 
IHS/CERA Power Capital Costs Index (PCCI). 
According to the PCCI, the fixed capital costs for 
non-nuclear power stations have increased by a 
factor of 1.405 since 2005. All data available in 
US Dollars were converted using the average 
exchange rate during the last five years (between 
2004 and 2008) [8]. The conversion rate used was 
0.79. Therefore, the total estimated fixed capital 



cost investment was $M 696.33. This is to be 
borrowed during the first year of the construction. 
Working capital was not considered for this study, 
as it was assumed that the ongoing business was 
cash flow positive. 

The operating costs of the oxyfuel plant were 
divided into several categories. They included raw 
materials, process labour, maintenance material 
and staff, insurance, non-manufacturing costs such 
as corporate overheads, R&D and permanent 
engineering staff. It was estimated that 5 operators 
will be required per shift for the oxyfuel plant (5 
shift teams). An additional 6 full time maintenance 
personnel was estimated for the project. During 
major overhauls, 20 contract labour staff was 
estimated for a period of 3 months during the year. 
The cost of this consultation was estimated as 
$250/hr including miscellaneous equipment costs. 
Maintenance spare parts were estimated as 1% of 
material costs as per the literature [9]. Four 
engineers are estimated to be added to the full time 
staff for dealing with issues related to the coal 
dryer, the ASU and the flue gas treatment plant. 

The plant life was assumed as 27 years. This 
included two years for building and 
commissioning the oxyfuel plant. Unit 7 is 
expected to be fully operational during the first 
year while components such as the ASU and the 
GTCC plant are built and 60% operational during 
the second year. The average performance of the 
plant was established using actual plant data. 
National Electric Metering Management Company 
(NEMMCO) data, obtained directly from IPRH, 
showed that the average net sent out power of Unit 
7 between 2005 and 2008 was 186.5 MW with at 
average availability of 90.5% (during base load 
operation). The average coal properties were 
calculated from the monthly coal analysis data for 
2008. The average ambient temperature was 
calculated using the mean daily temperature data 
obtained from the Bureau of Meteorology (BOM) 
for Morwell. The average Cooling Water Inlet 
Temperature (CWIT) was established using plant 
data for 2008. Table 2 summarises the average 
performance parameters used for this study. The 
cash flow analysis was based on the discount rate 
of 7% [10].  

 
Table 2. Unit Annual Reference Performance 

Parameter Units Value 

Net Generation MW 186.50 

Service Hours hours 7,931 

Ambient Temperature  13.58 

Cooling Water Inlet Temperature (CWIT)  25.30 

Coal Properties   

Moisture % ar 60.85 

Carbon % db 67.98 

Ash % db 1.85 

Hydrogen % db 4.82 

Calorific Value kJ/kg HHV 10.40 

Notes: (a) “ar” denotes “as received” 
   (b) “db” denotes “dry basis” 

 

6 Discussion 

Unit 7 HP Turbine was replaced in 2002 and the 
LP Turbine was replaced in 2003. Therefore, data 
from 2004 onwards is representative of the 
average net capacity of this unit . Net sent out 
power data between 2004 and 2008 was chosen to 
establish the average net sent out generation. A 

complete calendar year (2008) was chosen to 
determine the average ambient temperature, 
average CWIT, average coal properties in order to 
account for the effect of the change in climate 
throughout a typical year to the calculations. A 5 
year period was chosen to calculate the 
representative rate of exchange from the US Dollar 
to the Australian Dollar in order to negate the 



effect of short term fluctuations in the exchange 
rate. The number of additional operators, 
maintenance staff, contract labour, labour charge 
rates were determined based on local 
requirements. 

Using these parameters, a cash flow analysis was 
carried out for the life of the project (on a pre-tax 
basis). The discount rate was set at 7% [11]. The 
break-even price of electricity and the cost of CO2 
avoidance was calculated in order to determine the 
economic feasibility of retrofitting of oxyfuel 
combustion to Unit 7. The break-even price of 
electricity and the cost of CO2 avoidance for the 
oxyfuel unit were $103.00/MWh and $45.04/tCO2 
respectively. For Unit 7, the annual sent out 
generation was 1,480,463 MWh4. However, with 
the oxyfuel unit, only 903,144 MWh was 
generated due to the additional energy demand of 
the oxyfuel components. This is a reduction in 
40% of revenue. 

In reality, oxyfuel combustion would be retrofitted 
to a larger plant or multiple units simultaneously. 
This would allow the purchase a larger ASU and 
CO2 plant. They would also be able to utilise the 
same distribution system of CO2 and O2. In 
addition, operating, maintenance and contract 
labour, engineering staff etc would be shared for 
both units, thereby reducing the cost per unit.  

If there were to be a significant breakthrough in 
ASU and CO2 compression technology, thereby 
halving the energy penalty of the two processes 
from 79.7 MW to 39.9 MW, net sent out 
generation of the oxyfuel plant will increase to 
153.68 MW .The breakeven price of electricity 
would only be $77.08/MWh. The cost of CO2 
avoidance would be $35.64/tCO2. 

The cost of CO2 storage was not considered in the 
estimation of the break-even price of electricity 
and the cost of CO2 avoidance. If considered, the 
cost of CO2 storage can have a significant impact 
on the break-even price of electricity and the cost 
of CO2 avoidance. Results in Table 3 show that the 
break-even price of electricity can increase by 
more than 60%, if the cost of CO2 storage was to 
be $40/tCO2. The cost of avoidance can increase 
by more than 80%, if the cost of CO2 were to be 
$40/tCO2.  

4 Current annual generation of Unit 7 at IPRH 

Table 3. Effect of the Cost of CO2 Capture and 
Storage 
Cost of Capture 

($/tonne) 
Oxyfuel Plant 

$/MWh $/t CO2 
0 103.00 45.04 
20 140.82 67.93 
40 178.64 90.81 

 
If retrofitting oxyfuel combustion is determined 

infeasible due to the high economic risk factor that 

would result in borrowing large sums of money for 

capital expenditure, a power station would be able 

to reduce its greenhouse gas emissions by 

replacing the coal fired unit with a larger GTCC 

with the same net sent out capacity of 186.5 MW. 

In this scenario, the break-even electricity would 

only be $62.25/MWh and the cost of CO2 

avoidance would be only $24.79/tCO2. This is a 

very competitive option for the avoidance of CO2. 

A summary of the capital and operating costs, the 

break-even price of electricity and the cost of CO2 

avoidance is provided in Table 4. 

7 Conclusions 

In conclusion, the break-even electricity cost of 
retrofitting oxyfuel combustion to Unit 7 is 
$103.00/MWh and the cost of CO2 avoidance is 
$45.04/tCO2  According to a study done by the 
IPCC in 2005 [1], the cost of electricity generation 
(COE) using post combustion capture for a sub-
critical lignite fired pulverised coal power station 
was $134.12/MWh 5 . Therefore, the cost of 
retrofitting oxyfuel combustion to a lignite-fire 
power station is comparable to post combustion 
capture. Retrofitting oxyfuel combustion becomes 
even more feasible in countries such as Denmark 
where the current electricity price is approximately 
3.1 times higher than electricity prices in 
Australia. A significant reduction in the energy 
cost for oxygen production and CO2 compression 
and separation to a technological breakthrough 
would further increase the competitiveness of 
retrofitting oxyfuel combustion to current lignite 
fired power stations in Australia. 

 

5 Converted from 2005 values in USD to Australian 
Dollars in 2009 using a CERA factor of 1.405 and 
Exchange Rate of 0.79 USD/AUD 



 

Table 4. Oxyfuel Economic Results 

  Units Reference Plant Oxyfuel Plant GTCC only 

Fixed Capital $M 200 696.33 548.82 

Working Capital $M - - - 

Start-up Capital $M - 35.31 21.98 

Operating Costs $M/y 26.01 30.12 56.72a 

Break-Even Electricity Price $/MWh 28.56 103.00 62.25 

Cost of CO2 Avoidance $/tCO2 - 45.04 24.79 

Notes: (a) higher operating cost is due to the high cost of natural gas 
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Fig. 2. Reference Boiler 

Fig. 3. Oxyfuel Retrofitted Boiler 

 

Fig. 4. Four Stages of CO2 Compression 



Modelling and Analysis of Gas Generator in the 
Integrated Gasification Combined Cycle Systems 

Institute of Power Engineering and Turbomachinery, 
Silesian University of Technology, Gliwice, Poland 

Abstract: Integrated Gasification Combined Cycle (IGCC) is a technology that allows for the use of 
coal for electricity production while maintaining low pollutants emissions to the atmosphere and 
relatively high efficiency of electricity production. In these systems fuel is gasified in gas generator, and 
obtained gas, after purification, supplies gas turbine combustion chamber. In the paper gasification 
process and gas generators, with special attention to entrained flow gasifiers, are briefly described. 
The most important parameters allowing for the evaluation of the efficiency of gasification reactors is 
presented. The main objective of the present study was to build a simple model of an entrained flow 
gasifier fuelled with coal. As gasifying factors high purity oxygen and water vapour were used. The 
model was build in the commercial Aspen Plus package, for the steady state conditions. The 
composition and parameters of raw gas obtained from the simulations showed good agreement with 
the literature data, what allows for a positive assessment of the verification of the proposed numerical 
model. A sensitivity analysis of the impact of the gasification process parameters (e.g. oxidants flows 
and pressures) on the composition of the obtained gas and on the efficiency of gasification was 
performed. 

Keywords:  Coal gasification, Gasifier, Numerical modelling, Aspen Plus. 
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2. Coal gasification process and 
gasifiers 



3. Effectiveness of gasification 
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4. Model description and verification 
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Fig. 1. Scheme of the simplified gasifier model. 

chgE

Table 1. Comparison of the literature data and results 
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Fig. 2. Scheme of the extended gasifier model, S – 
splitter, M - mixer. 



5. Results 

Table 2. Coal composition (dry basis). 
Ultimate analysis, % 

Proximate analysis, % 

Thermodynamic parameters 

Table 3. Parameters of the gasifying factors. 
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5.1. Effect of gasification pressure on 
composition and parameters of the 
obtained raw syngas 
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Fig 2. Effect of gasification pressure on the composition 
of the obtained raw gas. 

5.2. Effect of gasification temperature on  
composition and parameters of the 
obtained raw syngas 
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Fig. 3. Effect of gasification temperature on the 
composition of the obtained raw gas. 

5.3. Effect of oxygen to coal stream ratio 
on composition and parameters of the 
obtained raw syngas 
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Fig. 4. Effect of oxygen to fuel stream ratio on the 
composition of the obtained raw gas. 



5.4. Effect of moisture content in coal on  
composition and parameters of the 
obtained raw syngas 
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Fig. 5. Effect of moisture content in coal on the 
composition of the obtained raw gas. 

6. Discussion and conclusions 
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Analysing the Potential for CCS within the European Pulp 
and Paper Industry 

Johanna Jönssona, Thore Berntssona 

a Heat and Power Technology, Energy and Environment, Gothenburg, Sweden 

Abstract:  In this paper an approach for analysing the potential for implementation of different 
technology pathways for the European pulp and paper industry (PPI) is presented. The approach 
assumes previous, detailed, research and is based on bottom-up thinking whilst still estimating the 
potential on a European level. The usefulness of the approach is exemplified by applying it to a study 
of the potential for introduction of carbon capture and storage (CCS) within the European PPI. The 
results from the case study show that if CCS is to be introduced in large scale within the European PPI, 
biomass-based emissions must be included when planning for the future CCS infrastructure.   

Keywords:  Pulp and paper industry, technology pathways, process integration, CCS. 

1. Introduction 
For the kraft pulp and paper industry (PPI), earlier 
studies have shown that there are many 
technologies and system solutions – hereafter 
denoted technology pathways – which can reduce 
the process steam demand [1], give a steam/heat 
surplus and thus enable production of additional 
value products such as materials, chemicals, 
transport fuels, electricity and/or district heating 
[2]. Another alternative is to integrate carbon 
capture and storage (CCS) by utilizing the 
steam/heat surplus to cover the energy demand in 
the carbon capture processes [3]. However, these 
previous studies are either detailed, on mill level, 
not saying anything about the overall potential, or 
very aggregated, not considering mill-specific 
conditions. Thus to be able to estimate the 
potential for these different technology pathways 
on a European level another approach, connecting 
the results from these detailed studies to the actual 
European PPI stock, is necessary.  
1.1. Aim 
In this paper a systematic approach for analysing 
the potential for different technology pathways 
within the European pulp and paper industry is 
presented. The approach combines the advantages 
of detailed and aggregated approaches and 
assesses the overall potential for the different 
pathways whilst considering important 
characteristics of each mill. Further, the usefulness 
of the approach is illustrated by applying it to a 
study showing the potential for introduction of 
CCS within the European PPI. 

2. Description of methodology 

The suggested approach is based on: 
1. Previous research in the form of model mill studies 

and case studies regarding process steam savings and 
the effect of different technology pathways on the 
energy balance for different types of mills 

2. Technical and geographical data for the European 
pulp and paper industry 

3. Data for the infrastructure surrounding the European 
pulp and paper mills 

4. Previous research regarding the future development 
of the energy market (energy market scenarios) 

Consequently, the approach assumes detailed 
research and is based on bottom-up thinking whilst 
estimating the potential on a European level. An 
overview of the approach is presented in Fig. 1. 
The different parts of the suggested approach are 
described in the subsequent section.  

 
Fig. 1.  An overview of the suggested approach used in 

the research project. 

2.1. The different parts of the approach 
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The approach is carried out stepwise, as 
exemplified by the study of the potential for 
implementation of CCS presented in Section 3. 
The parts of the approach are as follows. 
I: External, infrastructural preconditions  
These are the characteristics of the geographical 
area surrounding the mills, e.g. data for where 
potential CCS storage sites and district heating 
grids are located.   
II: Mill specific data 
Mill-specific data are the characteristics of the 
individual mills constituting the European PPI 
stock. Data included are e.g. technical age of mill 
and specific mill equipment, production, fuel 
usage, process steam demand, CO2 emissions and 
estimates of available amounts of excess heat. 
III: Potential for energy efficiency and 
implementation of new technology 
The potential for energy efficiency and 
implementation of new technology pathways on a 
mill level is based on previous and on-going 
research by others as well as the authors of this 
paper. The results from this part typically show the 
economic performance and impact on global CO2 
emissions for implementation of different 
technology pathways in specific mills.  
A. Technical/infrastructural potential for 
implementation of different technology pathways 
Here mill-specific data for the individual mills are 
connected to the gathered data for the surrounding 
infrastructure. The results from this part show how 
the technical potential for implementation of a 
certain technology is limited (or enhanced) by the 
location of the mill – such as the potential for 
implementation of CCS, exemplified and 
described by the case study in this paper.  
B. Energy consumption and potential for energy 
efficiency and implementation of new technology 
How the existing energy balance of the individual 
mills constituting the European PPI stock can be 
altered is determined by fitting the potential for 
energy savings known for some mills (III) to mill-
specific characteristics. The results from this part 
typically show how the potential for energy 
savings and implementation and integration of 
different technology pathways depends on mill-
specific characteristics such as technical age of 
process equipment and type of production process.  
C. Potential for implementation of different 
technology pathways on a European level 

When the effect on the potential for 
implementation and integration of different 
technology pathways by the surrounding 
infrastructure (A) and the mill characteristics (B) 
has been determined, these two factors are brought 
together and the final, complete potential for 
implementation and integration of different 
technology pathways is estimated for the whole 
European PPI stock.  
Energy market scenarios 
The future economic performance, as well as the 
global emissions of CO2, associated with different 
technology pathways is dependent on the 
development of the energy market. To depict 
different possible future energy market conditions, 
energy market scenarios are used. The scenarios, 
developed by Axelsson and Harvey [4], are based 
on different fossil fuel price levels (low and high) 
and CO2 emission charge levels (low and high) 
combined into different scenarios. A benefit of 
using these scenarios, which reflect the strong 
connection between different energy market 
parameters, is that a packaged sensitivity analysis 
of the energy market prices is conducted.  
The purpose of the presented approach is to 
analyse the potential for, and the effect of, 
implementation of different technology pathways 
within the European PPI. However, due to its 
generality, the approach can also be applied to 
other energy-intensive industry branches. 

3. Applying the approach: potential 
for CCS within the European PPI 

The usefulness of the approach is exemplified by a 
study assessing the technical/infrastructural 
potential for CCS within the European PPI. The 
assessment is based on the current constitution of 
the European PPI. 
3.1 Introduction: CCS in the PPI 
From the year 2013, CO2 capture, transport and 
storage installations will be incorporated in the EU 
ETS. A fundamental assumption for the study 
presented in this paper is that all CO2 is considered 
equal. This assumption is based on the fact that the 
CO2 has the same effect on the climate regardless 
of origin. Consequently, it is assumed that in 
future policy schemes, captured and stored CO2 
originating from biomass is granted the same 
economic compensation as CO2 originating from 
fossil fuels. The PPI is energy-intensive and has 
large on-site emissions of CO2, so these emissions 



are associated with only a limited amount of 
geographical sites, i.e. mills. Due to these 
characteristics the PPI, like other energy-intensive 
industry branches [5], is suitable for 
implementation of CCS. Further, since a large 
share of the CO2 emissions associated with the 
European PPI originates from biomass, if CCS is 
implemented the levels of CO2 in the atmosphere 
can be further reduced in comparison to 
implementing CCS only on fossil emission sources  
[3, 6]. Further, the concentration of CO2 in the PPI 
flue gases is comparably high, 13-14%. These 
facts make CCS within the European PPI even 
more interesting. Investments in CO2 capture 
technologies are associated with high capital costs. 
Also, for post-combustion with chemical 
absorption the energy cost for capture is 50-70% 
of the total cost and thus cannot be neglected [3]. 
Hence, for CO2 capture to be economically and 
technically realistic the source of CO2 needs to be 
large enough and the energy demand of the 
capture process should preferably be possible to 
integrate (partly) with other processes at the 
capture site. The potential for heat integration [3] 
is another reason why CCS is of interest also for 
the PPI, although it is the power sector with its 
coal power plants that is the largest industrial 
emitter of CO2 in Europe [5]. Previous research 
regarding the PPI has shown that process steam 
savings can be made and used for thermal 
integration of a CCS unit, lowering the capture 
cost and making CCS profitable [3]. Previous 
research has also shown that compared to other 
alternatives for harnessing surplus steam, CCS 
gives much larger reductions of global CO2 
emissions and is economically comparable to more 
proven technology alternatives – such as increased 
electricity production in condensing turbines – if 
the CO2 charge is high [2].    
3.2 Methodology and approach 
Related to the approach described in Section 3 and 
Fig. 1, the case study assumes mill-specific data 
(II) and external, infrastructural preconditions (I) 
to estimate the technical/infrastructural potential 
for implementation of a technology pathway (A), 
in this case CCS. In the case study, the mill-
specific data used are CO2 emissions for each mill, 
both emissions from fossil fuels and emissions 
from biomass, and the geographical position of 
each mill described by coordinates. The external, 
infrastructural preconditions are the coordinates 
for other energy-intensive industries and potential 

CO2 storage places. The study also assumes levels 
for potential integration based on knowledge from 
previous research (III).  
The potential capture sources have been identified 
and the potential for CO2 capture has been 
estimated through the following steps (following 
the methodology used in a similar study of the 
potential for CO2 capture in other energy-intensive 
industries, [5]):  
Size of capture sources considered: It is generally 
assumed that only very large point sources are 
suitable for CCS (>0.5MtCO2/yr, [5]). However, 
for the PPI, due to the potential for integration and 
utilisation of excess heat in the capture process [3] 
it has been assumed that reasonable economy can 
be gained also for smaller point sources if the 
transport and storage infrastructure is in place. 
Thus, in this case study two alternative sizes for 
point sources have been included:  >0.1 MtCO2/yr 
and >0.5 MtCO2/yr.  
Sub-sector specific conditions: CO2 capture is not 
equally applicable in all manufacturing processes, 
and the prospects for capturing depend on the 
production processes at the different mills. The 
kraft PPI has large on-site emissions of CO2 due to 
the burning of black liquor in the recovery boiler. 
The mechanical PPI and the paper mills based 
mainly on recycled fibers (RCF) generally have 
lower on-site emissions. For the mechanical PPI 
this is due to the high use of electricity in the 
mechanical pulping processes and the fact that a 
major part of the electricity can be recovered as 
steam and used to cover the mill steam demand. 
For the paper mills without virgin pulp production, 
based solely on bought pulp and RCF/DIP, the 
lower on-site emissions of CO2 are due to the 
lower primary energy demand (owing to the lack 
of virgin pulp production) and due to the fact that 
some of these mills buy their steam from power 
plants or other industries located in close 
proximity to the mills (this does not lower the 
emissions associated with the production, but it 
shifts the emissions from the PPI to another 
industry branch, often the power sector).  
Plant-specific conditions: At a pulp and paper 
plant the total of CO2 emissions is a sum of some 
emission sources, mainly different boilers. 
However, the flue gas streams differ somewhat 
with respect to their suitability for CO2 capture. 
E.g., for the kraft PPI some almost pure CO2 
streams can be recovered if the lime kiln is rebuilt 



or black liquor gasification (BLG) is introduced. 
However, these technologies are not yet 
implemented. Further, another plant-specific 
condition is the possibility to thermally integrate 
the capture process. The potential for integration 
depends on the process layout of the different 
mills – e.g. kraft pulp mills and pure TMP pulp 
and paper mills can have a “true” steam surplus, 
whereas integrated kraft pulp and paper mills and 
paper mills without virgin pulp production usually 
cannot and thus need to import external fuel to 
cover the heat demand for the capture process.  
Capture technology: Since the main source of CO2 
from the pulp and paper industry is boiler flue 
gases, there are in principle three different capture 
technology options: post-combustion, pre-
combustion and oxy-combustion. In this study, 
post-combustion using chemical absorption is 
considered since it is the only technique not 
requiring any reconstruction of the boilers [3]. The 
absorbent assumed is MEA1 with which a capture 
rate of 90% can be achieved. Technical and 
economic data for the technology are based on 
previous work by Hector et al. [3]. 
Geographical distribution of emissions: One way 
of limiting the cost of CCS is to create capture 
clusters in regions with several emission sources 
located near each other. In this way the transport 
network can be integrated and thus benefit from 
economy of scale. In this case study, the mills and 
their emissions are mapped using a GIS 
programme (ArcGIS). The positions of the mills 
are then related to the geographical position of 
other energy-intensive industries (in this case iron 
and steel mills, cement plants and refineries) and 
potential storage places for CO2 through geospatial 
analysis.  
The mapping of the emissions from other heavy 
industries in relation to potential storage places has 
been done by fellow researchers within the 
Pathways project, Johan Rootzén et al. [5]. The 
information was collected and stored in Chalmers’ 
industry database (Chalmers IN db), a sub-
database to the Chalmers energy infrastructure 
database which has been designed to cover both 
the supply side and the demand side of the 
European energy systems [7]. The Chalmers 
industry database was also used as one of the 

                                                      
1 Chilled ammonia is an interesting alternative absorbent; however, it 
has been less investigated and is thus excluded in this paper. 

sources of data for this study (as part of I, 
indicated in Fig. 1). 
3.3. Input data and system boundaries 
The European pulp and paper industry has been 
defined as mills located in the countries that are 
included in CEPI [8], i.e. the countries in Europe 
with the highest density of pulp and paper 
industry. However, the European PPI is currently 
in a situation where many (small) less profitable 
mills are decommissioned [9]. Thus, not all of the 
mills in production today will still be in production 
at the time when CCS will be commercially 
available. To account for this fact, a selection of 
mills to include in the study was done together 
with PPI consultants from Pöyry. Thereby 171 
mills were selected and included, based on their 
competitive strength and size. Hence, this case 
study includes 50 kraft pulp and/or paper mills, 45 
mechanical pulp and paper mills, and 76 paper 
mills without any virgin pulp production (having 
only bought pulp and/or RCF/DIP). Data for the 
included mills are presented in Table 1. Due to the 
large amount of mills included in the study, the 
data are presented in aggregated form. As can be 
seen in the table, a large share of the CEPI pulp 
production and a fair share of CEPI paper 
production are covered by the included mills. 

Table 1.  Data for the mills included in the case study. 
Type of mill1 Kraft Mechanical Paper 

 
Market 

pulp 
Pulp & 
Paper 

Pulp & 
Paper 

 

Mills [No.] 21 29 45 76 
Pulp cap. [kADt/yr] 9 9552 12 3202 12 0953 14 775 
Paper cap. [t/yr] - 16 131 22 132 27 169 
CEPI total pulp cap.4 11 573 14 305 14 686 - 
CEPI total paper cap.4   102 570 
1 Kraft refers to mills that have the kraft process; they may also have other pulp 
production, e.g. CTMP. Mechanical refers to mills that have some mechanical 
pulping process (TMP, CTMP, GW/PGW or RMP). They may also use other 
pulps in the process such as RCF/DIP or bought kraft pulp. The paper mills have 
no pulp production from virgin pulp; they only use RCF/DIP and/or bought pulp. 
2 Including only kraft pulp produced on site. If all pulp produced on site is 
included, the numbers are 10 040 and 13 935 kADt/yr respectively. 
3 Including only mechanical pulp. If both mechanical pulp and RCF/DIP are 
included, the figure is 17 420 kADt/yr. 
4 Figures from [9] referring to the year 2007. 

3.4. CO2 emissions from the European PPI 
The amounts of on-site CO2 emissions from the 
pulp and paper mills included in this study are 
presented in Table 2. For comparison, the total on-
site emissions of CO2 for all CEPI mills are also 
included [9]. The fossil CO2 emissions were 
gathered from the Chalmers industry database, 
which in turn bases its data mainly on the 
Community Independent Transaction Log (CITL) 



but also the European Pollutant Emission Register 
and the IEA GHG CO2 Emissions database (for 
more details see [5]). The biomass-based CO2 
emissions, on the other hand, are not reported 
centrally, either for the EU or by CEPI. Thus, 
these emissions were gathered by screening 
national statistics, sustainability reports, annual 
reports and web pages for all of the mills included 
in the study. However, numbers for biomass-based 
CO2 emissions were mostly not clearly stated and 
the data were compiled using the following 
hierarchy of information source/data:  
1. Data on biomass-based CO2 emissions were 

posted clearly either in sustainability reports or 
in industry statistical publications.  

2. Data regarding biomass usage (in MWh or TJ) 
was posted clearly. Biomass-based CO2 
emissions were then calculated based on an 
emission factor of 346 kgCO2/MWh.  

3. Data regarding percentage of biomass usage in 
relation to total fuel usage were posted clearly. 
In these cases the fossil fuel usage was 
calculated in MWh based on emission factors 
for fossil fuels and the known fossil CO2 
emissions for the mill. The biomass-based CO2 
emissions could then be calculated following 
the procedure in item 2 above. 

4. Information stated that all use of fuel was 
fossil-based or that the steam used was bought 
from a neighbouring industry. For these cases 
the biomass-based CO2 emissions were set to 0. 

5. No energy or emissions-related information for 
biomass could be found. For these cases the 
biomass-based emissions were set to 0 except if 
the mill has kraft pulp production. For the case 
of kraft pulp production, the biomass-based 
CO2 emissions were calculated in relation to 
the kraft pulp production.  

As can be seen in Table 2 almost all, 95%, of the 
CO2 emissions originating from biomass and a fair 
amount of the fossil CO2 emissions, 47%, are 
covered in the study. This means that a total of 
77% of the CEPI CO2 emissions are included in 
this study. The reason why the share of fossil 
emissions included is smaller than the share of 
biomass-based emissions is that many small South 
European paper mills, using mainly fossil fuels for 
their energy needs, were excluded from the study 
due to their small size (only paper mills with a 
production capacity of >200 kt paper/yr were 
included).  

Table 2. CO2 emissions for the mills included in the 
study compared to CEPI total emissions. 

Type of mill Kraft Mechanical Paper 

 
Market 

pulp 
Pulp & 
Paper 

Pulp & Paper 
 

Mills [No.] 21 29 431 702 

Fossil CO2 [kt/yr] 1 391 3 164 4 759 9 420 
Bio CO2 [kt/yr] 24 308 30 775 5 524 2 217 
Total CO2 [kt/yr] 25 699 33 940 10 283 11 637 
CEPI total fossil3    39 605 
CEPI total bio4    66 113 
1 For 2 mills no data could be found in either E-PRTR registers or web pages. 
2 For 6 mills no data could be found in either E-PRTR registers or web pages. 
3 Figures from [9] referring to the year 2006. 
4 Based on the figures for biomass utilization as part of the primary energy 
demand from [9] and calculated assuming CO2 emission of 346 kg/MWh. 

The geographical distribution of the PPI’s total 
CO2 emissions is shown in Fig. 2. As can be seen, 
the regions with the highest emissions are located 
around the Baltic Sea (in Sweden and Finland), in 
the south of Spain and in the middle of Portugal. 

 
Fig. 2.  The geographical distribution of on-site CO2 

emissions from the European PPI. The coloured 
squares represent individual mills (emitting 
>0.1 MtCO2/yr). Regions coloured in blue have 
a high density of emissions; the darker the 
colour, the higher the emissions.  

3.5. The role of CCS within the 
European PPI 
Today, CCS is not a commercial technology and 
the necessary infrastructure for both transport and 
storage is neither in place nor definitely planned. It 
is thus hard to predict which plants will have the 
most favourable preconditions for implementing 
CCS. However, a reasonable approach is to 
assume that infrastructure is most likely to be 



developed first in proximity to sites with many 
large point sources, hereafter denoted capture 
clusters. Depending on how the biomass-based 
CO2 is viewed from a mitigation point of view, it 
can also be assumed that infrastructure will first be 
built around large fossil point sources or around 
large point sources regardless of the emissions 
origin. Further, it is reasonable to assume that 
mills with larger emissions will have a larger 
potential for profitable introduction of CCS than 
sites with small emissions. When using post-
combustion chemical absorption with MEA as the 
absorbent as assumed in this study, there is an 
additional thermal energy demand for regeneration 
of the MEA and an electricity demand for 
compression of the CO2. According to literature 
these numbers can vary. In this study, 2880 
kJ/kgCO2 is assumed for regeneration and 0.13 
MWh/ton for the compression [3]. It should be 
noted that the additional CO2 emissions originating 
from fuel demand for regeneration also are 
captured. As previously stated in this paper, the 
thermal energy demand can be partly covered by 
making steam savings and integrating the capture 
process to the mill. Based on these assumptions, a 
matrix was constructed containing six different 
future cases for implementation of CCS in the 
European PPI and two different cases for the 
potential for heat integration; see Table 3.  

Fossil capture clusters [5]

Table 3. The six different future cases considered for 
implementation of CCS and integration of 
capture process energy demand. 

Case 
description 

Capture 
done by all 
included 

mills 

Capture done 
only by mills 

in capture 
clusters 

Capture done 
only by mills in 
fossil capture 

clusters 
Mills with 

emissions >0.1 
MtCO2/yr  

A1 A2 A3 

Mills with 
emissions >0.5 

MtCO2/yr 

B1 B2 B3 

Case for heat integration potential Not possible2 Possible1 

 I II 
1 The potential for heat integration is based on knowledge from previous and 
ongoing research and estimated as: 2.5 GJ/ADt for kraft pulp mills, 2.0 GJ/ADt 
for integrated kraft pulp and paper mills, and 0.5 GJ/t for mechanical pulp and 
paper mills. For pure paper mills no integration possibilities have been 
considered. 
2 The whole energy demand of the capture process is assumed to be supplied 
with additional external fuel. 

 
The geographical positioning of the pulp and paper 
mills included in this study in relation to the 
geographical positioning of other energy-intensive 
industries, capture clusters and potential storage 
sites is displayed in Fig. 3. 

 
Capture clusters if both fossil and biomass emissions are included [5]

 

Fig. 3.  The geographical distribution of pulp and paper 
mills emitting more than 0.1 Mt CO2/yr in 
relation to other large industrial point sources 
>0.5 Mt CO2/yr. Possible capture cluster areas 
are represented by coloured squares (150x150 
km); the orange squares represent clusters with 
more than 2 industries which together emit 
more than 5 MtCO2/yr and the yellow and grey 
clusters emit more than 1 MtCO2/yr. The 
underlying map and the data for other heavy 
industries were compiled by Johan Rootzén [5]. 

As can be seen in Fig. 3, most of the large emitting 
kraft pulp and paper mills are located on the 
eastern coast of Sweden and in Finland, far away 
from most of the fossil capture clusters created by 
other energy-intensive industries. The most 
beneficial geographical positions are held by paper 
mills in central Europe; they have much smaller 



on-site emissions than the kraft PPI but, as can be 
seen in the figure, they are located in or near fossil 
capture clusters created by other energy-intensive 
industries and near the potential storage sites in the 
North-Sea (in this study storage in closed aquifers 
is assumed, mineralization of the CO2 could be 
another option, however that technology need a 
major breakthrough before being possible to 
commercialize in large scale and is thus not 
considered here). However, if including both fossil 
and biomass-based emissions, a much larger share 
of the European PPI is positioned in capture 
clusters. Regarding the distribution between large 
emitters and small emitters amongst the mills 
included in the study, it can be seen in Fig. 4 that a 
third of the mills (the ones with emissions >0.5 
Mt/yr) stands for 75% of the emissions. This third 
is constituted by all of the kraft mills included, one 
mechanical mill and one paper mill. Further, from 
Fig. 4 it can be seen that if CCS is to be 
implemented for large point sources only within 
the European PPI, the captured CO2 will originate 
almost solely from biomass. 

 
Fig. 4.  The distribution of included emissions divided 

by size and origin along with the potential for 
captured CO2 emissions for the six studied 
capture cases presented in Table 3.  

As can be seen in Figs. 3 and 4, if CCS is to be 
introduced in large scale in order to reach large 
CO2 emission reductions within the European PPI, 
the emission-intensive Scandinavian kraft PPI 
must be included in such a capture scheme.  If 
only emissions from the mills located in fossil-
based capture clusters are included (A3 and B3), 
the capture potential is reduced by 44-50 
MtCO2/yr compared to including mills in both 
fossil- and biomass-based capture clusters (A2 and 
B2). Fig. 5 shows the additional fuel and 
electricity demand for the different capture cases 
presented in Table 3 and Fig. 4. The additional 
fuel used has been assumed to be biomass. As can 

be seen in the figure, the fuel demand can be 
reduced by ~30% if a part of the capture process 
energy demand can be supplied by heat integration 
to the mill processes.  

 
Fig. 5.  The fuel and electricity demand for the studied 
cases with and without potential for heat integration.  

4. Concluding discussion 
The aim of the study presented in this paper was to 
develop and present a systematic, stepwise 
approach for analysing the potential for different 
technology pathways within the European pulp 
and paper industry. The approach is based on 
detailed technical research and aggregates the 
knowledge from previous studies to incorporate 
the whole European PPI. Thus, the potential for 
different technology pathways can be estimated on 
a European level whilst still considering the 
characteristics of the individual mills. In order to 
exemplify the usefulness of the presented 
approach, it was applied to a study investigating 
the potential for introduction of CCS within the 
European PPI. Emphasis was placed on a selection 
of large and competitive mills with promising 
potentials for CCS. Together the studied mills emit 
82 MtCO2/yr (if emissions from both biomass and 
fossil fuels are included), which can be compared 
to the total (fossil) CO2 emissions included in the 
energy-intensive industries part of EU ETS of 600 
MtCO2/yr [5] (excluding the power and heat 
sector). The amount of CO2 that can be captured 
depends heavily on the expansion of infrastructure. 
The results show that 10-99 MtCO2/yr can be 
avoided depending on the assumptions regarding 
the transport and storage infrastructure (including 
both original emissions and additional emissions 
from the fuel demand of the capture process, of 
which 7-72 MtCO2/yr are original on-site 
emissions). If steam savings enable parts of the 
capture process energy demand to be integrated, 
the total fuel demand can be reduced by ~30%. 



Further, the results from the case study show that 
when adding the PPI capture potential to the 
potential for CCS within other energy-intensive 
industries, the majority of the PPI emissions 
originate from kraft pulp and paper mills far away 
from other energy-intensive industries and 
potential fossil capture clusters. Thus, to reach 
large emission reductions, also large biomass-
based point sources of CO2 emissions need to be 
included when planning for CCS infrastructure. As 
previously stated by Rootzén et al. [5], the best 
match between carbon dioxide sources and 
potential storage places is located in the regions 
bordering the North Sea. This statement makes the 
paper mills in central Europe most suitable for 
CCS; however, these mills generally have much 
lower on-site emissions than the Scandinavian 
kraft pulp and paper mills. For the mills (and other 
emissions sources) bordering the Baltic Sea, 
storage in closed aquifers close to Gotland might 
be possible, however, this needs further 
investigation. In this study the emissions from the 
power sector are not included. If these emissions 
were included, central Europe would have an even 
larger density of fossil CO2 emissions. It should 
thus be further investigated whether the biomass-
based capture clusters in Scandinavia are large 
enough to motivate the needed infrastructure. All 
in all, it can be concluded that the presented 
approach works well for the suggested purpose 
and that it should also be applicable for analysis of 
other technology pathways in order to get a more 
complete picture regarding the possibilities for 
future development of the European PPI. 

Abbreviations 
ADt Air Dry Tonnes 
BLG Black Liquor Gasification 
CCS Carbon Capture and Storage 
CEPI Confederation of European Paper Industries 
DIP De-inked Paper 
ETS Emission Trading Scheme (EU) 
GIS Graphic Information System 
MEA Mono-ethanolamine 
PPI Pulp and Paper Industry 
RCF Recycled Fiber 
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Abstract:  An Aspen Plus® simulation of an existing power station with a potassium carbonate based 
carbon capture (CCS) plant including CO2 compression is combined with an Excel based genetic 
algorithm to optimise the net power output of the power station and amount of CO2 captured for a 
range of solvent flowrates, lean loading and stripper pressures. The net power output was compared 
for a CCS plant that is added to the power station without any heat integration to a system where heat 
integration is maximised by the use of pinch analysis and linear optimisation to calculate the amount of 
steam required to be extracted from the turbine to meet the additional heating requirements of the CCS 
plant. The multi-objective optimisation of the process identified that lean solvent loading and stripper 
pressure will have a large impact on the net power output and amount of CO2 captured.  For 
standalone potassium carbonate solvent systems optimising for the reboiler energy, the stripper 
pressure should be as low as possible.  However when the system is seen coupled with the power 
station the optimal stripper pressure increases, and when heat integration is taken into account, the 
stripper pressure is even higher again. 

Keywords:  Multi-Objective Optimisation, Carbon Capture, Carbonate 

1. Introduction  
Existing coal fired power stations represent an 
estimated 60% of anthropogenic carbon emissions.  
CO2 capture and storage (CCS) from these power 
stations is one of the key technologies required to 
stabilise atmospheric CO2 concentrations, however 
the addition of CCS to existing power plants could 
lead to a reduction in efficiency of 10-15% 
points[1]. 

Potassium carbonate has been used to separate 
acid gases including CO2 in the gas industries for 
over 40 years and is considered to be one of the 
solvents [2, 3] that may be applied to CCS 
projects. The potassium carbonate process has a 
much wider operating range when compared to 
amines as they are not constrained by the 
temperature limits imposed by thermal degradation 
of the amines. With less stringent temperature 
limits the potassium carbonate system has a 
number of variables that can be adjusted over a 
wide range of conditions; these variables will often 
have conflicting affect on the objectives for the 
system.  For example the CO2 stripping can be 
operated under vacuum, which is advantageous for 
potassium carbonate solvents as it lowers the 
reboiler energy and temperature required for 

stripping the CO2 but is a disadvantage in that it 
increases the CO2 compression requirements.   

There are a number of solvent plant variables that 
may be adjusted including; the solvent flowrate, 
lean solvent CO2 loading, rich solvent loading, 
flue gas temperature, column heights, absorber and 
stripper pressure and solution temperatures 
throughout the system.  These variables will have 
different impacts on the operation of the solvent 
plant but also the power station when CCS is 
added. Each project may have many objectives 
including maximising the net power output of the 
power station, minimising the capital costs and 
operating costs, maximising profit and maximising 
the operability, reliability and flexibility of the 
power station. 

The solvent plant is often optimised to reduce the 
amount of thermal energy required to regenerate 
the solvent.  As noted by [4] the primary objective 
for analysing modifications to a solvent plant 
should be the minimisation of the reboiler energy.  
However, this was in relation to MEA systems 
where the reboiler energy is improved by 
increasing the stripper pressure and the stripper 
pressure is limited by thermal degradation of the 
solvent, so the stripper pressure is usually fixed at 
between 200 and 250kPa.  For potassium 



carbonate solvents where the stripper pressure has 
opposing effects on the energy required for solvent 
regeneration and compression, it is not obvious 
that minimising the reboiler energy requirements 
will lead to the most optimum process.  

With many variables and objectives the use of 
multi-objective optimisation (MOO) should prove 
to be a useful tool for better process design of 
power stations with CCS. In MOO the multiple 
objectives are treated with equal weighting and a 
range of solutions, called the ‘Pareto-optimal’ 
solutions are found which are all non-dominated 
solutions – i.e. there are no other solutions that 
were found that are better in relation to all the 
objectives.  MOO provides a number of solutions 
and therefore options, from which the designer can 
then make the final selection. It may also provide 
insight into what impact the variables have on the 
optimised solution, for example if a variable is 
always at one limit then by increasing this limit the 
overall solution may be improved.  A number of 
algorithms are available for MOO each with their 
own advantages and disadvantages [5]. 

Significant amounts of heat are required for 
solvent regeneration, which generally comes from 
extracting steam from the steam turbine of the 
power station and possibly from excess thermal 
heat in the flue gas.  Pinch analysis [6, 7] can be 
used to provide targets as to the minimum 
additional amount of energy required for a process 
by maximising the use of waste heat in the 
process.  The use of pinch analysis may reduce the 
amount of steam required for the solvent 
regeneration and therefore maximise the power 
output from the power station.   

In this paper three variables will be analysed for a 
potassium carbonate system; the solvent lean 
loading, the solvent flowrate and the stripper 
pressure. The impact of these variables on the 
amount of CO2 captured and the stripper reboiler 
energy will be reviewed and then compared to the 
impact on the net power output of a power station 
with and without maximum heat recovery. 

2. Methodology 
This paper aims to optimise the integration of a 
potassium carbonate solvent system with a brown 
coal fired power station unit.  The example power 
station unit is a subcritical unit with a nominal 
capacity of 200MWe.  The solvent plant is added 

on to the outlet of the existing power station unit 
to capture the CO2 which is compressed to 10MPa. 

The power station unit and solvent plant were 
modelled using Aspen Plus®. A number of cases 
were investigated. The first two cases are to 
determine what the solvent loading and flowrate 
and stripper pressure should be, in order to 
optimise the reboiler energy.  The second two 
cases are to determine whether the optimised 
variables are different when considering the power 
station unit’s net power rather than just the 
reboiler energy requirements. The four cases are 
detailed in sections 2.1-2.4 below.  The MOO 
algorithm used for this analysis is an Excel based 
genetic algorithm based on NSGA-II [8] code 
developed by [9].  The variables are binary and so 
the range and number of bits for each variable 
must be selected for each case.   

The MOO program is used to determine a 
population set of decision variables within the 
range of variables, each set of variables are then 
input into the Aspen Plus® model of the power 
station unit with CCS. The process is simulated 
and the required objectives are determined and 
exported back to the MOO program. The MOO 
program then uses these results to determine a new 
population set of decision variables and continues 
optimising these for a given number of 
generations.  This approach is based on work in 
[10] which uses NSGA-II code written in C++ 
interfaced with HYSYS using Visual Basic.   

2.1 Case 1a/b: Solvent loading and 
flowrate 

For this case the flue gas from the power station 
unit is added directly to the solvent plant at 40°C, 
the lean solvent enters the absorber at 65°C and 
the stripper pressure is fixed at 150kPaa.  The 
column heights are also fixed at 20m and 15m for 
the absorber and stripper respectively.  The 
columns are modelled using the Aspen Plus® Rate 
Based RadFrac column. The range for each of the 
variables for this case and the others are shown in 
Table 1. The objectives for this case are 
maximising the amount of CO2 captured and 
minimising the reboiler energy. 

 

 

 

 



Table 1. Variable range and objectives; SF = solvent 
flowrate, SP = stripper pressure, LL= Lean 

Loading. 

2.2 Case 2: Solvent loading, flowrate and 
stripper pressure 

This case is an extension of the first case however 
it includes a third variable; the stripper pressure.  
The rest of the power station unit and solvent plant 
are kept constant like the first case.  The variable 
ranges have also been increased; which are shown 
in Table 1. 

2.3 Case 3: Power station unit’s net 
power output 

The third case uses the same three variables and 
the same ranges, but rather than minimise the 
reboiler energy, the optimisation is to maximise 
the power station unit’s net power output.  The 
unit’s net power is reduced by the addition of the 
CCS plant. The flue gas pressure is increased by 
the use of a fan, the solvent is circulated by pumps 
and the CO2 compressors all require power.  The 
heat for the solvent reboiler is supplied from steam 
extracted from the steam turbine which leads to a 
reduction in the power produced by the power 
station unit. In this case, the steam extraction is 
from an existing bleed point on the exhaust of the 
high-pressure turbine (560kPa / 177°C) and the 
amount of steam that needs to be extracted from 
the turbine is calculated based on the reboiler 
energy demands.  For this paper it is assumed that 
the turbine efficiency is not affected by the 

reduction in steam flow from the turbine. The net 
power produced from the power station unit is 
therefore calculated by the amount of power 
produced by the turbine minus the existing power 
loads and the new power loads caused by the 
addition of CCS. 

2.4 Case 4: Power station unit’s net 
power output with heat integration 

When CCS is added to the power station unit there 
are a number of waste heat sources that are also 
added; the CO2 compressors, the stripper 
condenser and flue gas which should be cooled 
down prior to the solvent plant.  These waste heat 
sources may be able to be utilised elsewhere in the 
power station and the CCS plant to reduce the 
amount of steam that needs to be extracted from 
the turbine and increase the power produced from 
the turbine.   

For this case, after the simulation has solved in 
Aspen Plus® the stream data for all the hot and 
cold streams are automatically extracted from the 
simulation and processed using the pinch analysis 
problem table algorithm.  This calculates the 
deficit of heat in the given process.  The amount of 
steam extracted from the turbine is then calculated 
using a linear programming method detailed in 
[11]. These results are then used to calculate the 
net power output from the power station unit and 
returned to the optimisation program as the 
objective.   

3. Results 

3.1 Case 1a/b: Solvent loading and 
flowrate. 

In this example two different ranges have been 
used for the two decision variables; a tight range 
with solvent lean loading of 0.21-
0.23molCO2/molK2CO3(s) and 2200-2300kg/s of 
lean solvent and a wider range with lean loading of 
0.2-0.3molCO2/molK2CO3(s) and 2000-3000kg/s, 
the Pareto-optimal solutions for these cases are 
shown together in Fig. 1. 

Case 
SF 

(kg/s) 

LL 

(molCO2/ 

molK2CO3) 

SP 

(kPaa) 
Obj.1 Obj.2 

1a 
2200-

2300 
0.21-0.23 150 

CO2 

Capture 

(% CO2)  

Reboiler Energy 

(MJ/kg) 

1b 
2000-

3260 
0.175-0.33 150 

CO2 

Capture 

(% CO2)  

Reboiler Energy 

(MJ/kg) 

2 
1000-

4150 
0.1-0.4 

30-

330 

CO2 

Capture 

(% CO2)  

Reboiler Energy 

(MJ/kg) 

3 
1000-

4150 
0.1-0.4 

30-

330 

CO2 

Capture 

(% CO2)  

Power station 

net power 

(MW) 

4 
1000-

4150 
0.1-0.4 

30-

330 

CO2 

Capture 

(% CO2)  

Power station 

net power 

(MW) 



 

Fig. 1. Pareto-optimal solutions for Case 1a – Tight 
range and Case 1b – Wide range.  

When the tighter range was used, as expected the 
range of CO2 captured is reduced, but the reboiler 
energy for the same amount of CO2 captured was 
increased, compared to when a wider range of 
flowrates and loading were used. Most of the tight 
range results were dominated by the solutions 
from the wider range case (1b), which means that 
most of the solutions for the wider range were 
better than those for the tight range and this 
suggests that it will be important for further 
studies not to limit the range of loadings and 
flowrates.  

There is a near-linear relationship between the 
reboiler energy for the Pareto-optimised solutions 
and the lean solvent loading (refer to Fig. 2). 
However for the wider range, the optimal solution 
for higher reboiler energy and hence higher 
capture rate are approaching the lower limit of the 
lean solvent loading provided 
(0.175molCO2/molK2CO3(s)). 

 

Fig. 2. Impact of the lean solvent loading on the 
reboiler energy. 

An explanation for the solutions from the wider 
range case being superior to the tighter case is that 
the solvent flowrate, especially for the lower 

loadings is limited by the range of solvent 
flowrates as the Pareto-optimal solutions are all 
tending towards the upper bounds of 2300kg/s as 
shown in Fig. 3. Therefore, to optimise the system 
for both the amount of CO2 captured and reboiler 
energy, flowrates higher than 2300kg/s are 
required for solvent loadings between 0.21 – 
0.22molCO2/molK2CO3(s). 

 

Fig. 3. Correlation between solvent lean loading and 
flowrate.  

3.2 Case 2: Impact of Stripper Pressure  

The previous examples all maintained a constant 
stripper pressure of 150kPaa, whereas the 
following cases look at the impact of varying the 
pressure on the reboiler energy.  As discussed in 
the introduction, a lower pressure is thought to 
reduce the reboiler energy for a carbonate system.  
This is confirmed in Fig. 4  where the variable 
pressure solutions are better than the fixed 
pressure solutions and in Fig. 5 where all the 
optimised variable pressure is at 30kPaa; the 
lowest possible pressure allowed in the range.  

 

Fig. 4. Impact of stripper pressure on the Pareto-
optimal solutions of the reboiler energy and 
capture rate.  

The optimal solutions again have solvent loading 
as nearly linear with the reboiler energy until the 



reboiler energy reaches 6MJ/kgCO2 after which 
the solvent regeneration becomes increasingly 
difficult. 

 

Fig. 5. Solvent loading and stripper pressure for the 
optimised points shown with the stripper 
reboiler energy.  

 

3.3 Case 3: Impact of variables on the 
power station unit’s net power 

This case looks at optimising the power station 
unit’s net power output rather than the reboiler 
energy by varying the solvent loading, flowrate 
and stripper pressure. The results are shown in Fig. 
6 for both Case 3 and Case 4 which will be 
presented in the next section. Fig. 6 shows that as 
the capture rate of CO2 increases the net power 
produced from the unit decreases.  

 

Fig. 6.  Optimal solutions for Case 3 without heat 
integration and Case 4 with heat integration. 

For Case 3, the stripper pressure (when the overall 
net power from the power station unit is 
considered) do not all tend to 30kPaa. The 
pressure is more scattered and is tending towards 
70-90kPaa rather than 30kPaa (Refer to Fig. 6).  
The optimised solutions for the solvent loadings 
for Cases 2 and 3 are very similar for the CO2 
capture rate.    

 

 

Fig. 7. Solvent loading and stripper pressure for the 
Pareto-optimal solutions for Case 3. 

3.4 Case 4: Impact of variables on the 
power station net power with heat 
integration 

The final case looks at the impact of the three 
variables on the overall output of the power station 
when heat recovery is maximised.  The Pareto-
optimal solutions are shown for the net power 
produced by the unit versus the capture rate in Fig. 
6.  These points are all dominant over Case 3, 
which does not consider heat integration of the 
CCS plant with the power station.  The power 
station unit’s output between the heat integrated 
and non-integrated case is between 20-30MW over 
the range of capture rates. The maximum capture 
rate of CO2 is also greater for Case 4 compared to 
Case 3 (refer to Fig. 6). Case 3 is limited to 90% 
capture of CO2 as the steam demand for any 
further capture exceeds the amount of steam 
available from the turbine of the power station 
unit.     

The optimised points for Case 4 show that low 
stripper pressures are not necessarily preferred 
when the overall power plant is taken into 
consideration.  As shown in Fig. 8, the stripper 
pressure tends to be between 170-250kPaa 
compared to around 70kPaa for the case without 
heat integration (Case 3).  

 



 

Fig. 8. Stripper pressure for the optimised points of 
Case 3 and 4 

It is also interesting to note that the solvent lean 
loading for the heat integrated case is quite 
different to the others as shown in Fig. 9.  Cases 2 
and 3 appear to have a reasonably uniform 
relationship between the capture rate of CO2 and 
the lean solvent loading. In contrast with Case 4 
the optimum lean loading of the solvent is 
0.26molCO2/molK2CO3, for capture rates between 
40-80%. 

 

 

Fig. 9. Solvent loading for optimised solutions for 
Cases 2, 3 and 4.  

4. Discussion 

4.1 Impact of stripper pressure on the 
optimal solutions 

There is a definite trend in the CCS industry to 
focus on trying to minimise the reboiler energy of 
the solvent plant, which is important to help to 
reduce the amount of energy that the CCS plant 
will take from the power station unit. However, it 
is not the entire picture. To ensure the impact the 
CCS plant has on the power station is minimised, 

the solvent plant must be optimised with the power 
station in mind.   

In order to reduce the reboiler energy for a 
potassium carbonate based CCS plant, the stripper 
pressure should be as low as possible. However 
when the impact on the power station is 
considered the optimal pressure increases to 
around 70-90kPaa, and increases even further 
when the solvent plant heat integration with the 
power station is considered, to between 170-
250kPaa depending on the amount of CO2 
captured. The reason for this change is that the 
higher pressure reduces the power requirement of 
the CO2 compressor giving a higher net output.   

In order to compare Cases 2, 3 and 4 consider a 
capture rate of 90%. Interestingly for all of these 
cases the Pareto-optimal solution had lean solvent 
loadings of 0.22molCO2/molK2CO3 and solvent 
flowrate of 2600kg/s. Therefore, the only 
difference between each of these cases is the 
stripper pressure and the objective. Table 2 shows 
the reboiler energy requirements, the CO2 

compressor power, the power produced from the 
turbine taking into account the steam that needs to 
be extracted and thus the net power generated by 
the power station for a range of stripper pressures 
for the optimal solvent loading and flowrate for 
90% capture of CO2.  They are shown for a power 
station without any heat recovery between the 
power station and the CCS equipment and also for 
maximum heat integration between the power 
station and CCS equipment. 

Table 2. Comparison of solutions for 90% capture 
rate of CO2.        

SP  

(kPaa) 

Reboiler 
Energy 

(MJ/kgCO2) 

CO2 

Comp. 
Power 

(MW) 

Turbine 
Power 

(MW) 

Net 
Power 
Output 

(MW)

No heat integration 

30 4.45 37 149 96 
90 4.90 27 142 99 
250 5.30 20 135 99 

Including heat integration 

30 4.45 37 153 116 
90 4.90 27 167 123 
250 5.30 20 165 129 

If the objective is to minimise the solvent plant 
reboiler energy (Case 2), then from the results 
shown in Table 2 it can be seen that this would be 
achieved by having the lowest stripper pressure.  



When the compressor power is taken into 
consideration for Case 3, the optimum solution is 
at a stripper pressure of approximately 90kPaa, as 
there is a 10MW advantage in the compressor 
power requirement and only a 7MW penalty in the 
power generated in the turbine.  What can also be 
noted is that as the pressure is increased from 
90kPaa to 250kPaa the net power output is very 
similar. There is a 7MW of reduction in the 
compressor power, but also 7MW less of power 
generated from the turbine. The similarity in these 
results explains why at capture rates greater than 
75% there is no clear optimal stripper pressure for 
Case 3 as the optimal solutions include stripper 
pressures between 50kPaa and 250kPaa (refer to 
Fig. 6 & 7).  

Therefore, when selecting a stripper pressure for a 
project the decision for this case may come down 
to other factors including capital costs, safety and 
operability. To improve the range of capture rates 
that the plant would be able to operate with the 
maximum net power generation the designer may 
chose to operate with a stripper pressure of 70kPaa 
as this is the stripper pressure for the optimal 
solutions for capture rates between 50 and 75% 
(refer to Fig. 6 & 7). 

When including maximum heat recovery between 
the power station unit and the CCS equipment the 
trade-off between compressor power requirements 
and power generated by the turbine favours 
pressures of 250kPaa (refer to Table 2).  The 
solutions do not improve above 250kPaa as the 
reboiler temperature increases to a point where 
higher pressure steam is required to satisfy the 
reboiler duty. 

Interestingly for low pressures (30kPaa) the power 
generated by the turbine is lower than for the 
higher pressure cases even though the amount of 
energy required by the stripper reboiler is lower. 
The reason for this can be seen by comparing the 
composite curves for the low pressure case 
compared to a high pressure case.  The low 
pressure case pinch point is at the rich solvent 
heater on the cold curve and the stripper condenser 
on the hot curve. By increasing the pressure in the 
stripper condenser the condenser heat is released at 
temperatures high enough to provide the energy 
for the rich solvent heater which lessens the 
heating and cooling requirements of the process. 

 

4.2 Using CCS to control power station 
unit outputs 

It is possible to design the CCS plant with a range 
of solvent flowrates and lean solvent loadings, 
therefore the capture rates will also be able to be 
adjusted.  As can be seen in Fig. 6 as the capture 
rate is adjusted the power station unit net power 
production decreases.  Therefore, it would be 
possible to alter the power generated by altering 
the amount of CO2 captured. During peak hours 
when the demand and therefore price of electricity 
increases the capture rate of CO2 could be reduced 
to increase the net power generated by the power 
station unit, likewise the power station unit could 
increase the capture rate of CO2 when electricity 
prices reduce.   

As the changes in capture rate would change the 
amount of steam that needs to be extracted from 
the turbine, the control of the turbine over a range 
of steam extraction rates would be important. The 
CO2 compressor turndowns may also limit the 
range of CO2 capture rates, however the operating 
range of the compressors are likely to be improved 
by having multiple compressors in parallel which 
is likely to be the situation on any large scale CCS 
project. 

5. Conclusion 
To minimise the reduction in power output from a 
power station unit with the addition of CCS, the 
design of a solvent-based CCS plant should be 
conducted with the understanding of how the 
power station will interact with the CCS 
equipment. In the case of potassium carbonate 
based solvent plants, the stripper pressure will be 
an important variable.  Stripper pressures in the 
range of 170kPaa-250kPaa were found to be the 
optimal solutions for the power station provided in 
this paper. The optimal pressure may change 
depending on the power station and the available 
temperatures of the extraction steam. MOO of the 
power station and the CCS equipment can 
highlight the impact the CCS equipment will have 
on the net power generation of a power plant and 
can be used to design better integrated systems. 
MOO also enables curves of the power station 
power output versus amount of CO2 captured to be 
generated, this can be used by power stations to 
control the amount of power they generate by 
controlling the amount of CO2 that is captured.  

 



Nomenclature 
CCS Carbon Capture and Storage 

MOO Multi-objective optimisation 

SF   Solvent Flow (kg/s) 

LL  Solvent lean loading (molCO2/molK2CO3(s)) 

SP  Stripper Pressure (kPaa) 

Obj.1 Objective 1 

Obj.2 Objective 2 
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Fig.1. A schematic illustration of the mineral 
carbonation process described in this paper. 

2. Methodology  

2.1. Step 1: Extracting Mg from serpentinite 

2.2. Step 2: Mg(OH)2 production 

2.3. Step 3: Reacting CO2 with Mg(OH)2 



3. Experimental procedure 

3.1. Materials 

3.2. Test methods 

3.2.1 Mg(OH)2 production 

3.2.2 Mg(OH)2 carbonation 



Fig. 2. Schematic illustration of the fluidised bed setup 
used for mineral carbonation. 

4. Results and discussion 

4.1. Mg(OH)2 production 

4.2. Mg(OH)2 carbonation 



Fig. 3.  Equilibrium composition for a MgO-Mg(OH)2-
MgCO3 system at 773 K. Gas composition is 
equimolar amounts of CO2 and H2O. 



Fig. 4.  Carbonation results as a function of pressure 
and temperature: a) PTGA, b) fluidised bed 
(other operational variables varied). 

4.2.1. Carbonate analysis 

Fig. 5. TGA result of Mg(OH)2 containing 3.8%-wt 
CO3. Heating rate 10 K/min. 

i.e.



Fig. 6. Cross-sectional SEM images: a) (250x) 
carbonated (51%-wt) serpentinite derived 
Mg(OH)2 sample, b)(500x) an unreacted 
commercial Mg(OH)2 sample. 

Conclusions 
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Appendix 
Table 1. Experimental data for 38 carbonation experiments using a pressurised fluidised bed. The “carbonation 

degree” has been calculated by dividing the CO3 content of a sample with that of an pure MgCO3 sample 
of equal weight. 
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Abstract:

1. Introduction 

2. Process Description  



Fig. 1.  Energy levels of carbon, carbon dioxide and 
carbonate (taken from [4].) 

Fig. 2.  A schematic illustration of the mineral 
carbonation process described in this paper 
(taken from [11]). 

2.1. Reactive Magnesium Production 

2.2. Magnesium Hydroxide Carbonation 

3. Process Thermodynamics 
3.1. Magnesium Silicate Carbonation 



3.2. Production of Magnesium Hydroxide 

Table 1.  Reaction enthalpies and thermodynamics 

Fig. 3. Chemical equilibrium composition of            
reaction products of serpentinite heated 
up with ammonium sulphate (taken from 
[14])  

3.3. Carbonation of Magnesium Hydroxide 



3.4. Combining the Process Steps 

Fig. 4.  Reaction enthalpies vs. temperature for 
extraction of 1 mol of Mg from pure serpentine 
or from Finnish serpentinite, and for the 
carbonation . 
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Table 2. Process energy input requirements (MJ/ kg 
CO2) according to (1) 

 

Table 3. Process energy input requirements (MJ/ kg 
CO2) according to (2) 

Table 4. Serpentinite rock material requirements (kg 
serpentinite / kg CO2) 



4. Process Energy Integration 

5. Conclusions 
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7$/)#"2);  Fossil fuels make an important contribution to the energy mix in Portugal and have major 
environmental impacts through the emissions of greenhouse gases. Therefore reducing CO2 emissions 
in the energy sector has become a major priority for national government. Carbon capture and 
sequestration (CCS) technology has the potential of increasing the flexibility on the achievement 
greenhouse gas emissions reduction by allowing the continuing use of fossil fuels, which guarantees 
feasibility in the energy sector. This work presents the modeling of the main technologies associated to 
the CCS and its implementation into the Portuguese energy system considering different scenarios. 
The implementation of CCS technologies would have a large influence on the national electrical power 
production, having the responsibility for large shares of the emissions reduction that can potentially 
achieved in this sector. For this purpose, the TIMES (Integrated MARKAL / EFOM System) has been 
chosen as the principal tool for building a technical-economic model of the Portuguese energy system 
and its possible evaluation over time. 

K eywords:  CCS, Energy system, Modeling, Portugal. 
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Several different factors drive the development of 
Carbon Capture and Sequestration (CCS) 
technologies worldwide. The biggest motivation 
for expansion of CCS is the climate protection, 
since CCS has possibility for cutting of CO2 
emissions level by high proportion [1]. Also a 
decisive role for the settlement of CCS is energy 
security supply by fossil fuels and commercial 
considerations as enhanced oil recovery (EOR), 
since the use of captured CO2 in EOR can 
increase the yield of oil extraction [2].  
Various technologies for CCS have been 
developed around the world [3]. However, both 
the scale of existing CCS systems and the number 
of CCS commercial and field demonstration 
projects are very small compared to the scale 
necessary for significant and sustained CO2 
emissions reduction. To compass this point it is 
necessary to establish the implementation of this 
new technology by modeling different scenarios 
of main technologies associated to CCS with the 
optimal conditions, economics and environmental 
at first, to reach the right decision in future 
strategy for each country. 

Portugal is one of the countries facing the 
problem of carbon costs due to insufficient 
preparation to achieve its commitments regarding 
the Kyoto protocol and EU Burden-Sharing 
Agreement [4]. A large support was given to the 
implementation of technologies using renewable 
resources on its energy sector due to the country´s 
favorable location for their use. [5,6]. However, to 
assure its energy system performance Portugal 
will supposedly need to maintain fossil fuel usage 
together with a balance development of non-
carbon based energy technologies. This is a 
crucial factor for the feasibility of its energy 
paradigm in the future, since Portugal is highly 
dependent on fossil fuel usage including the 
energy sector [7] and there are still many open 
questions regarding energy storage and total 
capacity availability for the installation of power 
plants using renewable energy sources [8].  
To support any strategy for CCS implementation 
in Portugal very little research on the 
development of CCS was undertaken up to now. 
Preliminary results for CCS deployment in 
Europe suggested that present CCS systems are 
not yet economically viable in Portugal [9], but 
the study also showed that if capture-ready 
becomes a mandatory specification applicable to 



both coal and natural gas power plants, almost all 
EU countries will realize CCS, including 
Portugal. Technological improvement is an 
important drive force for implementation of CCS 
technologies in Portugal. Developments such as 
the introduction of the new combined cycle 
thermoelectric units using natural gas, or the 
improvement of efficiency, namely, the shift from 
hard coal combustion to pulverized coal 
combustion, have already been realized [4]. This 
implies the future implementation of capture 
technologies into Portuguese energy sector 
depends on national regulation, being higher 
restriction on CO2 emissions or higher CO2 prices, 
favorable to CCS implementation. 
In the first part of this paper the Portuguese 
industrial system is studied and further analyzed 
with its major industrial CO2 sources being 
characterized and grouped by clusters, showing 
the emissions location and intensity. This section 
is followed by presenting the structure of TIMES 
model (Integrated MARKAL / EFOM System) 
which has been used to perform and analyze the 
Portuguese electrical system and its evaluation 
during the time. In next section, the modeled 
scenarios are presented and discussed. Into the 
BAU (business as usual) scenario CCS 
technologies have been implemented under 
regulatory aspects explicit by different price 
levels of CO2 taxation and purchase permits under 
the Emissions Trading System in Europe (EU 
ETS). Finally price of electricity generated by 
several involved technologies is also analyzed. 
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The energy mix in the Portuguese energy sector 
reflects the country heavy dependence on fossil 
fuels, mainly for electricity generation [10,11]. 
These installations are large point emitters and 
therefore are suitable candidates for the 
application of capture technologies. Identification 
of the large point CO2 emitters was based on the 
installations included in the National Allocation 
Plan II [12] and the evaluations of the 
corresponding emissions were estimated from the 
technical characteristics of each plant. A more 
detailed analysis reveals of more than 200 entities 
situated in the mainland Portugal (most of them 
indispensable for the economic activity of the 
country) showed that not only centralized 
electricity production is the main responsible for 

the industrial CO2 emissions, also others 
industries are large contributors. Energy intensive 
industries as refineries, cement industry, paper 
and pulp production, ceramic and metal industry 
represent nearly half of the national CO2 
emissions of the energy sector (from total 
30 Tg CO2 in 2006). The IPCC Special Report on 
CCS [1] defined large stationary CO2 sources 
processing at least 0.1 Tg CO2 per year as key 
criteria for economically feasibility of capture 
technology. The main candidates for CCS in 
Portugal were identified under this condition. 
These applicants represent almost 90% of total 
emissions from all installations included in the 
National Allocation Plan II. Fig. 1 shows a map 
with the distribution of these CO2 sources 
characterized by clusters in mainland Portugal 
created by ArcGIS programme. 

 
F ig. 1.  Major industrial CO2 sources in mainland 

Portugal characterized by clusters - CO2 
emissions higher then 0.1Tg per year, data 
based on year 2006. 

It is possible to observe that the majority of large 
point sources are concentrated on the coastline, 
mainly close to the biggest cities as Lisbon and 
Porto. Likewise in Sines area it is located the 
cluster with the highest CO2 emissions due to its 



industrial large activities, specially situated near 
the industrial harbor that serves as maritime hub 
to the continental Europe
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The Integrated MARKAL-EFOM System 
(TIMES) is an energy/economic/environmental 
tool developed by several people related to 
ETSAP - Energy Technology Systems Analysis 
Program [13]. It is used to estimate energy 
dynamics in local [14], national [15,16] or multi-
regional [17] energy systems over a long-term, 
multi-period time horizon. TIMES is a bottom-up 
partial equilibrium optimization model [18]. The 
model is built through a detailed description of 
technologies and commodities that characterize 
the energy system. Then, it computes the 
minimum cost solution that is capable of 
providing the modeled energy demands by 
making decisions on equipment investment and 
operation, primary energy supply and energy 
trades. It is a partial equilibrium model as the 
quantities and the prices in each time period are 
such that the suppliers produce exactly the 
quantities demanded by the consumers, which 
means that the total surplus is maximized.
The main advantage that TIMES has regarding its 
predecessors MARKAL and EFOM is its 
flexibility. With TIMES, it is possible for the user 
to define different lengths for the time periods in 
which a year is divided. Furthermore, it allows 
having different levels of disaggregation for 
different sectors of the model, which can be very 
useful. 
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Necessary enterprise to begin the progress of CCS 
in any country is to set up the technology, 
environmental and regulatory assessment of this 
new technology at national level. For the entire 
design of national energy systems it is necessary 
consider specific factors including regional 
resource endowments, conversion technologies, 
information, time, prices and investment finance, 
operating costs or age of infrastructures. 
Therefore TIMES model has been used to 
perform below described scenarios of the 
Portuguese energy system and its evolution until 
2050. 
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Although previous assessment of the large point 
CO2 sources involved also other installations then 
those related with electricity production, herein 
presented model built with TIMES will only 
analyze the behavior of the electricity sector in 
detail. The base year of the model is 2005 with 
the horizon until the year 2050 and resolution of 
one year period of time. Data regarding demand 
for electricity consumption during the period from 
2005 to 2009 was obtained from the database of 
the Portuguese National Directorate for Energy 
and Geology (DGGE) as presented in Table 1. Up 
to the year 2020 the demand growth is following 
the projection of national transmission operator 
[19] and at later stage the driver factor is implied 
from the growth of population preceded by 
Statistics Portugal [20]. 

Table 1. Electricity consumption in mainland Portugal. 
 Unit 2005 2006 2007 2008 2009 

Demand GJ 172.6 177.0 180.2 182.1 179.5 
 
The supply side of the model covers electricity 
production including fossil fuel power plants, 
cogeneration power plants, and power plants 
using hydro, wind, solar, biomass, biogas and 
combustion of communal waste for electricity 
production. At the base year each fossil fuel 
power plant is interpreted as an individual 
technology since they are the focus of this study, 
including possibility of retrofitting with capture 
technologies. Other technologies are divided into 
different groups of technology depending on the 
source to generate electricity. The techno-
economic data interpreting supply side 
technologies are installed capacity, technical 
lifetime, electrical efficiency, availability factor, 
capital costs, fixed costs and variable costs. 
Table 2 presents the technical characteristics 
describing the existing electricity power plants in 
2005 that were used to build the base year model. 
These values have been obtained from the 
national´s transmission operator (REN) database 
or additionally calculated from technical 
characteristics of the plants. A homogenous 
discount rate of 5 % is applied for all economic 
values. Typical costs for all evaluated 
technologies have been estimated in line with the 
study carried out by PB Power for the Royal 
Academy of Engineering [21].  



The new technologies that are available within 
any period of time evolution that were taken into 
account in this work, include new pulverized coal 
(PC) power plants, new combine gas cycle 
(NGCC) power plants, Integrated Gasification 
Combine Cycle (IGCC) plants and new wind 
onshore plants representing the most suited to be 
installed in Portugal in future [22]. 

Table 2.  Technical characteristics of power plant. 

Source 
Installed 
capacity 
(MW) 

Lifetime 
(years) 

Eff. 
(%) 

Available 
factor 

Coal 1820 40 0.37 0.90 
Natural gas 2190 40 0.55 0.90 
Fuel oil 1752 30 0.32 0.90 
Hydro 4752 100 n.a. 0.20 
Wind 1047 20 n.a. 0.27 
Solar 2.9 20 n.a. 0.15 
Biomass 369 50 n.a. 0.42 
Biogas 8.2 50 n.a. 0.43 
Waste 88 50 n.a. 0.71 
 
In order to satisfy required demand for electricity 
it is allowed the import of electricity from Spain 
under the liberalized Iberian market [23]. The 
price of the imported electricity is considered 
from the historic database of the Iberian 
Electricity Market (MIBEL) between 2005 and 
2010 and this trend is linearly extrapolated and it 
reaches 55 h in 2050. In addition, the model 
takes also assumptions on fuel prices, resources 
availability and CO2 permits trade each as an 
independent parameters. The price of imported 
coal for Portugal is derived from the price referred 
in the Fossil Energy Coalition (FENCO) database 
and the prices of natural gas and fuel oil are 
derived from the price referred by DGGE for the 
base year. Assumptions on fossil fuel prices in the 
future are adopted from the Reference Scenario of 
the World Energy Outlook [24] until the year 
2030. Because of further lack of information it 
has been decided maintain the price constant 
between 2030 and 2050 as the price seems to be 
extremely high already in 2030. Table 3 
summarizes the evolution of the estimated prices 
for electricity and fuels. Across the whole 
presented period it is considered the import of all 
fossil fuels without limitations. The model also 
does not consider any limitations on availability 
of domestic natural resources. In order to force 
the environmental trend of our scenario, 

regulatory restrictions were included for CO2 
emissions produced by the centralized electricity 
system, based on the Portuguese National 
Allocation Plan I and II (PNALE I and II). 
Between 2005 and 2008 the maximum value of 
the emitted CO2 by the electricity sector is limited 
to 22.5 Tg/year (PNALE I). From 2008 to 2050 
the limit is reduced to 15.4 Tg/year (PNALE II), 
however the emissions exceeding this value can 
be exported under the Emissions Trading System 
in Europe (EU  ETS) with a cost of 20 /Mg of 
CO2 up to 7.1 Tg/year over the target. Moreover 
from 2013 onwards all emissions of CO2 are taxed 
with the price equal to allowance permits 
purchase under EU  ETS of the trading system. 
Therefore in this period comes a double cost from 
exceeding the CO2 limit which is the same as in 
the period from 2008 to 2012.  

Table 3.  Assumption on prices ( ). 
 2005 2010 2015 2030 2050 
Electricity 11111 11574 12037 13426 15278 
Coal 1400 1339 1243 1249 1249 
Natural gas 4830 4361 3955 3966 3966 
Fuel oil 8960 7991 7231 7035 7035 
 
The model has been calibrated for the base year of 
2005 and validated by experimental runs from 
2005 to 2008. Upon application of moderate 
boundaries the model showed a supposed 
behavior on the real performance of electricity 
system in this period of time. 
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Scenarios characterized below are created by 
involving CCS into the BAU scenario. Economic 
feasibility for capture technologies, uncertainties 
on storage capacity and future developments of 
energy systems do not allow an easy 
implementation of CCS into the strategy of any 
country. Herein it has been created a strategy of 
the possible configuration for the Portuguese 
electrcity system. This approach determines the 
employment of the capture technologies on PC 
power plants, IGCC plants and NGCC power 
plants starting its eventual run from 2010 
onwards. Technology options for capture CO2 are 
still in progress and only a few of them are in a 
mature state. Therefore in this study several 
options for capture are taken in account 
independently of their stage of development. The 



interpretation of the fossil fuel power plants with 
the capture units is made alike conventional 
technologies. The estimated values are based on 
IPCC Special Report on Carbon Dioxide Capture 
and Storage [1].  
Energy required to operate CO2 capture systems 
reduces the overall efficiency of power 
generation. This leads to increased fuel 
requirements, solid wastes and costs relative to 
the same type of base plant without capture. The 
selection of a capture technology depends of 
many specific factors that vary for each candidate 
entity. However it is not yet clear which 
technologies can easily be applied to address CO2 
capture for the Portuguese industrial system. 
There is also missing detail study for the 
evaluating of the storage potential in mainland 
Portugal for the present. Due to these issues it is 
consider an infinite storage capacity of CO2 with 
no costs on transport and sequestration since they 
both appear to be low in comparison with the cost 
of just the capture of CO2 [25]. 
Three scenarios (SC1, SC2, SC3) implementing 
CCS technologies were created distinguishing 
different evolutions of price for CO2 allowance 
permits and taxes for emitted emissions. In Table 
4 are summarized all the scenarios. 

Table 4.  Price evolution for . 
  BAU SC1 SC2 SC3 
Implementation of CCS No Yes Yes Yes 
2005-2007* Tax 0 0 0 0 
 Permits n.a. n.a n.a. n.a. 
2008-2012** Tax 0 0 0 0 
 Permits 20 20 20 20 
2013-2019** Tax 20 20 20 20 
 Permits 20 20 20 20 
2020-2029** Tax 20 20 50 50 
 Permits 20 20 50 50 
2030-2050** Tax 20 20 50 80 
 Permits 20 20 50 80 
* Maximum allowed CO2 emission up to 22.5 Tg/year. 
** Maximum allowed CO2 emissions up to 15.4 Tg/year. 
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In the period of time from 2005 to 2020 the 
demand for electricity in Portugal is set to grow 
rapidly in our scenario accordingly the study of 
the national transmission operator. The demand in 
2020 is nearly double in comparison to the base 

year. In the following years it is registered a soft 
continued decline lead by a moderate reduction of 
population in Portugal. Fig. 2 presents the 
development of electricity generation by 
technology groups for a BAU scenario during the 
studied period satisfying the required electricity 
demand. Certain technologies maintain practically 
constant production of electricity throughout all 
the 50 years, namely hydro power plants, waste 
combustion and biofuels power plants, and 
cogeneration plants (both combusting fuel oil and 
natural gas). The wind power plants are 
progressing in the near future and already in 2010 
are generating four times more electricity than in 
the base year. On the contrary, fossil fuels power 
plants combusting fuel oil (FO) has come to the 
end of their lifetime and none is built ever again. 
Constraints on CO2 emissions lead to fall of the 
pulverized coal power plants being compensated 
by NGCC power plants. Neither new pulverized 
coal PC nor new IGCC power plants have been 
picked by the model for reasons related to high 
CO2 emission rates, which with taxes to the 
electricity cost become higher than NGCC. 
Deficits in electricity needs are complemented by 
imported electricity. The quantity of solar power 
plants is incomparably small comparing with the 
whole electricity system. 
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F ig. 2.  Electricity generation by technology groups 

accordingly to the BAU scenario. 

To avoid any pointless progress, several 
boundaries have been established. The price of 
imported electricity is low nevertheless the 
received amount has to be limited to provide a 
realistic grid interconnection between Spain and 
Portugal. For the similar reason the wind power 
cannot overpass prospective values of installed 
capacity in future to assure the technical quality 



within grid interconnection, even though the wind 
power generation seems to be a supreme option 
for generating electricity from abounded 
renewable source. Also it has been stressed the 
production of electricity by existing power plants 
in order to maintain them working until the end of 
their lifetime, mainly regarding the least efficient 
power plants combusting fuel oil.  
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When the costs of CO2 taxes and permits are 
applied under the same conditions as for BAU 
none new power plant with carbon capture unit is 
installed. Since this study do not force obligation 
on capture ready power plants in the future, Fig. 3 
shows that under the first scenario (SC1) it is 
economically inconvenient to built new power 
plant with a carbon capture unit in the Portuguese 
electricity system. However this result 
dramatically changes with the increase of the cost 
of taxes and also price for purchasing CO2 
permits. As the price gets higher the optimized 
cost of the system becomes more favorable to 
capture technologies. In SC3 more than 50 % of 
overall produced electricity is generated by IGCC 
power plants with CCS from 2030. In 2050 it is 
the only one technology combusting fossil fuel 
with exception of very small share of combusting 
fuel oil in cogeneration. 
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After 2008 the maximum request for CO2 permits 
from EU  ETS has been settled up to 7.1 Tg/year 

above the constraint on the CO2 emitted. This 
value is proposed from the difference between 
restrictions of PNALE I and II. When higher price 
for these permits is proposed, like on SC2 and 
SC3, the system more favorable set up the power 
plants with capture of CO2 then purchasing the 
permits. This behavior is displayed in Fig. 4. 
After 2030 no permit is bought under any 
conditions in SC2 and SC3. In addition thanks to 
the implementation of power plants with capture, 
the overall CO2 emissions in the electricity sector 
are reduced more than 50 % in SC3 compared to 
BAU, where furthermore a certain amount of 
permits is forced to be purchase in the period 
from 2025 to 2050. Fig. 4 also presents the 
captured and stored amount of CO2 emissions per 
year at SC2 and SC3 (SC2 STG and SC3 STG 
respectively). 
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F ig. 4.  Emitted and captured CO2 emissions within 

each scenario.  
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Fig. 5 provides plots of the cost for generated 
electricity as a function of carbon price for several 
technologies that have been involved within the 
model. The comparison is provided for the costs 
in 2030. The technology with the lowest costs for 
production of electricity in our system is hydro 
power plants, however further large expansion of 
hydro power plants is limited in the mainland 
Portugal. The cheapest technology with CCS is 
IGCC, and therefore it is this technology that 
covers most of the electricity demand in the SC2 
and SC3. 
The cross over price for IGCC is already between 
30 and 35 2 and it explains why in 
SC1 the power plants with capture technology are 
not an option for electricity generation. From 
2020 the demand is decreasing and the required 
demand could be met by the already existing 



IGCC power plants without CCS. When the 

difference in cost between the IGCC with no CCS 
and the IGCC with CCS is enough high to make 
the optimal cost of the system incorporating 
capture technology rather than acquiring the 
necessary permits. This is a homologous 
behaviour observed in the previous figure. 
Similarly the cross over price of 
could be favourable to fit into the proposed 
scenarios (SC2 and SC3) but the lower efficiency 
of this technology involves the purchase of the 
CO2 permits, which leads to the election of IGCC 
with CCS. 
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F ig. 5.  Electricity price as a function of price for CO2 
permits under EU - ETS. 

Wind is playing particular role demonstrating 
higher costs for electricity production in 
comparison with IGCC and PC when both use 
capture unit. However the benefit from an 
abundant domestic source serves as a strong 
argument to bring this technology forward until 
its superior border of feasibility in the future is 
reached. Electricity generated by NGCC with 
CCS is still very costly to conquer a position at 
any of the presented scenarios. 
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Strengthening and expansion of the Emissions 
Trading System (EU  ETS) is a cornerstone on 
the strategy for mitigation CO2 emissions cost-
effectively in Europe. The aim of the EU-ETS is 
to help the EU Member States to achieve 
compliance with their commitments under the 
Kyoto Protocol by allowing the buying or selling 
of emission allowances. National large point CO2 
sources will have to struggle with other emitters 
while bidding for the pretended number of 

allowances determined by The National 
Allocation Plans (PNALE) in each member state. 
The designed scenarios in this case study lighted 
up the possibilities for technology application in 
an economic viable manner and compared the 
price of capture technology with the price of 
allowances assuming worldwide prediction that 
carbon prices will rise up to the point where CCS 
technology becomes profitable. 
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Abstract: This paper presents a methodology aimed at improving the energy efficiency of a brewery
applying process integration techniques. The different steps of the analysis are presented. The first
step is the identification of the process energy requirements and the corresponding heat loads, which
allows the definition of the process hot and cold streams. The Pinch Analysis of the brewery reveals
a heat recovery potential of 36% by improving the heat exchanger system. In order to satisfy the
minimum energy requirements, optimal energy conversion technology configurations are calculated,
taking into account economic and environmental criteria. The integration of suitable utilities is consid-
ered (cogeneration engine combined with heat pumping and refrigeration systems) and the interaction
between them is analyzed. In addition, a thermo-economic optimization is performed in order to de-
termine the optimal heat pump operating temperatures. The results show the opportunity to reduce by
36% the brewery heating bill and by 44% the CO2 emissions through the set up of an optimized utility
configuration when compared to the current one. In addition, the optimal integration shows that the
cooling water consumption of the refrigeration can be suppressed and appropriately be replaced by a
heat pumping effect. The comparison between French and German conditions shows that contrasting
results can be obtained due to the different economic and energy supply configurations. The process
system analysis shows that when considering the recovery of the plant organic waste, bio-methane
can be produced and valorized in the cogeneration engine. In that case, it is demonstrated that the
process can become self sufficient in terms of energy.

Keywords: process integration, pinch analysis, brewery, thermo-economic optimization.

1. Introduction

Beer production (28Mt in 1999, EU-15) ranks 5th

in European food industry and the European beer is
widely exported. Breweries use significant amounts
of water and energy to produce this fresh and tasty
drink. In the current trend of high energy price, en-
ergy efficiency improvement of industrial processes
represents an important way to reduce production
costs. In addition, growing environmental concern
encourages companies to consider innovative solu-
tions not only to reduce the carbon footprint but also
the water consumptions.
In the Top-Down approach developed by D. Muller
et al. [9] for analyzing the energy efficiency of in-
dustrial processes in the food industry, Pinch Anal-
ysis is used to identify the possible heat recovery
by heat exchange between the streams to be cooled
down and the streams to be heated up. Pinch Anal-
ysis [6] targets the minimum heat requirement of
a process through the graphical representation of

the process energy requirements, called composite
curves, and describes how it is possible to achieve
the determined energy targets with a correctly de-
signed network of heat exchangers.
The systemic approach consists of the identifica-
tion and characterization of the main Process Unit
Operations (PUOs). The Top-Down approach [9]
shows that more than 80% of the energy consump-
tion can be explained by describing only 20% of
the units of a factory. For these important PUOs,
models are used to characterize the set of hot and
cold streams that are needed to achieve the oper-
ation. The choice of the minimum approach tem-
perature ∆Tmin allowed by the heat exchangers en-
ables the determination of the process Minimum
Energy Requirements in heating and cooling. Grand
composite curve analysis helps towards identify-
ing opportunities for energy-efficient utility inte-
gration to satisfy the energy requirements, such as
combined heat and power (CHP) systems or heat
pumps (see for example [3]). Optimal utility inte-
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gration can be achieved using a Mixed Integer Lin-
ear Programming (MILP) formulation, as described
by Maréchal and Kalitventzeff [7].
This paper presents the implementation of the pro-
cess integration methodology on a brewery. The re-
sults are presented based on two different scenar-
ios in terms of equivalent CO2 emissions accord-
ing to the substitution options of the electricity mix.
In addition the methodology will be used to assess
renewable energy integration using bio-methanation
of the process waste.

2. Pinch analysis of a brewery

2.1. Process Description

The brewery studied corresponds to a typical brew-
ing process. The target temperatures of the streams
and the proportions of ingredients are determined by
the product recipe. The brewing house is associated
with beer production and is split into two parts:

• a hot part(mashing), described by the block
flow diagram of Figure 1, where the blend of
water and malt (Mash) is firstly brewed at high
temperature (76◦C) so that the activated en-
zymes transform malt starch into sugar. The
Mash is then filtered to obtain the wort, which
is boiled with hops to develop beer flavors.
Wort boiling is an energy intensive operation.
The wort is clarified in a whirlpool to remove
the hops and eventually cooled to the pitching
temperature.

• a cold part, illustrated in Figure 2, mainly
consisting of the wort fermentation by yeast, at
constant temperature (11◦C), during 2 weeks.
The beer is then chilled (-2◦C) and clarified
before being stored in insulated tanks where it
ends its maturation.

The rest of the process consists of the beer packag-
ing. In the process under study, four conditioning
lines package the beer in new bottles, in kegs and in
returnable bottles that are washed beforehand. The
bottles filled with beer are then pasteurized.
A Cleaning in Place (CIP) system with effluent re-
covery, designed to wash the tanks, is also modeled
in the study.

Figure 1: Block Flow Diagram of the Hot Part

Figure 2: Block Flow Diagram of the Cold Part

2.2. Process Integration Assumptions

Table 1: Chosen Values of ∆Tmin/2

Stream State ∆Tmin/2 [∆◦C]
Liquid 2.5
Evaporating 0.8
Condensing 1.7

The Pinch Analysis of the brewery is performed us-
ing the following key hypotheses:

• Thermal losses during heat transfers are not
taken into account.

• Despite the fact that the units are operated in
batch mode, we consider a time averaging ap-
proach, where all the process operations are
considered as being simultaneous. This is done
by calculating the overall energy consumed per
unit of product and dividing it by the mean
hourly production. The yearly operating time
of the brewery is 4992h.

• For each stream, the corresponding ∆Tmin/2
was chosen according to the existing equip-
ments. The associated values of ∆Tmin/2 may
not be optimal; however they are used in the
study, as they correspond with the existing heat
exchangers available in the factory.



2.3. Modeling of the Conditioning Lines

The opportunity of recovering heat from the condi-
tioning lines is worth studying, since bottle washing
and pasteurization devices represent important en-
ergy consumers in breweries. In the process under
study, the conditioning lines account for more than
32% of the current heating demand, which reveals
the importance of modeling and integrating these
units when undertaking the Pinch Analysis of brew-
eries.
As an example, the modeling of the bottle pasteur-
ization device is presented in this paragraph. The
device is considered as a sequence of soaking baths
transferring their heat to the beer bottles passing
through them. The bottles are successively heated
and cooled; the baths thus require respectively heat-
ing and cooling supplies in order to keep a constant
temperature level.
The model considers the different baths at their
corresponding temperatures. This representation
enables the determination of internal heat recovery
potential, as well as between the baths and other
process streams.
In the study, permanent regime is considered. The
current bottle pasteurization device consists of ten
baths maintained at constant temperature levels.
The input and output temperatures of the bottles are
respectively 8◦C/281K and 30◦C/303K. The main
soaking bath is kept at 62◦C/335K.
The computed heat loads of the different baths cor-
respond to the sum of the bottle heat loads and the
heat losses to the surroundings (from conduction-
convection and from radiation). The composite
curves associated with the device can thus be ob-
tained and represented in a (T − Q̇) diagram. Figure
3 shows the composite curves corresponding to the
device operating on the production line n◦4. 40000
bottles of 0.33L/unit are currently pasteurized per
hour by the machine.
In Figure 3, the hot streams are associated with the
baths in heat excess and the cold ones with those
requiring heat. The grand composite curve corre-
sponds to the enthalpy (heat) difference between the
hot and cold streams for each temperature interval.
In Figure 4, the integration shows the possible heat
recovery that can be obtained by transferring hot
water from one cooling bath (hot stream at constant
temperature) to a heating bath (cold stream at con-
stant temperature).

Figure 3: Bottle Pasteurization Device (Line 4) Com-
posite Curves

Figure 4: Bottle Pasteurization Device (Line 4) Grand
Composite Curve

The chosen value of ∆Tmin/2 (2.5◦C) leads to
a pinch corrected temperature T ∗pinch =15◦C
(288.2K), which corresponds to the minimal
bath temperature (Tpinch,cold = 12.5◦C= T ∗pinch −
∆Tmin/2). As a result, the device does not need ex-
ternal cooling, since it is possible to transfer all the
heat excess from the hot streams to the cold ones.
The chosen value of ∆Tmin is an optimal one, since
it is associated with the minimal MER feasible for
the current device (220kW in heating and 0kW in
cooling).
In addition, it can be noted that the device heat
recovery potential is determined not only by the
∆Tmin, but also by the number of baths and by their
temperature levels. Thus, the bottling system design
can be optimized using Pinch Analysis, in particular
through the definition of the minimum number of
baths and their corresponding volumes that can be
expressed as a function of the speed of the bottle
processing.



2.4. Process Integration
The process requirements identified for the PUOs
are used to calculate the maximum energy recovery
in the system. Figure 5 presents the brewery com-
posite curves resulting from the definition of the hot
and cold streams identified in the process.

Figure 5: Brewery Process Composite Curves

Figure 6: Brewery Process Grand Composite Curve

The first observation that can be established is re-
lated to the pinch, detected at the corrected temper-
ature T ∗pinch =285.5K (or 12.5◦C). The pinch point
coincides with the temperature of cold water enter-
ing the process at ambient temperature. As a con-
sequence, all the effluents (hot streams) leaving the
process at a temperature above the ambient tem-
perature must deliver their heat to the process cold
streams.
The computation of the MER for the identified
PUOs enables the identification of opportunities for
energy saving. The results are shown in Table 2 and
reveal a heat recovery potential of 1143kW. The re-
maining heating requirements of the Non Identified

Process Units (NIPUs), i.e. 604kWth, are added to
define consistently the minimum heat requirement
for the entire process. The targeted heating savings
represent 36% of the total heat consumptions.
Table 2: Estimated minimum energy requirement for
∆Tmin,liquid =5◦C

Type MER Present Savings Savings
[kW] [kW] [kW]

Hot Utility 1386 2529 identi f ied 1143 45%
1990total 3133 total 36%

Cooling
Water
(>10◦C)

0 NA NA NA

Refrigeration
(<10◦C) 837 NA NA NA

3. Energy conversion integration
The analysis of the energy conversion system inte-
gration is based on the energy costs [4] and the CO2
emissions [1] of the French industrial sector in 2007
and will be compared to the German case (table3).

Table 3: Energy Costs (without taxes) and CO2

Emissions- France FR and Germany GER (2007)

Cost CO2 Emissions
Electricity FR 54.1 e/MWhe 55kgCO2/MWhe
GER 92.7 e/MWhe 624kgCO2/MWhe
Nat. Gas FR 27.1 e/MWhLHV 231kgCO2/MWhLHV
GER 41.7 e/MWhLHV 231kgCO2/MWhLHV
Water 0.00657 e/m3 -

3.1. Grand Composite Curve analysis
The analysis of the Grand composite curve (Figure
6) leads to the following observations:

• Heat is required at relatively low temperature
levels which offers the opportunity to inte-
grate combined heat and power (CHP) and heat
pumping systems.

• The pinch temperature (T ∗pinch =12.5◦C) corre-
sponds to the ambient conditions. It allows for
integrating the hot stream of the refrigeration
system as a heat source for the process.

• Provided that a heat pumping system is used
to satisfy the needs at medium temperature, an
MVR system can be used to recover the con-
densation of wort steam at high temperature.



This would enable lower temperature heating
requirements to be satisfied by the cooling wa-
ter of a cogeneration engine. Thus, the size of
the MVR system will be related with the heat
delivered by the cogeneration system.

• A refrigeration utility with multiple levels of
evaporation represents an appropriate solution
in order to minimize the exergy losses below
the pinch temperature.

Using a linear programming formulation [7] the
flows of the utility streams are calculated to satisfy
the process requirements at minimum cost.

3.2. Improving the conversion system

Currently, a natural gas boiler generates steam at
high pressure (8.5bar) that is distributed and con-
densed after expansion at 2.2bar and 123.3◦C. For
the cooling supply, the factory uses cold water and
an NH3-refrigeration cycle with two levels of evap-
oration, at -4◦C and -8◦C.
The flows in the utility system are computed to min-
imize the yearly operating costs. In practical terms,
the stream heat loads of the energy conversion tech-
nologies are optimized and added to the process hot
and cold streams

Figure 7: Current Utility Setup: Boiler & Refrigeration
Cycle (RC)

Figure 7 shows the integrated composite curves of
the utility system. The utility streams are repre-
sented by the line “brewery utility” and the process
requirements correspond to the grand composite
curve “Others”. The mechanical work supplied to
compressors (heat pump and refrigeration cycle)
is represented by the line “Mech. Power”. The
analysis of Figure 7 reveals that the current utility
configuration does not prove optimal for multiple
reasons. On the one hand, the use of steam at high

pressure and temperature generates exergy losses,
since the process requires heat at lower tempera-
tures. On the other hand, it can be seen that below
the condensation temperature of the refrigeration
cycle, the process heating requirements are lower
than the heat provided by the condensation of the re-
frigerant. This excess of heat must be evacuated by
cooling water. It is therefore necessary to consider
solutions allowing the improvement of the current
utility configuration.

In order to reduce the exergetic losses due to the use
of high pressure steam, the integration of a cogen-
eration internal combustion engine is considered as
an alternative to the boiler currently in operation.
It appears to be the most relevant technology, as it
is possible to recover heat from both exhaust gases
and cooling water, which can be used in low tem-
perature processes like breweries. Natural gas is
firstly considered. As can be seen in Figure 8, the
exhaust gases enable wort evaporation (T*=373K),
whereas the engine cooling water provides heat to
the process streams below 360K. Fuel conversion
leads to the generation of 1047kW of mechanical
power. Part of this power can be used to drive the
refrigeration cycle compressors, which represents
an important reduction in process electricity bill.

Figure 8: Boiler Replaced with a CHP System

However, the size of the CHP system can still be
optimized and the losses caused by refrigeration
cycle condensation remain a problem that has not
been solved yet. The integration of heat pumps is
eventually considered. The mechanical vapor re-
compression (MVR) of the wort vapor can assist
the evaporation and will reduce the CHP system
size. In addition, this high temperature heat pump is



making the condensation of the refrigeration cycle
useful for process water preheating.
The heat pump operating conditions may influ-
ence the flows and the sizes of the other utility
systems. In order to determine the optimal heat
pump operating temperatures, a multi-objective
thermo-economic optimization is performed. Three
decision variables are considered: the heat pump
condensation temperature, the refrigeration cy-
cle condensation and high pressure evaporation
temperatures. Using the evolutionary algorithm
QMOO ([5],[8]) a set of Pareto-optimal points is
obtained, representing the trade-off between invest-
ment costs and operating costs. The Pareto-optimal
set of figure 10 is divided into two distinct clusters,
characterized by a single value of the heat pump
condensation temperature (see Figure 9), namely
66.5◦C for cluster 1 and 77.5◦C for cluster 2, which
corresponds to the maximal temperatures of the
conditioning line units.

Figure 9: Pareto Front (84 Pareto-optimal points after
2000 iterations)

Figure 10: Two Pareto-Optimal Clusters of Heat Pump
Condensation Temperatures

The high pressure evaporation temperature of the re-
frigeration cycle is converged at 6◦C. The condensa-
tion temperatures are preferably distributed between
45◦C and 50◦C.

Two optimized configurations, including the inte-
gration of MVR and heat pump systems, are pre-
sented in Figures 11 and 12. It can be seen a clear
reduction of exergy losses: utility temperatures are
as close as possible to the temperatures of the pro-
cess energy requirements. One can also observe a
drastic reduction in the energy losses: for the case
where the heat pump condenses at 77.5 ◦C (351K),
external cooling water requirement is close to zero.
Table 4 presents the results associated with the dif-
ferent utility setups. It is considered that the re-
maining heating needs of the NIPUs can be fulfilled
by the use of the current boiler (efficiency 85%),
fed by natural gas. The French case is compared
with the German case where the electricity supply
is sensibly different : higher electricity price when
compared to natural gas cost and electricity being
mainly produced by coal power plants (Table 3).
One can observe that in France, from both an eco-
nomic and an environmental point of view, the most
interesting utility setup consists of using heat pump-
ing systems. The best configuration feature a de-
crease by 36% of the operating costs and 18% of
the total costs when compared with the current util-
ity setup. It shows a drastic reduction in CO2 emis-
sions (44%) and in water consumption. On the con-
trary, in Germany, the higher electricity to gas price
ratio favors cogeneration systems, which in turn en-
ables important reductions in operating costs and
CO2 emissions. It is important to note that only en-
ergy costs are taken into account in the yearly oper-
ating costs. If carbon taxation was considered, the
most environment-friendly setups would be associ-
ated with an increased economic savings.

Figure 11: CHP System+MVR, Heat Pump Condensing
at 66.5◦C, COP=5.37



Figure 12: CHP System+MVR, Heat Pump Condensing
at 77◦C, COP=5.71

Table 4: Results with maximum heat recovery
1. Boiler, 2. CHP, 3. CHP+MVR +HP(Tcond=66.5◦C), 4. CHP+MVR+HP(Tcond=77.5◦C)

Unit 1. 2. 3. 4.
Fuel consumption [kWLHV ] 2088 3279 1677 1140
Electricity [kWe] 184 -863 -80 142
Operating Costs FR [ke/year] 332 210 205 212
Saving potential [%] 0 -37 -38 -36
Operating costs GER [ke/year] 520 283 312 336
Saving potential [%] 0 -46 -40 -35
TOTAL COSTS FR4 [ke/year] 332 308 274 274
Saving potential [%] 0 -7 -17 -18
TOTAL COSTS GER [ke/year] 520 380 381 398
Saving potential [%] 0 -27 -27 -24
CO2 (EDF mix) [tons/year] 2459 3544 1912 1372
Saving potential [%] 0 +44 -22 -44
CO2 (GER mix) [tons/year] 2987 1094 1686 1976
Saving potential [%] 0 -63 -44 -34
Cooling water [kg/s] 17.1 17.1 3.0 0.1
Saving potential [%] 0 0 -82 -99

3.3. Husk Bio-Methanation

Breweries offer the opportunity of recovering en-
ergy through husk bio-methanation. The recovered
biogas can be used as an alternative to natural gas to
feed the cogeneration engine. Knowing the amount
of husk produced per year, it is possible to calculate
the primary energy that can be recovered :

QLHV =
Mhusk × M̃CH4 × vCH4 × LHVCH4

ṽ

75 Nm3 of methane can be recovered from 1 ton of
husk [2], which represents, for the brewery studied,
8287MWhLHV /year=1660kWLHV , corresponding
to a combined production of 677kWe of electric-
ity and the corresponding heat load. The organic
matter is blended and its transformation into bio-
gas by microorganisms requires a specific operating

4Total Yearly Costs = Operating Costs+Annualized Invest-
ment (interest rate=5%, payback time=15 years)

temperature (35◦C) [2], which results in additional
electricity and heat consumptions.

Table 5: Results Bio-Methanation integration with
maximum heat recovery
1. Boiler, 2. CHP, 3. CHP+MVR +HP(Tcond=66.5◦C), 4. CHP+MVR+HP(Tcond=77.5◦C)

Unit 1. 2. 3. 4.
Biogas Engine Size [kWe] 0 -1232 -677 -677
Process Identified Elec. [kWe] 184 184 295 379
Digester Elec. [kWe] 80 123 80 80
Total Elec. [kWe] 264 -925 -298 -219
Biogas Extra Heat [kWth] 39 0 196 434
Boiler (NIPU) [kWLHV ] 664 711 480 200
Operating Costs FR [ke/year] 161 -31 -16 -32
Operating Costs GER [ke/year] 260 -280 -38 -60
Invest. Bio-methanation [ke] 895 2030 1418 1418
Invest. Heat Pumps [ke] 0 0 198 290
TOTAL COSTS FR [ke/year] 238 145 124 115
Savings /ref. [%] -28 -56 -63 -65
TOTAL COSTS GER [ke/year] 338 -105 101 88
Savings /ref. [%] -35 -120 -81 -83
CO2 (EDF mix) [tons/year] 839 566 471 170
Savings /ref. [%] -66 -77 -81 -93
CO2 (GER mix) [tons/year] 1588 -2060 -377 -452
Savings /ref. [%] -47 -169 -113 -115

Table 5 presents the comparison between the differ-
ent options when converting the biogas. The cal-
culated energy consumptions include the NIPU heat
loads that are satisfied by the current boiler supplied
with biogas. The reference investment cost of a bio-
gas installation is 450ke(digester+cogeneration of
100kWe) [2].
Table 5 reveals that bio-methanation on site is the
most economic and environmental solution. In-
deed, the investment in a bio-methanation installa-
tion is highly profitable and makes the process self-
sufficient. In France, bio-methanation allows the
yearly total energy bill to be reduced by 65% and
2’289tons of CO2/year to be saved (93% with re-
spect to reference). The results are also very dif-
ferent between France and Germany. The higher
cost and CO2 content of German grid electricity pro-
motes the cogeneration operated with biogas, which
results in important economic and environmental
profits.

4. CONCLUSION
A methodology based on process integration tech-
niques has been applied to improve the energy effi-
ciency of a brewery.
The definition and the modeling of the identified
process units allows the determination of the heat
recovery potential between process streams using
Pinch Analysis. The analysis of the process com-
posite curves enables a first identification of the util-
ities that can be used to fulfill the determined Mini-
mum Energy Requirements.



A multi-objective optimization method is applied
to define the best utility setup and the correspond-
ing operating conditions that minimize the operat-
ing and investment costs. It has been shown that
integrating combined heat and power system to-
gether with heat pumps can be profitable from both
an economic and an environmental point of view.
A special focus is made on the dependance on the
electricity cost and production mix. The compari-
son between France and Germany is presented: the
contrasted electricity economic and environmental
costs with respect to gas result in a solution promot-
ing heat pumps in France whereas in Germany co-
generation systems prove more profitable.
The opportunity of recovering energy from brew-
ery organic waste through bio-methanation has been
studied. A quantitative analysis shows that the pro-
duction and use of biogas on site leads to a drastic
reduction in the total costs for both cases. However,
the reduction in CHP system operating cost is not
sufficient to substitute heat pumps by cogeneration
if the brewery studied was located in France.
The energy requirements of the brewery are eval-
uated considering a continuous process function-
ing, which limits the accuracy of the results pre-
sented. Indeed, the identified units may not oper-
ate simultaneously, hence the interest of performing
a multi-period analysis, which would require addi-
tional information on instantaneous material flows.
The quantitative results presented are specific to the
brewery studied and it is important to keep in mind
that any process has singularities that can hardly
be transposed into another case study, without prior
verification.

Nomenclature
COP Coefficient Of Performance [-]
Q̇th Heat Load [kW]
LHV Lower Heating Value [MWh/kg]
M Mass[kg]
MVR Mechanical Vapor Recompression
vCH4 Methane Content of Brewery Waste [m3/kg]
MER Minimum Energy Requirement [kW]
M̃ Molar Mass [kg/kmol]
ṽ Molar Volume of Perfect Gases [m3/kmol]
NIPU Non Identified Process Unit
PUO Process Unit Operation
T Temperature [K]
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In this work the possibility and conditions for the inclusion of a system of separation and retention of CO2 from flue
gas (CCS) to existing lignite-fired steam power stations of the Greek energy system is investigated. An exergy and
economic analysis is performed. The results show that it is possible to add a system to capture CO2 from flue gas
using absorption with monoethanolamine (MEA). The case considered is the absorption of 90% carbon dioxide from
the exhaust gases. The paper focuses on the impact of the inclusion of CCS in the power plant and the performance
and emissions from the plant. The addition of this system reduces the emissions of carbon dioxide to the
atmosphere, but increases the specific production of CO2/kWh. It also causes a substantial reduction in net exergy
efficiency of the power plant, reduces electricity production and increases costs. As regards to the economics, the
feasibility of CCS assembly depends on the price of CO2 emissions in the global market. It certainly must not be
forgotten that there is a drastic reduction in carbon dioxide with the addition of the CCS unit. However, the benefits
coming from this action are offset by the increase in fuel consumption. Also, the storage technologies available, raise
questions about their reliability over time, in other words, the time horizon for safe storage of carbon dioxide without
ultimately getting back to the atmosphere. It is concluded that the technologies to capture the CO2, as the one
considered in this work, and others developed so far, are not attractive and valuable solution to reduce greenhouse
gas emissions and to achieve the environmental goals set by international agreements.
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Abstract:  Steel industry is one of energy-intensive industries. Recovery and utilization of waste heat is 
important for reduction of energy consumption in the steel industry. Waste heat occurs in every plant of 
iron and steel works in the form of gases, liquid and solid. In this work, the waste heat considered is the 
flue gases from various process units. The studied steel works is Raahe steelworks (Ruukki), which is 
a fully integrated steel plant. The major process units to generate flue gases at Ruukki are batteries at 
coking plant, cowper at iron making plant and heat furnaces at the rolling mill. The flue gas 
temperatures are in the range of 230 ~ 550 °C, and the flow rates are in the range of 25000 ~ 127000 
Nm3/hour at each stack. The potential thermal energy recovered at each unit is calculated. Organic 
Rankine Cycle (ORC) technique has been applied for electricity generation from the recovered waste 
heat. Some economical parameters such as net present value (NPV), Internal return rate (IRR) and 
pay-back time are presented to show projects’ economical feasibility. Sensitivity analysis of some key 
influence factors, such as equipment cost, electricity price and discount rate, etc. has been made. 
Furthermore, a concept of optimized use of waste heat from an integrated point of view has been 
studied, in which the power plant is also covered. Analysis and discussions on how to utilize waste 
heat to produce steam or electricity towards a more economical solution are presented. 

Keywords:  Waste heat recovery, Organic Rankine Cycle (ORC), Steelworks. 

1. Introduction 
Waste heat occurs in every plant of iron and steel 
works. The reuse of waste heat is important for the 
steel industry to reduce CO2 emission and energy 
consumption. Furthermore, it can help reduce 
thermal pollution to the air and water body. 
Therefore, to recover and reuse the waste heat 
within the steel industry is an interesting research 
topic. 

Waste heat exists in many forms, for instance, flue 
gas from furnaces, hot/cooling water in the heating 
system, hot slag from BF and BOF, radiation and 
convection from hot slabs. The presented paper is 
focusing on the recovery and reuse of waste heat 
from the flue gases at different process units in an 
integrated steel plant.   

There are many ways of using the waste heat 
sources to produce useful products, such as 
electricity, process steam and hot water. Recent 
years, more attentions have been paid on using 
Organic Rankine cycle (ORC) technique to 
recover waste heat from flue gas for electricity 
production. The ORC unit is based on a closed 
Rankine cycle performed adopting a suitable 

organic fluid as working fluid. Conventional steam 
power cycles cannot give a better performance to 
recover low grade waste heat. There are several 
advantages in using an ORC to recover low grade 
waste heat, including economical utilization of 
energy resources, smaller systems and reduced 
emissions of CO, CO2, NOx and other atmospheric 
pollutants. The main advantage of the ORC is its 
superior performance in recovering waste heat 
with a low temperature.  

The ORC is not a new concept, and it has been 
investigated a lot for power generation the last 
decade [1, 2]. Thermodynamic analysis of the 
ORC has been presented in many studies, for 
instance, by Wei et al. [3]. The selection of the 
proper working fluids from the many different 
working fluids plays a significant role for the use 
of ORC process to recover a given waste heat, and 
is determined by the application and the waste heat 
level. The examples of working fluids and their 
thermo physical properties can be found in [2, 4-
5]. The important parameters are for example 
critical temperature, boiling temperature, critical 
pressure and vapour pressure. Unlike water, most 
organic fluids suffer chemical decomposition and 
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deterioration at high temperatures and pressures. 
Therefore, an ORC system must be operated well 
below the temperature and pressure at which the 
fluids are chemically unstable. Most organic fluids 
have relatively low critical pressures and are 
therefore usually operated under low pressures and 
with much smaller heat capacities than water-
vapor cycles.  

ORC technique has been used for electricity 
production in some industries. For example, it has 
been applied to biomass combustion biomass CHP 
[6-8], geothermal plants [9-10] and cement 
industry [11-12]. However, according to authors’ 
knowledge, the ORC application to the steel 
industry has not been reported yet.  

In this paper, ORC technology is used to generate 
electricity by recovering waste heat from flue 
gases streams in a fully integrated steel plant. In 
addition, the other way to reuse the waste heat 
within the plant is also presented for comparison.  

2. An overview of flue gases at 
Ruukki metals and their potential 
utilization 

Raahe steelworks is a fully integrated steel plant 
including production units for coke, sinter, burnt 
lime, oxygen, electricity, hot metal, steel and final 
products of steel plates and coils. Annual crude 
steel production is about 2.8 Million tons. 

The main flue gas sources at Ruukki metals are 
from batteries at the coking plant, cowper stoves at 
the blast furnaces and preheating furnaces at strip 
mill and plant mill. Table 1 shows the stack 
number in each process unit, the distance between 
each stack and the available cooling sources. 

 

Table 1. Stack and cooling water information at 
different process units. 

 Stack 
number 

Stack 
distance 

Cooling 
water 

Coking 
plant 

2 150 m Sea water 

Cowper 2 100 m Sea water 

Plate mill 4 40 m Lake water 
or air 

Strip mill 2 50 m Lake water 
or air 

 

Table 2 shows the fuel types used in each process 
unit. Basically three types of fuel are in use, i.e. 
coke oven gas (COG), blast furnace gas (BFG) and 
liquefied petroleum gas (LPG). COG and BFG are 
generated on site from coking plant and blast 
furnace as by-products in form of process gases. 

Table 2. Fuel used in different process units  

Process unit 
Fuel used 

COG BFG LPG 

Coking plant 1    

Coking plant 2    

Cowper 1    

Cowper 2    

Plate mill 1    

Plate mill 2    

Strip mill 1    

Strip mill 2    

 

As shown in Table 3, the flue gas flow rate is high 
in preheating furnaces at strip mill which 
corresponds to preheating furnaces. Meanwhile, 
the flow rate is low in preheating furnaces at the 
plate mills. The flue gas temperatures are in rang 
of 250 – 550 °C. Table 3 also shows the heat 
capacity, Cp value. The chemical composition of 
the flue gas from each process unit is presented in 
Table 4.  

 

Table 3. Flow rate, temperature and the specific 
heat of flue gases. 

Process unit 
Flow rate Temp. Cp 

Nm3/h °C kJ/Kg·K 

Coking plant 1 109222 250 1.053 

Coking plant 2 114749 230 1.100 

Cowper 1 109991 320 1.090 

Cowper 2 127723 320 1.089 

Plate mill 1 28305 550 1.186 

Plate mill 2 24903 550 1.175 

Strip mill 1 73414 450 1.151 

Strip mill 2 73414 370 1.151 

 

In this paper, case studies of waste heat recovery 
and reuse are performed for cowper and preheating 
furnaces at the strip mill due to high amount of 
sensible heat in these two cases. 



Table 4. Chemical composition of flue gases. 

H2 CO CO2 N2 O2 H2O Others

Coking plant 1 0.0 0.0 17.0 66.2 8.6 8.1 0.0
Coking plant 2 0.0 0.0 4.3 73.0 9.6 13.1 0.0
Cowper 1 0.0 0.0 27.8 65.1 0.7 6.4 0.0
Cowper 2 0.0 0.0 27.6 65.2 0.7 6.5 0.0
Plate mill 1 0.0 0.0 7.7 69.2 0.7 22.3 0.1
Plate mill 2 0 0 7.7 69.2 0.7 22.3 0.1
Strip mill 1 0.0 0.0 8.9 70.3 0.7 20.0 0.1
Strip mill 2 0.0 0.0 8.9 70.3 0.7 20.0 0.1

Exhaust gas composition, %

Process units

 

2.1. Electricity production from flue gas by 
use of ORC technique 

The distance between two stacks at the cowper 
plant is 100 meters. As shown in Fig. 1, two heat 
exchangers are planned for installation, one for 
each stack, to recover the sensible heat from the 
flue gases. The hot source after the heat exchanger 
is slightly pressurized water at 190 °C. The hot 
source is connected to one ORC unit for electricity 
production. 

 

Fig1. Process layout of ORC solution for cowpers. 

The thermal power recovered from flue gas in 
Cowpers is shown in Table 5. 

Table 5. Heat recovery from Cowpers. 

 Cowper 1 Cowper 2 

Inlet Temperature, °C 320 320 

Outlet Temperature, °C 160 160 

Recovered Thermal 
power, MW 

7.329 8.504 

 

As shown in Fig. 2 for the strip mill, for taking 
advantage of the higher temperature level of the 
strip mill, the ORC is fed by thermal oil. Two heat 
exchangers are installed (one for each stack at the 

strip mill) to recover waste heat through the 
thermal oil.   

 

Fig. 2. Process layout of ORC solution for the strip 
mill. 

As shown in Table 6, 15.15 MW thermal power 
will be recovered from the flue gas in the strip 
mill.  

Table 6. Heat recovery from the strip mill. 

 Strip mill 
No. 1 

Strip mill 
No.2 

Inlet Temperature, 
°C 

450 370 

Outlet Temperature, 
°C 

150 150 

Recovered Thermal 
power, MW 

8.777 6.373 

  

Table 7 shows a summary of main technical and 
economical parameters at strip mill and cowper by 
using of ORC technology. As shown in the table, 
the net electricity output for the strip mill and 
cowper are 3.05 MW and 2.70 MW, respectively.  

Table 7. Tech- economical data for ORC solution. 

 Strip mill Cowper 

ORC investment, Million € 3.73 3.55 

Thermal oil investment 3.20  

Hot water investment  3.45 

Total equipment cost, 
Million € 

6.93 7 

Other cost, Million € 0.373  0.355 

Total investment, Million € 7.303  7.355 

Operation cost, Million € 
per year 

0.1 0.1 

Operating hours 7148 8519 



Overall thermal power, 
MW 

15.15 15.83 

Gross electric output, MW 3.55 3.19 

Net electric output, MW 3.05 2.70 

Annual utilized heat 
energy, MWh 

108000 134600 

Annual electric output, 
MWh 

21800 23000 

Gross efficiency, % 23.4 20.2 

Net efficiency, % 20.2 17.1 

 
2.2. Steam production from flue gas 

 

The power plant at Ruukki metals produces 
electricity, which is used within the steelworks. 
The electricity is generated from the steam 
turbines. The high pressure steam (82 bar) is 
provided from the coking plant and from two 
steam boilers in the power plant, as shown in 
Fig.3. Except for the electricity production, some 
amounts of low pressure steam is tapped out for 
the process use, for example steam extraction from 
82 bar to 30 bar (80/30), 80/10 bar. Some other 
process steam (8 bar and 4 bar) are also needed 
and taken from the steam tapping. However, less 
electricity will be generated when process steam is 
tapped from high pressure steam or from lower 
pressure tapping. Other ways to increase the 
electricity production are to generate the process 
steam in separate boilers to reduce steam tapping.   

As shown in Fig. 3, there are three turbines of 
condensing type at the power plant. TG 65 is 
producing 65 MWel and it has many tapping 
points. TG 21 is an older turbine which produces 
21 MWel. The third one, TP01, is used to drive 
blower for blast furnaces representing 10 MWel 
and does not have any tappings. Each turbine has 
its own condenser.  

The recovered waste heat from the flue gas can be 
used to run boilers for steam production. For the 
strip mill case, the thermal oil solution or steam 
boiler can be used to generate 26 bar steam. 
100,000 MWh steam flow in 26 bar is taken from 
early planning in the plant. This steam is used to 
substitute 50% 30 bar and 10 bar, as well as 50% 8 
bar tapped process steam.  

 

 

 

 

Fig. 3. Overviews of  steam turbine process at the 
power plant.  

All steam used in 30 bar and in 10 bar has taken 
from direct reduction. 30 bar steam can be reduced 
to 26 bar, therefore, we can substitute 30 and 10 
bar steam by using 26 bar steam generated from 
the strip mill. As shown in Fig. 3, steam from 
tappings in 30 and 20 bar are going into 8 bar 
steam net.  

Changing factors is used to calculate how much 
electricity could be generated from the untapped 
process steam. Fig. 4 illustrates the correlation 
between steam tapping and electricity production 
in the turbine process. The pressure on curve 
means pressures inside turbine, as shown in Fig.4. 
For 30 bar and 10 bar steam which is directly 
reduced from 80 bar steam, a factor of 3 is used. 
This factor means that 3MW thermal steam (82 
bar) will not go through the turbine for electricity 
production, which can generate 1 MW electricity. 
As for 8 bar steam taken 30 bar and from 20 bar 
tapping, an average factor of 3.75 is adopted. 
Therefore, factor for utilizing 26 bar steam from 
mill plant will be calculated as (3 + 3.75)/2 = 3. 
375. This factor used in this work, which 
corresponds to gross efficiency of 29.6%. By 
calculation, 3.45 MW gross power output will be 
achieved. For the 26 bar steam system, the 
additional electricity is needed for feed water 
pumping and flue gas funs in the strip mill. By 
estimation, the net output will be 3.3 MW if 4-5% 
electricity consumption is assumed.  

 

 

 

 



 

Fig. 4. The ratio of thermal energy and electricity from 

the steam turbine process.   

 

As for the cowper plant, the other option is to 
produce 190 °C water (same as for ORC process) 
by installing heat exchangers at the cowper plant 
to recover the waste heat from the flue gas. This 
hot water can be used to substitute preheating of 
feed water to mill plant, coking plant and feed 
water tank. At the moment, the feed water in these 
two units is preheated to 80-100°C by hot water 
from a feed water tank, which is heated by other 
tapped process steams in temperature to 150°C. 
For this solution, the flue gas temperature is 
assumed to be lowed down to 120 °C from 320 °C. 
By calculation, 20 MW of hot water (190 °C) will 
be produced. This amount of hot water is assumed 
to feed into the power plant to avoid tapping out 4 
bar steam from the turbine. The gross electricity 
output will be 3.33 MW when changing factor of 6 
is used. The net electricity is assumed to be 3.2 
MW. 

As shown in Table 8, the additional net power 
output from the strip mill and cowper using the 
steam turbine solution are 3.3 MW and 3.2 MW, 
respectively. A high investment, 9 million Euro, is 
noticed for steam boiler in the strip mill. The 
thermal oil solution could make the investment 
lower.  

 

 

 

 

 

 

 

 

 

Table 8. Tech- economical data for the steam turbine 
solution.  

 Strip mill Cowper 

Hot water investment  3.5 

Steam (26 bar) production 9.0  

Total equipment cost, 
Million € 

9.0 3.5 

Other cost, Million € 0 0 

Total investment, Million € 9.0 3.5 

Operation cost, Million € 
per year 

0.1 0.1 

Operating hours 8485 8438 

Overall thermal power, 
MW 

15 20 

Gross electric output, MW 3.45 3.33 

Net electric output, MW 3.3 3.2 

Annual utilized heat 
energy, MWh 

100000 170000 

Annual electric output, 
MWh 

28000 27000 

Gross efficiency , % 29 16.5 

Net efficiency, % 28 16.0 

 

2.3. Economic parameters 

The following economic parameters have been 
considered to evaluate the project’s economical 
feasibility.  

Net present value (NPV) is a traditional valuation 
method used in the discounted cash flow 
measurement methodology. NPV is expressed by 
the value of difference between the present value 
of all in-flow cash and outflow cash. The value of 
NPV determines whether or not the project is 
profitable. Positive NPV values are an indicator of 
a potentially feasible project. 

The calculation of NPV can be expressed in 
Equation (1), 

0

1 )1(
C

r
NPV

T

t
t

Ct −
+

=
=

  (1) 

where,  

C0, initial investment including machinery, 
installation, employee training cost, etc. 

Ct, cash flow from year 1-t 

t, the time of the case flow 



r, the discount rate (the rate of return that could be 
earned on an investment in the financial markets 
with similar risk). 

The internal rate of return (IRR) represents the 
true interest provided by the project over its year. 
It is the discount rate at which the NPV of a 
project equals to zero. If the project’s IRR is equal 
to or greater than the rate required by the investor, 
this project is likely to be considered acceptable, 
and vice versa. 

The pay-back time represents the length of time 
that it takes for the owner of a project to recoup 
the initial investment out of the generated project 
cash flow. It is the year in which the NPV of a 
project equals to zero, and can be easily obtained 
by reading the NPV vs. Year curve.  

3. Results 
This section presents the financial results of 
different solutions. The present economic analysis 
has been based on the following assumptions as 
shown in Table 9. 

Table  9. Input economic data.   

Discount rate, % 10 

Project lifetime, year 20 

Tariff, €/MWh 60 

 
3.1. ORC solution 

Fig. 5 presents NPV and IRR value for ORC 
solution at the strip mill and cowper. NPVs are 
positive for both strip mill and cowper indicating 
profitable results for ORC solution. This can also 
be shown from IRR values. IRR values for strip 
mill and cowper are 15.6% and 16.6%, 
repectively. They are greater than the rate required 
at Ruukki, i.e. 10%.  
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Fig. 5. NPV and IRR for ORC solution 

 

As shown in Fig. 6, the pay-back time for these 
two cases are 5.7 years and 6.0 years, respectively.  
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Fig. 6. Pay-back time for ORC solution 

3.2. Steam turbine solution 

As shown in Fig. 7, NPVs for the steam turbine 
solution at strip mill and cowper are 4.0 and 8.6 
million Euro, respectively.  
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Fig.7. NPV and IRR for steam turbine solution 

Fig. 8 indicates a pay-back time of 2.3 year for the 
cowper case and 5.7 year for the strip mill case.  
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Fig. 8. Pay-back time for steam turbine solution. 

 

All the economical parameters indicate that the 
steam turbine solution are enomically profitable.  

 

 



4. Discussions  
The economic analysis performed in this work 
shows that all solutions to recovery and reuse the 
waste heat from the strip mill and cowper are 
economically profitable.  

In general, the project profitability is higher when 
utilizing the recovered waste heat to substitute 
process steam or hot water, which otherwise has to 
be tapped from the steam turbine in the power 
plant. Compared to the ORC solution, more 
electricity will be generated from the steam turbine 
solution. However, the approaches are not the 
same for these two cases. For the strip mill case, a 
higher efficiency in the steam turbine solution 
leads to a more profitable situation than ORC 
solution. As for the cowper case, a lower 
investment for the steam turbine solution makes a 
better profitability than the ORC solution. 

The ORC solution could be chosen when the 
recovered heat could not be used to substitute 
some process related heat.  However, a relative 
long pay-back time is expected.  

The project’s profitability is sensitive to some 
economic parameters, such as tariff, investment 
and discount rate. Fig. 9 illustrates that NPV 
increases with increasing electricity price. 

   

 

Fig.  9. Tariff relative change vs. NPV  

 

The influence of investment change on NPV is 
shown in Figure 10.  It shows a decreasing 
tendency of NPV with increased investment. 
Compared Figure 9 with Figure 10, it is found out 
that tariff is more sensitive than investment.  

 

Fig. 10. Investment relative vs. NPV 

To illustrate the uncertainties of discount rate’s 
influence on NPV, Figure 11 shows that a low 
discount rate will lead to a relative high NPV, and 
vice versa.  

 

Fig. 11. Discount rate vs. NPV 

5. Conclusions 
Waste heat recovery and utilization from flue 
gases in selected process units were studied. Two 
different utilization approaches have been 
considered and compared, i.e. to produce 
electricity by using ORC technique and to 
substitute process steam or hot water in the power 
plant.   

The economic analysis performed in this paper 
shows that all technical options considered are 
economically feasible. The comparisons indicate 
that it is more profitable to utilize the recovered 
waste heat to substitute process steam and hot 
water instead of generating electricity directly 
from ORC units.  

We can conclude that it is better to apply a site-
oriented approach for waste heat recovery and 
reuse in order to achieve a maximum profitability.  
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Enhanced Training on Marine Gas Turbine Degradation Effects  

I. Roumeliotis a, N. Aretakisb, E. A. Yfantisa
, K. Mathioudakisb, P. Kapasakisa  

a Hellenic Naval Academy, Section of Naval Architecture & Marine Engineering, Piraeus, Greece 
b f Athens, Laboratory of Thermal Turbomachines, Athens, Greece 

Abstract:  This paper focuses on the degradation effects on marine gas turbine engines and is introducing the aspect of 
enhanced training in the field of performance monitoring and diagnostics via fault simulation. A particular performance 
model, TEACHES, built for on board training purposes in the frame of Virtual Lab, is employed to demonstrate the effects 
of typical faults on the operation and performance of a specific marine engine of interest. The model allows the 
presentation of basic rules of gas turbine engine behavior and enables users to indulge in different aspects of its 
operation using a graphics user interface. The faults can be easily introduced into different engine components and their 
impact on engine performance can be studied and evaluated allowing the derivation of faults signatures on monitoring 
parameters. A literature review was materialized in order to simulate the degradation effects on each component 
accurately.  

Keywords:  Gas Turbine, Fouling, Erosion, Diagnosis, Simulation. 

1. Introduction 
2. Computer Models and Gas Turbine

Performance Training 
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1 Modeling of Engine Deterioration 

 

igure 1: Schematic representation of a three spool gas 
rbine and its components discrimination 

 

 

 

 

Corresponding Author: Ioannis Roumeliotis, Email: jroume@ltt.ntua.gr



2.2 Visual Interface  

 

 
 

 
  

 

Picture of 
actual engine 

Menu Graphs  

Component 
Parameter 

Output 

Operating Input 

Figure 2: The layout of the basic screen of the engine 
performance simulation and diagnostics software 

 

Figure 3: Engine modification factors characterizing engi
component condition. 

Figure 4: Example of fault signature for main engi
parameters. 

3. Faults Representation  
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1 Compressor Fouling 

 

2 Compressor Erosion 

.

3.3 Compressor Tip Clearance Increase 

3.4 Turbine Fouling 
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 3.5 Turbine Erosion 
 

3.6 Foreign Object Damage 

 

4. Faults Simulation 

Table 1: Component Performance Parameter Variation w
egradation D

Physical Fault Swallowing 
Capacity  
Change (fSW) 

Component 
Efficiency  
Change (fSE) 

fSW/
rati
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ble 2: Component Performance Parameter values for fault 
verity 100% 

hysical Fault Component performance 
parameter values 
fSW,C fSE,C
fSW,C fSE,C
fSW,C fSE,C
fSW,C fSE,C
fSW,T fSE,T
fSW,T fSE,T
fSW,T fSE,T

gure 5: Fault signatures for compressor faults at fault 
verity 100% and for constant TIT @different power settings. 

 
Figure 6: Performance related quantities deviation in function 
of fault severity for compressor faults and constant TIT 
(@Load 100%). 
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Figure 7: Fault signatures for GG Turbine faults at fault 
severity 100% and for constant TIT @different power settings. 

Figure 8: Performance related quantities deviation in functi
of fault severity for GG Turbine faults and constant T
(@Load 100%). 

Figure 9: Fault signatures for Power Turbine faults at fa
severity 100% and for constant TIT @different power setting
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gure 10: Performance related quantities deviation in 
nction of fault severity for Power Turbine faults and 
nstant TIT (@Load 100%). 

Both Turbines Erosion Severity 100%
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gure 11: Fault signatures for the case of both turbines 
oded at fault severity 100% and for constant TIT @different 
wer settings. 

 Concluding Remarks 
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Thermodynamic Analysis of a Post Combustion CO2 
Capture Process 

 
Zeinab Amrollahi a,1

a Department of Energy and Process Engineering, Norwegian University of Science and Technology, 
Trondheim, Norway 

 Ivar S. Ertesvåg a and Olav Bolland a 

 
Abstract: A chemical absorption, post-combustion CO2 capture unit is simulated and an exergy 
analysis was conducted, including irreversibity calculations for all process units. With pinpointing major 
irreversibilities, new proposals for efficient energy integrated chemical absorption process were 
suggested. Moving further to the whole natural gas combined cycle plant with a CO2 capture unit, it has 
been analyzed on an exergetic basis. By defining exergy balances and black-box models for plant 
components, investigation has been made to determine effect of each component on overall exergy 
efficiency. Simulation of chemical absorption plant was done using UniSim Design software with Amine 
Property Package which maintains thermodynamic data. For overall power plant design, GT PRO 
software (Thermoflow, Inc.) was used for simulation of a natural gas combined cycle. For exergy 
calculations, spreadsheets were created with Microsoft Excel by importing data from UniSim and GT 
PRO. By pinpointing major irreversibilities, new proposal for energy-efficient integrated chemical 
absorption process is suggested. Results show that for current chemical absorption plant, the exergetic 
efficiency compared to the reversible separation work lies between 15% and 22%. 

 
Keywords: CO2 capture, Absorption, Exergy analysis 
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1.Introduction 
For a natural gas-capture from flue gases, using 
chemical absorption with aqueous 
monoethanolamine (MEA) is one of the most near-
term technologies.  
Flue gas containing CO2 is flowing through 
absorber while contacting with MEA solvent 
counter-currently. Meanwhile reaction is 
happening between MEA solvent and CO2 forming 
a water soluble salt. A rich MEA stream which 
contains the chemically bound CO2, preheated in a 
heat exchanger is entered to a stripper column to 
reverse the reaction by means of heat maintained 
by a reboiler and lose CO2 content as a stream 
leaving at the top of the column. The lean MEA is 
recycled back to the absorption column while the 
CO2 stream is going to compression section.  
Although it is a well-established separation 
method, the energy consumption and the costs of 
CO2 separation are substantially high and lead to 
consumption of more fossil fuel for the same 
power generation. In order to increase the energy 
efficiency and prevent forced extra costs and 
energy consumption, it is beneficial to optimize 
the process and evaluate the performance of the 

whole system by means of exergy analysis which 
identifies the energy consumption, potential 
improvements and thermodynamic 
irreversibilities. It should be noted that although 
the nature of exergy losses in power plants 
specially combustion chambers are higher than 
those of post combustion CO2 capture plant, but 
because the capture plants are add-ons to existing 
power plants and their design and set-up is still 
under investigation and development, energy and 
exergy analysis, shows more potential of energetic 
and exergetic improvement in these processes. 
 
2. Exergy analysis 
The exergy method of evaluating energy-intensive 
systems integrates the first and second laws of 
thermodynamics at the state of particular 
environmental conditions. Exergy analysis with its 
own certain methods of process evaluation has 
proven to be an efficient method to define the 
second law efficiency of processes. It combines 
the principles of conservation of mass and 
conservation of energy together with the second 
law of thermodynamics to characterize the 
thermodynamic losses of each component of a 



system through the whole design and it enables to 
make possible improvements of work and energy 
consumption. This is an advantageous method to 
approach the goal of more efficient energy-
resource use, since it specifies the locations, types, 
and real magnitudes of irreversibilities either to be 
recovered or inevitably lost.  
In absence of potential and kinetic energy, exergy 
of stream is divided into physical exergy and 
chemical exergy. Physical exergy equals to 
maximum amount of work obtainable when the 
stream of substance is brought from its actual state 
to the environmental state defined by P0 and T0 [4] 
by physical processes involving only thermal 
interaction with the environment. It is depicted as: 
 

0 0 0( ) ( )
ph

h h T s s            (1) 
 
Where h and s are the specific enthalpy and 
entropy and 0 0 0( , )h h T P  and  0 0 0( , )s s T P  for 
the flowing matter. 
The chemical exergy of a substance is the 
minimum work requirement to deliver it in the 
environmental state from the environmental 
substances by means of processes involving heat 
transfer and exchange of substances only with the 
environment. There are tables of calculated 
standard chemical exergy of various substances in 
literature [1]. Molar chemical exergy of an ideal 
mixture is expressed as 
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Figure 1: Flow sheet 
of CO2 capture and 

compression units 
designed by UniSim 
Design 
 
 
 
 
 
 

 
Exergy loss of each individual unit can be 
calculated by finding the difference between the 
exergy of input and output streams of a unit 
operation. To pinpoint irreversible losses in each 
unit operation, the exergy balance for steady state 
steady flow is used;  

0(1 )j j l k k
in l outl

Tm Q m W I
T

    (3) 

Flow exergy    Heat exchange      Flow exergy   Work    Irreversibility  
into system                                    out of system          
 
Exergy analysis can be done when composition 
and thermodynamic properties of all streams 
involving in capture process are available. For this 
purpose, a simulation software model is used to 
simulate the whole CO2 capture process. By 
transferring stream physical properties and 
compositions to excel spreadsheets, exergy 
calculations are performed and reported.  
To calculate the chemical exergy of each stream 
containing MEA component there is a need of 
chemical exergy of the MEA molecule in the 
liquid phase. The value which is used in these 
calculations is not found directly from literature 
but estimated. The value is 1.274 · 106 kJ/kmol. 
 
3. Methodology 
In the analysis, the mass, energy and exergy 
balances were applied to each unit (valve, pump, 
heat exchanger, etc.) of the plant.  For presentation 
purposes, the plant was subdivided into sections 
comprising one or more units. These sections were 
the gas turbine, heat recovery steam generator 
(HRSG), steam turbine and condenser, CO2 
absorption column, main heat exchanger of CO2 
capture plant, stripping section, compression 
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section. The irreversibility of a section was the 
sum of the irreversibilities of the contained units. 
Chemical and physical exergy of all streams was 
functioned in excel spreadsheets. Furthermore, 
exergy analysis calculations for the designed 
power plant were derived from GTPro 
Thermoflow software calculation which will be 
depicted later. The reference environment is the 
local environment of the place where the natural 
gas fired power plant is located which it is 
assumed in here with ambient temperature T0= 
298.15 K and pressure P0=101.325 kPa. 
As mentioned before, this study is limited to the 
analysis of the physical exergy and chemical 
exergy. Other forms of exergy as kinetic and 
potential are insignificant in these processes so 
they are ignored. The degradation and 
consumption of the MEA solvent was neglected in 
CO2 capture unit.  

4. Base case model 
As a base case, the CO2 separation with MEA 
absorption model shown in Figure 1 is designed 
according to the capture rate that is set to 90.5%.  
This capture rate for the base case was attained by 
MEA weight percentage of 30 and solvent 
circulation rate of 2500 t/h and reboiler duty of 
5.12 · 108 kJ/h. Reboiler energy consumption is 
3.86 (MJ/kg of separated CO2) which is produced 
by the steam flow of 64.35 kg/s .Total mechanical 
work needed for the capture and compression unit 
is mentioned in Table 1. CO2 compression was 
done in 3 stages with adiabatic efficiencies of 

85%, 85% and 80% respectively with intermediate 
cooling after each stage. A pump further raised the 
pressure from 79.7 bara to 110 bara. The pump 
adiabatic efficiency was set to 75%. 
 

Table 1: Total mechanical work demand for post 
combustion CO2 capture plant 

 
 
 
 

 
 
Table 2: Power plant summary 
 

 
 
 
 
 
The virtual power plant that is connected to the 
CO2 capture process provides mechanical work to 
cover the demand of the CO2 capture unit as well 
as the steam demand of the regeneration reboiler. 
A complete schema of the designed combined 
cycle power plant is shown in Figure 2 with key 
stream information. The plant key data are shown 
in Table 2.  

 
Figure 2: Flowsheet of the designed power plant 

 Power 
Output MW 

Elect. Eff. 
LHV% 

 gross net gross net 

Gas Turbine 282.7  39.22  
Steam 92.7    

Plant Total 375.4 368.2 52.08 51.09 

Work demand MJ/kg CO2 separated 
Power production penalty 0.89 

compression work 0.29 
Auxiliary power 0.16 

Total  1.34 



The fuel was considered as natural gas without 
H2S with 722087 kW thermal as lower heating 
value and flow of stack gas is 686.4 kg/s with 
molar composition of 3.82% CO2, 12.54% O2, 
8.24 % H2O, 75.4% N2 and temperature of 412.5 
K which is going to be cooled in capture unit. 
 

5. Results 
 
5.1 Natural gas fired power plant 
The results of exergy calculation for specified 
natural gas fired power plant designed by GTPro 
Thermoflow software are shown in Table 3. 
 
Table 3: Plant exergy analysis 
 kW MJ/kg CO2 

separated  
Exergy In  739008 19.96 
 Fuel exergy  727460 19.65 
 Ambient air exergy  0 0,00 
 Condenser cooling water in  6359 0.17 
 Process condensate return  5072 0.14 
 Makeup water  1.633 0.00 
Exergy Out  435668 11.77 
 Net electric output  368193 9.94 
 Process steam exergy  45870 1.24 
 Condenser cooling water out  1391.5 0.04 
 Stack gas exergy  20214 0.55 
Exergy Loss  303340 8.19 
 GT exergy loss  255216 6.89 
 HRSG exergy loss  22140 0.60 
 Steam turbine exergy loss  10584 0.29 
 Condenser exergy loss  5960 0.16 
 Non-heat balance related 
auxiliaries  

2616 
0.07 

 Transformer loss  1876.9 0.05 
 Miscellaneous exergy loss*  2369.9 0.06 
 Unaccounted exergy loss**  2577.6 0.07 
* Includes piping loss, ST leakage to external sink, fuel 
compressor loss, condensate pump loss  
** Includes losses from desuperheating, mixing, and 
throttling, small water streams, misc. aux. and heat rejection  
 
5.2 Base case CO2 capture plant  
In Table 4, physical stream characteristics and 
relevant calculated exergy which is used to find 
irreversibility amounts according to exergy 
balance formula are shown. It should be noted here 
that for simulation of streams containing amine 
component, UniSim Design software [3] 
developed a specific property package which 

predicts behavior of systems containing MEA 
solvent. For simulation of other streams Peng-
Robinson equation of state is used. 
 
Table 4: Themodynamical data and exergy of streams 
for the base case model 

 

Stream  
Temperature   
(°C) 

Pressure    
(kPa) 

Mass Flow  

 (kg/s) 

Exergy 
(MJ/kg 
CO2 
separated)
  

1 24.66 11000.00 37 0.67 

CO2 to 
compression 28.00 167.20 37.3 0.486 

2 43 101.30 686.4 0.6 

Inlet abs 49.6 107.30 686.4 0.49 

Flue gas 139.4 101.30 686.4 1 

To water 
scrubbing 52 101.30 663.1 0.61 

3 100.3 172.4 70.22 0.89 

4 119.1 186.20 710.5 129.1 

5 55.5 146.20 710.5 126.1 

Lean Amine Out 119.5 186.20 809 143.2 

Steam 177 400.00 64.35 2.4 

Condensate 143 392.00 64.35 1.3 

Lean Amine in 39.5 107.00 680.4 126.9 

Rich Amine Out 46 106.30 748 125.9 

Rich Amine  110.5 106.30 748 128.7 

 

5.3 Improved model 
Observing the exergy amounts of streams and 
process sections irreversibilities, a new model - 
see Figure 2- with lower energy consumption and 
irreversibility is investigated. The first 
configuration change is to split the Rich Amine 
stream which carries mainly the absorbed CO2 and 
MEA amine and integrating those split streams 
with two streams returning from stripper; the first 
stream is Lean Amine which is also in the base 
case model, but the second stream is Semi-Lean 
stream which is a liquid side stream taken from the 
stripper. The concept behind these modifications is 
to divide the driving force along the stripper into 
smaller segments which makes the separation 
processes closer to its reversible situation and 
decreases the irreversibilities. The largest portion 



of Rich Amine stream coming out of absorber is 
still passing through the Rich/Lean heat exchanger 
1 while its smaller portion is heated through 
Rich/Lean heat exchanger 2 with the Semi-Lean 
stream that is taken from the stripper column and 
recycled back to the absorber. With these new 
changes, there is a chance of approaching exergy 
recovery and decreasing irreversibility amount of 
the whole system. 
 

Table 6: Themodynamical data and exergy of streams 
for new process configuration of CO2 capture unit

 Table 5: Total mechanical work demand for new 
process configuration of CO2 capture unit 

 
The CO2 capture rate for this modified model 
which is shown in Figure 3 is 90.3% and the new 
reboiler duty is 5.1 · 108 kJ/h which is less than 
base case model. Reboiler energy consumption is 
3.83 (MJ/kg of separated CO2) which is produced 
by the steam flow of 63.71 kg/s .Total mechanical 
work needed for the capture and compression unit 
is given in Table 5.  
 
 
 
Figure 3: Flow sheet of new configuration for CO2 
capture and compression units  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Work demand MJ/kg CO2 separated 
Power production penalty 0.88 

compression work 0.29 
Auxiliary power 0.17 

Total  1.34 

Stream  
Temperature   
(°C) 

Pressure    
(kPa) 

Mass Flow 

 (kg/s) 

Exergy 
(MJ/kg CO2

separated)  

1 24.88 11000.00 37 0.675 

CO2 

 to compression 28 167.20 37.3 0.49 

2 43 101.30 686.4 0.6 

Inlet abs 49.6 107.30 686.4 0.49 

Flue gas 139.4 101.30 686.4 1 

To water 
scrubbing 51.7 101.30 662.5 0.6 

3 100.1 172.4 70 0.9 

4 118.5 186.20 714.6 129.2 

5 56.2 146.20 714.3 126.1 

Lean Amine Out 118.6 186.20 809 143.1 

Steam 176.9 400.00 63.7 2.37 

Condensate 143 392.00 63.7 1.26 

Lean Amine in 39.4 107.00 723.8 127.4 

Rich Amine Out 50 106.30 881 148.3 

Semi- Lean 114.5 184.1 130 22 

RA 1 110.1 610 766.3 128.4 

RA 2 114.4 650 136.6 23.6 



Table 7: Irreversibilities by process sections 

Irreversibility [MJ/kg CO2] 
Base case  New 

design   

Flue gas cooler 0.48 0.48 

Blower 0.04 0.04 

Absorption section 0.61 0.64 

Rich /lean  heat exchanger 1 0.01 0.0 

Rich /lean  heat exchanger 2 - 0.01 

Stripping section 0.59 0.51 

compression section 0.12 0.12 

Total  1.85 1.80 

 
5. Discussion 
 
As the exergy calculation results show- Tables 6 
and 7- the magnitude of irreversibilities which is 
currently happening in the absorption and 
stripping sections, motivates the design of similar 
process with configuration changes, which is 
mainly stream splitting and recycling of the 
streams. By taking out a side stream from stripper 
and recycling it through a heat exchanger to the 
absorber, the stream is taking out a considerable 
amount of irreversibility from stripper; but since 
this side stream is cooled before absorber, it 
affects the absorber irreversibilities less. 
Additionally, in the improved model, by splitting 
the feed stream before the absorber and feeding 
them into different trays, the driving forces are 
distributed more evenly along the column height 
which results in lower irreversibility. Furthermore, 
reboiler duty is decreased which will show its 
deduction in the stripper irreversibility amount.  
More to add is since flue gas temperature entering 
chemical absorption plant is fairly the same in 
both models, the irreversibilities of flue gas cooler 
and blower for both of cases are equal.  
Finally, from efficiency point of view, power plant 
with the modified model for CO2 capture has 
slightly higher net electrical efficiency i.e 51.14% 
comparing to the power plant with base case 
model i.e. 51.09%. Since the steam demand in the 
reboiler in the improved model is decreased 
comparing to the reboiler duty of the base case, 
power plant’s steam turbine has higher power 
output (93MW) and electrical efficiency (LHV%) 
increases. It should be mentioned that power plant 
efficiency (LHV%) without CO2 capture is 
56.34%  that is higher than the efficiency of power 
plants with CO2 capture . 
 

6. Concluding remarks 
 
Although the exergy loss in CO2 capture and 
compression units are rather small comparing to 
those lost in Gas turbine, HRSG and steam 
turbine, there are points of potential improvements 
in CO2 capture process. By process configuration 
changes and decreasing regeneration duty, 
improved CO2 capture process with lower heat 
consumption and less irreversibility amount was 
designed. 
Minimum reversible separation work for the flue 
gas stream coming to the CO2 capture plant is 
0.247 MJ/kgCO2. When looking to the actual work 
demand Tables 1&5, it was calculated that for base 
case chemical absorption plant exergy efficiency 
was 18.36% and the modified case gave exergy 
efficiency of 18.37%.  
Current study -as in Table 7- shows that by 
splitting the out-coming streams from the absorber 
and encountering them to various lean MEA 
recycles from the stripper, the irreversibility 
amounts through stripper decreases sensibly. Use 
of other solvents with lower binding energy is 
suggested to decrease the exergy loss of reboiler 
section. In order to minimize the exergy loss, it is 
important to have uniform exergy degradation 
along equipments, which can be an optimization 
idea for the regeneration column, flasher and 
reboiler. Furthermore in order to divide exergy 
losses through the absorption column and stripping 
column, process configuration changes such as 
stream splitting can be performed [5].  
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Abstract: All real processes generate entropy, and loss of power/exergy is usually determined by means of the 
Gouy-Stodola law. The Gouy-Stodola law gives the exact loss of power/exergy if the system only exchanges heat at 
the real environmental temperature or the standard temperature of 298.15K. However, most industrial processes emit 
or absorb heat at a temperature level other than this temperature. In these cases, the Gouy-Stodola law does not 
give the real loss of power/exergy. This paper uses an effective heat emitting or absorbing temperature to calculate 
the real loss of power. The aim of the study is to show the importance of using effective temperatures to calculate the 
real power loss of the system. Power losses are calculated for three industrial unit processes using the effective 
temperature and the standard temperature of 298.15 K. These processes are: 1) heating of water with steam in a 
recuperative heat exchanger, 2) preheating of chips with steam, and 3) refining of chips into pulp in the thermo 
mechanical pulping process (TMP process). Results show that, in addition to the entropy generation rate, the real 
power loss depends on the temperature level at which the system exchanges heat with the surroundings. The 
conventional way to calculate the exergy loss does not take this into account. The difference between power losses 
may become significant if the actual heat exchange takes place at a temperature level much higher than the real 
environmental or standard temperature.  

Keywords: Gouy-Stodola law, effective temperature, exergy loss, power loss, second law analysis. 

1. Introduction 
Exergy is usually defined as the maximum work 
output attainable in the natural environment, or the 
minimum work input necessary to realise the 
reverse process [1]. All real processes generate 
entropy, and loss of exergy is determined by 
means of the Gouy-Stodola law:  
 
Eloss = To             (1) 
 
where To is the reference temperature and  the 
entropy generation rate. From the viewpoint of the 
system, loss of exergy means loss of work or 
power due to irreversibilities caused by the 
system. In this paper the loss in Eq. (1) is always 
called power loss.  Equation (1) also expresses the 
thermodynamic improvement potential of the 
system. 
In most cases [2-8], the reference temperature To 
in Eq. (1) is the real temperature of the 

environment or the standard temperature of 
298.15K. The Gouy-Stodola law gives the exact 
loss of power if the system only exchanges heat at 
the temperature To [9,10].  However, balance 
boundaries of the thermodynamic system can  
always be defined in several different ways, 
depending on the case, and therefore 
thermodynamic systems may emit or absorb heat 
at a temperature level other than the real 
temperature of the environment or the standard 
temperature. In most industrial processes, this heat 
is not surplus heat but useful heat needed in 
processes (e.g. district heating, paper drying).  In 
these cases, the Gouy-Stodola law does not give 
the correct loss of power (i.e. the improvement 
potential of the system) if the real temperature of 
the environment To is used [9, 10].  
Determination of the temperature To in exergy 
analysis is discussed in some papers. In [11], the 
authors state that there is no common agreement 
on a proper definition of the reference 
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environment/temperature for steady state exergy 
analysis of buildings. Kamate et. al. [12] define the 
exergy loss of a component in a cogeneration plant 
as a function of the entropy generation rate and air 
temperature surrounding the component. However, 
the temperature may change substantially from 
place to place [12]. In steam expansion, Bejan [13] 
states that the temperature in Eq. (1) falls 
somewhere between Tout,rev and Tout,real when the 
loss term is calculated (Tout,rev outlet temperature 
after isentropic expansion, Tout,real outlet 
temperature after real expansion). However, Bejan 
does not elucidate on what the temperature in Eq. 
(1) should be. In [14], the thermodynamic 
equivalent temperature has been introduced in 
connection with exergy analysis of thermodynamic 
power cycles. This temperature takes into account 
that the heat transfer temperature changes during 
the process. However, this temperature has not 
been used as a reference temperature in exergy 
analysis. Lampinen et. al. [9]  have presented an 
in-depth theory of the determination of the 
temperature in Eq. (1) to calculate the real loss of 
power. The temperature is called the effective heat 
absorbing or emitting temperature.   
The aim of the study is to show the importance of 
using the effective absorbing or emitting 
temperature in the Gouy-Stodola law to calculate 
the real power loss of the system. The paper also 
tries to explain what differences between power 
losses mean from the viewpoint of the selected 
unit processes.  
Power losses are calculated for three industrial unit 
processes using the effective temperature and the 
standard temperature of 298.15K. The industrial 
processes are: 1) heating of water with steam in a 
recuperative heat exchanger, 2) preheating of chips 
with steam, and 3) refining of chips into pulp in 
mechanical pulping. All the above-mentioned 
processes are selected unit processes of the thermo 
mechanical pulping process (TMP process). Unit 
processes can be studied as stationary flow 
systems.  

2. Theory  
This chapter only summarises the main results of 
the theory presented in more detail in [13].  
The correlation between the real power and 
maximum power output (Eq. 2a) or minimum 
power input (Eq. 2b) to realise the reversible work 
is expressed as follows: 

P = Pmax – Teff           (2a) 
P = Pmin +Teff  ,         (2b) 
where P is the power and  the entropy generation 
rate. Teff is either the effective heat emitting 
temperature T_ or  the effective heat absorbing 
temperature T+, depending on whether the heat 
flows in or out over the system boundaries. These 
temperatures are defined a little later in this 
chapter.   The entropy generation rate for a 
stationary flow system can be written as:    

2

1 T
dQ

ssm inout   (3) 

where sin is the specific entropy at the inlet, sout the 
specific entropy at the outlet, and  the entropy 
generation rate. The temperature T in the integral 
represents the temperature of the boundary over 
which the heat dQ flows to or from the system. 
The first term in Eq. (3) represents the entropy 
generation of the system, and the heat integral the 
entropy generation of the surrounding.  
According to the theory of Lampinen et. al. 
effective heat emitting and absorbing temperatures 
T_ and T+ are defined as follows [13]: 

2

1 T
dQ_

T_
Q_

          (4a) 

2

1 T
dQ

T
Q

          (4b) 

where Q_ is heat emitted from the system and Q+ 
is heat absorbed into the system.  
Most industrial stationary flow systems can be 
approximately treated as adiabatic systems which 
do not exchange heat with the surrounding. In this 
case, the entropy generation rate becomes:  

m

j
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1
,       (5) 

where m  is the mass flow and s the specific 
entropy of the flow. Balance boundaries of the 
system can always be defined case-specially. 
Instead of an adiabatic system, balance boundaries 
can also be defined in such a way that one of the 
flows emits or absorbs heat to or from the system 
representing the surroundings. Let assume that the 
system only emits heat and one flow absorbs it. In 
this case, the entropy generation rate of the system 
becomes: 
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where the missing flow is the flow which absorbs 
heat from the system.  
 Substituting Equations (4a) and (5) in (3), we 
obtain  
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 Equation (7) reduces to  
 

)(
T_
Q_

inout ssm  ,     (8) 

where m is the flow which absorbs heat from the 
system (i.e. the surroundings) and sout and sin are 
outlet and inlet entropies of this flow, respectively. 
Taking into account that Q_ has a negative value, 
the effective heat emitting temperature becomes  

)()(
_

inout

inout

inout ss
hh

ssm
Q_

T  ,  (9) 

where hout and hin are inlet and outlet enthalpies of 
the flow which absorbs heat. If the heat capacity of 
the flow remains constant, Eq. (9) becomes  
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ln
_  ,       (10) 

where Tout and Tin are inlet and outlet temperatures 
of the flow which absorbs heat.  
If the system absorbs heat, the heat absorbing 
temperature T+ is also calculated from Equations 
(9) or (10). In this case, enthalpies, entropies and 
temperatures refer to the flow which emits heat to 
the system.  

3. Description of unit processes 
All processes studied in this paper are selected unit 
processes of the thermo mechanical pulping (TMP 
process). The entire TMP process consists of the 
following unit processes: 1) chipping, 2) chip 
washing, 3) preheating of chips, 4) refining of 
chips with a TMP-refiner, 5) latency removal, 6) 
screening and 7) bleaching. This study focuses on 
the preheating of chips (Fig. 2) and the refining of 
chips (Fig. 3).  

The third unit process in this study is water heating 
with steam in a recuperative heat exchanger (Fig. 
1). The hot water is used as washing water in 
washing of the chips. Sand, metal pieces etc. are 
removed from the chip stream in washing.    
In preheating, chips are moistened and heated to 
soften the fibre and middle lamella lignin. Steam is 
used as the heating medium in preheating. Most of 
liquid water is absorbed into the chips before 
preheating.  
After preheating the chips are refined into pulp in 
the TMP refiner. A considerable amount of 
electricity is consumed in the refining process. 
Most of the electricity supplied to the refiner is 
converted into steam/heat. Steam is generated 
from the dilution water and water absorbed into 
the chips. The inside of the closed refiner is under 
pressure and the pulp is blown out of the refiner by 
means of the steam generated inside the refiner. 
Part of the steam generated (“Steam out” in Fig. 3) 
is used as a heating medium in the paper machine. 
Usually, refining takes place in two stages. Figure 
3 shows the second stage of the refining process. 
In Figure 3, the steam flow mv in the “Chips in” 
stream is steam generated in the first stage.    
Figures 1-3 also show process values used in 
example calculations. Process values have been 
calculated using Balase simulation programme.  
 

Saturated steam in
t, 139 °C

p, 350 kPa
mv, 1,11kg/s

Condensate out
t, 139 °C

p, 350 kPa
ml 1,11kg/s

Water in
t, 25 °C

p, 100 kPa
ml, 10,9kg/s

Water out
t, 77 °C

p, 100 kPa
ml, 10,9kg/s

 
 
Figure1. Water heating (t temperature, p pressure, 
ml mass flow rate of water, mv mass flow rate of 
vapour/steam)  



 
 
Figure 2. Preheating of chips (t temperature, p 
pressure, ml mass flow rate of water, mv mass flow 
rate of vapour/steam, ms mass flow rate of dry 
chips)  
 
 

TMP_refiner

Chips in
t, 150 °C

p, 450 kPa
ms, 5,81 kg/s
ml, 8,68 kg/s
mv, 9,60 kg/s

Pulp out
t, 147 °C

p, 420 kPa
ms, 5,81 kg/s
ml, 9,47 kg/s

mv, 10,75 kg/s

Dilution water
t, 69,7 °C

p, 101 kPa
ms, 0,0004 kg/s

ml, 9,10 kg/s
mv, 0,0 kg/s

Steam out
t, 144,9 °C
p, 360 kPa
ms, 0,0 kg/s
ml, 0,0 kg/s

mv, 7,17 kg/s

Cooling 
water out

Cooling 
Water in 

Shaft work in
20.5MW 

(SEC 0.9MWh/Adt)

 
Figure 3. Refining of chips with a TMP refiner (t 
temperature, p pressure, ml mass flow rate of 
water, mv mass flow rate of vapour/steam, ms mass 
flow rate of dry chips)  
  
 
 
 

4. Results and discussion  
Entropy generation rates over each unit process 
have been calculated using Eq. (5). Entropy values 
of each flow have been taken from the Blase data 
bank and are shown in Table 1.  
 
Table1. Specific entropy values (kJ/kgK) for flows 
in Figures 1-3. 

Flow 
Water 
heating 
kJ/kgK 

Chips 
preheating 
kJ/kgK 

TMP 
process 
kJ/kgK 

Chips in 
*ms 

ml 

mv 

 

 
4.54 
1.03 
 

 
4.78 
1.84 
6.87 

Water in 0.37   
Steam in 6.94 6.98  
Dilution water in   0.95 
Water out 1.04   
steam/vapour out  7.30 6.96 
Condensate out 1.73   
Chips/Pulp out 

ms 

ml 

mv 

 
 
4.64 
1.37 

 
4.77 
1.81 
6.88 

*ms solid, ml liquid, mv steam/vapour  
 
To be able to define the effective absorbing or 
emitting temperature a heat flow representing the 
surroundings must be defined. These flows are 
defined as follows: 

- Water heating: The water flow absorbing 
heat from the condensing steam. 

- Preheating of chips:  The condensing 
steam flow emitting heat to the mixture of 
chips and water flow. 

- Refining of chips: The superheated steam 
generated from the dilution water.    

Effective heat absorbing (T+) and emitting (T_) 
temperatures depend on whether the system 
absorbs or emits heat. In unit processes, these 
temperatures are the following: 

- Water heating: heat emitting temperature 
T_  

- Preheating: heat absorbing temperature 
T+ 

- Refining: Heat emitting temperature T_ 



Effective temperatures have been calculated using 
Equations (9) or (10).   
Entropy generation rates, effective temperatures 
and power losses for all unit processes are shown 
in Table 2. Power losses have been calculated 
using the effective temperature (Ploss1) and the 
standard temperature 298.15K (Ploss2) in the Gouy-
Stodola law.  
 
Table 2. Power losses of unit processes 

Process 
 

kJ/kgK 
T_ 
K 

T+ 
K 

*Ploss1 
kW 

**Ploss2 
kW 

Water 
heating 

1.6 323 - 509 470 

Chips  
heating 0.63 - 411 258 187 

Refining 50.4 408 - 20600 15040 

*Ploss1 = T_  or T+   , **Ploss2 = To  , To = 298.15 
 
What do the power losses in Table 2 then tell us? 
In water and chips preheating, both systems 
generate entropy and Ploss1 expresses what the real 
loss of mechanical work is compared to a 
reversible process. In a reversible process, water 
and chips heating would be carried out in such a 
way that no entropy generation occurs. It is 
impossible to design a reversible process, but the 
entropy generation should be minimised in process 
design. Szargut has published in [1] a good list of 
guidelines to minimise the entropy generation rate 
and power losses in process design.  
In water and chips preheating, the Ploss2 expresses 
what the loss of mechanical work is if the system 
exchanges heat with the surroundings only at the 
temperature of 298.15K and the entropy 
generation rate does not change compared to the 
basic process (Fig. 1 and 2). This means that the 
system does not heat water or the chips flow to the 
desired final temperature, but part of the heat is 
converted into mechanical work inside the system. 
To do this there must be a heating engine inside 
the system. Without the heat engine the entropy 
generation will increase if the heat exchange takes 
place only at the temperature of 298.15K. In 
practice, there is probably not any heat engine 
inside the system and therefore the entropy 
generation rate increases if the effective heat 
emitting or absorbing temperatures decrease.  
In the refining process, the loss term Ploss1 is equal 
to the shaft work supplied to the system (see Table 

2 and Figure 3). The small difference in Plosss1 and 
shaft work values results from rounding. It is an 
obvious result that these values are equal because 
in practice all shaft work is converted into heat in 
refining. Only a very small part of the shaft work 
is needed to break the bonds between fibres. The 
energy needed to break the bonds represents the 
minimum work of the pulping process, and all 
work inputs over this are losses from the 
viewpoint of the process.    
To show that losses are indeed equal to the shaft 
work, power losses have also been calculated for 
two other shaft work inputs. Various shaft work 
inputs have been calculated by changing the 
specific energy consumption (SEC) of the refining 
process. Results of these calculations and the basic 
case (see Fig. 3) are shown in Table 3. Table 3 
also shows the specific energy consumptions used 
in the calculations. 
In refining, the loss term Ploss2 describes the 
minimum power loss for the entropy generation 
rate of 50.4kJ/kgK. The real power loss could be 
reduced by letting the outlet steam expand through 
the turbine. In this case, the cooling water of the 
condenser represents the surroundings and the 
effective heat emitting temperature T_ is 
calculated on the basis of the inlet and outlet 
temperatures of the cooling water. Table 4 shows 
an example of how much the power loss would be 
reduced if the outlet steam could expand through 
the turbine. The example assumes that the turbine 
and condenser do not generate any entropy, and 
therefore the entropy generation rate does not 
change compared to the basic process (Fig. 3). In 
reality, both components generate entropy and the 
power loss is higher than the one in Table 4.  
Normally, the outlet steam from the refining 
process is used in the drying section of the paper 
machine. This either reduces the need for heat 
production or increases power generation in the 
power plant.    
     
Table3. Influence of specific energy consumption 
(SEC) on shaft work and power loss in refining  
SEC 
MWh/Adt 

Shaft work 
MW 

 
kJ/kgK 

T_ 
K 

Ploss1 
MW 

0.6  13.7 33.8 408 13.8 
0.9 20.5 50.4 408 20.6 
1.2 27.3 67.0 408 27.4 



Table 4.Example of a refining process with a 
turbine and a condenser  
Parameter Value 

Cooling water into the condenser Tin, K 298 
Cooling water out of the condenser Tout, K  336 
Effective temperature T_, K 314 
Entropy generation rate , kW/K 50.4 
Power loss Ploss1 , kW 15850 

 
The difference between Ploss1 (effective 
temperature) and Ploss2 (standard temperature) in 
Table 2 depends on the value of the effective 
temperature which is determined by the process 
values. The influence of the process values on the 
difference between the power losses has been 
evaluated in the case of water heating (Fig. 1). 
Figure 4 shows power loss values when the 
temperature of the saturated steam is changed. 
Correspondingly, Figure 5 shows the power losses 
for a case where the outlet temperature of the 
water is changed.  
In both cases, the absolute difference between the 
power losses increases as the temperature rises. 
However, the relative difference (T-/To-1) does not 
change in the case of Figure 4, because the inlet 
and outlet temperatures of the water remain 
constant (see Eq. 10). In the case of Figure 5, the 
relative difference between the power losses 
increases constantly, because the effective 
temperature T_ depends on the outlet temperature 
of the water. However, for outlet temperatures 
below 60oC, the relative difference is less than 6%, 
which is quite a small difference.   
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Figure 5. The influence of the saturated steam 
temperature on Ploss1 (effective temperature) and 
Ploss2 (standard temperature 298K) in the case of 
the water heating process (see Fig. 1)   
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Figure 6. The influence of the outlet temperature 
of the water on Ploss1 (effective temperature) and 
Ploss2 (standard temperature 298K) in the case of 
the water heating process (see Fig. 1)   
 

5. Conclusions 
The results of this study show that the entropy 
generation rate is not an adequate tool for 
comparing the performance of different 
thermodynamic systems. The real power loss also 
depends on the temperature level at which the 
system exchanges heat with the surroundings, and 
therefore the effective heat absorbing or emitting 
temperature must be defined. The results of the 
refining process best show the importance of 
defining the effective temperature. 
The conventional way to calculate the 
power/exergy ignores the influence of the 
temperature because the entropy generation rate is 
usually multiplied with the real environmental 
temperature or the standard temperature. The 
difference between the power losses may become 
significant if the actual heat exchange takes place 
at a temperature level much higher than the real 
environmental or standard temperature (see results 
of the refining process). For this reason the 
conventional way to calculate power/exergy losses 
may give misleading information on the 
performance of thermodynamic systems.    
 
 
 
 
 
 
 



Nomenclature  
h specific enthalpy [J/kg] 
m  mass flow rate [kg/s] 
P Power [W] 
Ploss Power loss [kW] 
Q_  emitted heat flow [W] 
Q+ absorbed heat flow [W] 
s specific entropy [J/kgK] 
T_ effective heat emitting temperature [K] 
T+ effective heat absorbing temperature [K] 
Teff effective temperature [K] 
To standard temperature 298.15K 
 
Greek 
 entropy generation rate [W/K] 
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Abstract: Power generation is an important issue nowadays. The high demand for energy in modern 
life means that the performance of power generation systems is a subject of paramount importance. In 
modern engineering projects, numerical simulation plays a key role in the development and evaluation 
of devices. In this context, an important aspect of the numerical computation of power generation 
systems is the ability to propose a representative model of the system. Since there exist a number of 
known and unknown parameters that may affect the performance of the system and compromise the 
fidelity of the model, the ability to deal with uncertainty is a desirable characteristic. In this paper, a 
combined power cycle, that couples two power cycles such that the energy discharged by heat transfer 
from one cycle is used partly or wholly as the input for the other cycle, is considered. The combined 
cycle has the gas turbine’s high average temperature of heat addition and the vapor cycle’s low 
average temperature of heat rejection and, thus, a thermal efficiency greater than either cycle would 
have individually. For many applications combined cycles are economical, and they are increasingly 
being used worldwide for electric power generation. The major challenges in modeling and simulation 
of the device are the system degradation, measurement errors, and the presence of disturbances of 
unknown sources. To address this issue, an optimal control framework for system modeling and 
optimization is proposed. Aiming to capture the system behavior, a meta-modeling that requires only 
deterministic information is developed. Such approach is shown to be able to deal with the random 
noise of unknown sources, and furthermore is able to build a model by using information from 
computational and experimental sources. Transitions between stages and components of the system 
are modeled by means of an optimal control formulation. It captures the nonlinearities of the system 
dynamics through a cost functional inspired by the Lagrangian formalism. First order dynamic 
constraints are then defined to guide the system to the optimal configuration, subject to algebraic path 
constraints. A feature of the proposed framework is the ability to evaluate both computational and 
experimental power generation plants. Numerical results show the viability of the proposed 
methodology. 

Keywords: power generation, combined cycle, optimal control. 

1. Introduction 
The combined power cycle has increasingly been 
used worldwide not only for generating electricity 
but also for generating steam for desalinization 
plants, pulp factories, paper mills, and all types of 
chemical plants. The conventional combined cycle 
couples two thermodynamic cycles (Brayton and 
Rankine cycles) such that the energy discharged 
by heat transfer from one cycle is used partly or 
wholly as the input for the other cycle, which 
improves overall efficiency. 

In a competitive, market-driven economy, it is 
more important than ever to reduce power 
generation costs and to find solutions that provide 
a rapid return on investment without sacrificing 
long-term reliability and flexibility. Thus, 

combined cycle power plants have become a well-
known and substantial technology for power 
generation due to its numerous advantages 
including high efficiency and low emissions. It is a 
very effective way to increase the thermal 
efficiency. Producing only electrical power the 
overall net efficiency can approach 60% for large 
units above 300 MWe [1-3]. 

 The combined cycle technology provides further 
advantages [4, 5]: 

- thermal efficiencies in excess of 55% are 
possible with current designs; 

- capital cost is relatively low; 
- construction times are short (often 2–3 years); 
- plant is available in a wide range of 

configurations and capacities; 



- the scheme is compatible with a range of fuels 
and, in particular, with gas produced by coal 
gasification plants; 

- less space requirements than the space required 
for equivalent coal or nuclear stations, which 
reduces site constraints; 

- atmospheric emissions are relatively low since 
natural gas produces no ash or SOx, less 
quantities of volatile hydrocarbons, carbon 
monoxide, and NOx than oil and coal, and 
much less CO2. 

Since the efficiency and performance of a 
combined cycle are subjects of paramount 
importance, in this paper a framework for the 
optimal control of a power plant is proposed. 

This subject is addressed as follows. Section 2 
presents the mathematical background for the 
modeling of a standard combined cycle. The 
formulation of system dynamics as differential 
equation in terms of time and Laplace domains are 
presented in Section 3. Section 4 shows the state-
state-space representation, and the optimal control 
formulation is presented in Section 5. The 
numerical result is addressed in Section 6. Finally, 
conclusions are presented in Section 7. 

 

2. Combined Cycle 
 

2.1 Description 

 

Combining gas turbine cycle (Brayton cycle) with 
a medium or low temperature bottoming cycle 
(like the Rankine cycle), is the most effective way 
to increase the thermal efficiency of a gas turbine 
cycle, [6].  

The Brayton Cycle arrangement, also known as 
the gas cycle, is composed of a compressor, a 
combustion chamber, and a gas turbine. The 
Rankine Cycle, whose working fluid is the steam, 
is composed of a pump, a condenser, a heat 
exchanger, and a steam turbine. 

The exhaust gas of the Brayton Cycle is input for 
the superheater. After that, it goes through the 
remainder of the heat recovery steam generator 
(HRSG). 

Energy in the heat exhaust gases is transferred to 
the water, converting the feedwater to steam. After 
expansion in the steam turbine where it is 

condensed. This arrangement is presented in Fig. 
1. 

 

Fig. 1. Sketch of the combined cycle (Brayton/Rankine). 

 

2.2 Mathematical Modelling 

 

In the current analysis, some assumptions are 
taken into account: 

- the system is in steady state; 
- the gas is modeled as an ideal gas; 
- turbines, compressor and pump are adiabatic; 
- kinetic and potential energy variations are 

negligible; 
- the isentropic efficiencies of the gas turbine, 

compressor, pump, and steam turbine are 

%88GT =η , %84c =η , %80p =η  and 

%80ST =η , respectively; 

- the pressure drop of the combustion chamber is 
3%; 

- the pressure drop of both streams (gas and 
steam) in the HRSG is 3%; 

- any pressure loss in the condenser is not 
considered; 

- natural gas with LHV=47,500kJ/kg. 
 

The steam mass flow  and the flue gas mass 

flow  can be determined by applying mass 

and energy balances to the HRSG, [6], as follows: 

 

( ) ( )109vap85gas hhmhhm0 −+−=  (1) 

 

HRSG 



The mass and energy balances applied to the 
power cycle provide the net power produced by 
the gas and steam turbines, namely, 

 

( ) ( )[ ]1254gasgas hhhhmw −−−=  (2) 

 

( ) ( )[ ]78910vapvap hhhhmw −−−=  (3) 

 

vapgasliq www +=  (4) 

 

The temperature (T), pressure (p), and enthalpy (h) 
of the gas and steam states are presented in Table 
1 and Table 2, respectively. The conditions of the 
air inlet are T1=300 K and p1=100 kPa; the 
pressure ratio (p2/p1) is 12.38; the gas turbine inlet 
temperature is T4=1400 K; the gas turbine inlet 
pressure is p4=1200 kPa; the exhaust temperature 
is T5=867.34 K; the steam turbine inlet pressure is 
p14=8 MPa and the outlet pressure is p15=8 kPa. 
The steam property method is the IAPWS-IF97 
[7], and the gas property method is the NASA [8]. 

 

Table 1. Gas cycle states. 

Gas Cycle (GC) 

State T (K) p (kPa) h (kJ/kg) 

1 300 100 11.48 

2 663.53 1238 390.12 

4 1400 1200.86 1297.89 

5 867.34 111 639.46 

6 438.39 101.31 158.72 

 

Table 2. Steam cycle states. 

Steam Cycle (SC) 

State T (K) p (kPa) h (kJ/kg) 

7 314.68 8 173.87 

8 318.04 8502.05 195.29 

9 827.82 8000 3530.97 

10 314.68 8 2296.02 

 

From equation (1), the mass flow ratio is 

 

1427.0
79.99

24.14

m

m

gas

vap
==  (5) 

 

The combined cycle net power is obtained 
applying the data of Table 1 and Table 2, i.e., 

 

MW45www vapgasliq =+=  (6) 

 

3. System dynamics 
 

The state-space approach is a generalized time-
domain method for modeling, analyzing and 
designing a range of control systems. When the 
state-space X is a finite-dimensional normed linear 
space, it is known as a finite-dimensional 
dynamical system. Also, when all motions of a 
continuous-time dynamical system are continuous 
with respect to time t, it is called a continuous 
dynamical system. 
Continuous-time, finite-dimensional dynamical 
systems may be determined, for example, by the 
solutions of ordinary differential equations and 
ordinary differential inequalities. These arise in a 
number of areas in science and engineering, 
including mechanics, circuit theory, power and 
energy systems, chemical processes, and feedback 
control systems, among others. 
When a second-order differential equation 
 

 (7) 

 

is considered, the Laplace transform of the 
equation with zero initial conditions gives 

 

 (8) 

 

 (9) 

 

The corresponding transfer function is 

 

 (10) 

 

By dividing the equation by c and making the 
coefficient of s2 equal to unity, the following 
standard form is obtained 

 



 (11) 

 

Equation (11) is the standard form of the transfer 
function for a second-order system, where K is the 
steady state gain constant;  (rad/s) is the 
undamped natural frequency, and is the 
damping ratio. 

The transient response of a system is independent 
on the input ([10]). Thus, for transient response 
analysis, the system input can be considered to be 
zero, and equation (9) can be written as 

 

 (12) 

 

If  then 

 

 (13) 

 

This polynomial in s is called the characteristic 
equation and its roots s1 and s2 determine the 
system transient response. This response is given 
by the general solution 

 

 (14) 

 

The transient response is classified according 
the criteria given in Table 3. 

 

Table 3. Transient behaviour of a second-order system. 

Discriminant Roots Response type 

b2 > 4ac 
s1 and s2 real 

and different 
Overdamped 

b2 = 4ac 
s1 and s2 real 

and equal 

Critically 

damped 

b2 < 4ac 

s1 and s2 

complex 

conjugate 

Underdamped 

 

When the damping coefficient d of a second order 
system has its critical value dc the system, when 
disturbed, reaches its steady-state value in the 
minimum time without overshoot. The ratio 
between the damping coefficient and its critical 
value defines the damping ratio, i.e.,  

 

 (15) 

 

with damping characteristic defined in Table 4. 

 

Table 4. Damping coefficient. 

=0 No damping 

<0 Underdamping 

=1 Critical damping 

>1 Overdamping 

 

In this paper, the general model of second order is 
supposed to capture the main behavior of a 
combined cycle power plant. 

The inlet flow at the compressor is the control 
variable and the plant net power is the output 
variable. A reference input value is 

s/kg98mref =  and the corresponding plant net 

power is Pref =45 MW. A detailed discussion about 
plant model is presented by [9]. 

Small deviations of the nominal mass flow value 

airm  (kg/s) and the corresponding plant net power 

P (MW) are presented in Table 5. 

 

Table 5. Mass flow and net power. 

airm  P airm  P airm  P 

87 40.01 95 43.69 103 47.37 

88 40.47 96 44.15 104 47.83 

89 40.93 97 44.61 105 48.29 

90 41.39 98 45.07 106 48.75 

91 41.85 99 45.53 107 49.21 

92 42.31 100 45.99 108 49.67 

93 42.77 101 46.45 109 50.13 

94 43.23 102 46.91 110 50.59 

 

There is a high correlation between the input 
and the output P variables. Furthermore, 

normalization of input and output reference values, 
 and  , enables writing the system model 

through dimensionless values. The practical aspect 
of such an approach is that the input  gives 
output P=1, input  has output P=0.9 and 
so on. 

Additionally, system dynamics is supposed to be 
an underdamped, second-order system. The 



workflow proposed in this paper can easily be 
adjusted to also deal with overdamped and 
critically damped systems.  

Without loss of generality, for K=1,  and 
, Equation (11) gives  

 

 (16) 

 

Different damping conditions will be considered 
as disturbance over nominal conditions and will be 
addressed through the numerical methodology.  

A fine tuning can be performed for the 
determination of coefficients. However, the 
current study reinforces the generality of the 
proposed methodology to ensure the convergence 
and stability of the solution for a range of values. 

It should be pointed out that different damping 
factors and natural frequencies are considered by 
means of a straightforward replacement in 
Equation (11). 

 

4. The state-space approach 
 

The state of a system is described by a set of 
first order differential equations in terms of the 
state variables x = (x1, …, xn) and control variables 
u  = (u1, …, um) and can be expressed in matrix 
form by 

 

 (17)
  

where A is the  system matrix and B is the 
 control matrix. 

According to this convention, the system plant 
defined by equation (16) can be rewritten as 

 

 (18) 

 

This is the standard form of the dynamic system 
addressed by optimal control theory. 

 

5. Optimal control 
 

Optimal programming problems for continuous 
systems are problems in the calculus of variations. 

A continuous-step dynamic system is described by 
an n-dimensional state vector x(t) at time t. Choice 
of an m-dimensional control vector u(t) determines 
the time rate of change of the state vector through 
the relations 

 

 (19) 

 

The general optimization problem for such a 
system is to find the time history of the control 
vector u(t) for  to minimize a 

performance index of the form 

 

  (19) 

 

subject to equation (19) with t0, tf and x(t0) 
specified. 

In the present study, the formulation of interest is 
to find the control vector function u(t) that 
minimizes  

 

(20) 

 

subject to 

 

 (21) 

 

 (22) 

 

 (23) 

 

where Mf, Qf are given matrices and A, B, Q, N, 
and R are given constant matrices or matrix time 
functions. The control designer chooses Qf, Q, N 
and R. 

Variational calculus ([11]) may be employed to 
obtain a set of differential equations with boundary 
condition properties, known as the Euler-Lagrange 
equations. The maximum principle of Pontryagin 
[12] can also be applied to provide the same 
boundary conditions by using the Hamiltonian 
function. The Hamilton-Jacobi equation is usually 
solved for the special case of the linear time 
invariant plant with quadratic performance index 
(considered in the present study), which takes the 
form of the matrix Riccati equation. This produces 



an optimal control law as a linear function of the 
state vector components which is always stable, 
providing the system is controllable. 

From Equations (19) and (20), a Hamilton-Jacobi 
equation may be expressed as 

 

 (25) 

 

For a linear, time invariant plant, Equation (19) 
becomes 

 

 (26) 

 

and for a quadratic performance index, Equation 
(21), the equality  

 

 

 (27) 

follows. Introducing the relationship 

 

            (28) 

 

where P is a square, symmetric matrix, the optimal 
control law after some computation is 

 

 (29) 

 

is obtained. Furthermore, some development 
yields 

 

 (30) 

 

which belongs to a class of nonlinear differential 
equations known as the Riccati equation. To 
ensure that the solution is unique and finite, 
matrices Qf and Q must be positive semidefinite 
and matrix R must be positive definite. 

 

6. Numerical result 
 

A numerical simulation was performed to evaluate 
the performance of the proposed methodology. For 

a system dynamics defined according to Equation 
(18) and a performance index given by Equation 
(21), the following parameters were adopted: 

 

 (31) 

 

These values can be adjusted to represent different 
priorities on the performance of states and 
controls.  

By using the Riccati expression, Equation (30), the 
optimal design  K = [1.0  1.4] is obtained. Initial 
and optimal designs are presented in Fig. 2 and 
show the response against impulse signal.  

 

 

Fig. 2.  Initial and optimal impulse response. 

 

The response of the initial design has a peak value 
of 0.458. After the optimization, the response peak 
is successfully decreased to 0.262. The settling 
time is also decreased. Since the procedure is 
independent of the system damping and natural 
frequency, it is able to find the optimal gain even 
after system changes are required (Equation (16)). 

Furthermore, the robustness of the optimal design 
is numerically evaluated. Disturbances between 0 
and 10% on system parameters are artificially 
included. These aim to represent sensor or actuator 
noise, system degradation and unexpected 
operational conditions.  

As a result, K=1±0.1, =0.7±0.07 and n=1±0.1 in 
equation (16). Deviations in system damping is 
summarized on Fig. 3 and deviations in the natural 
frequency is summarized on Fig. 4, according to 
the Gaussian distribution. 

Time 
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Fig. 3.  Histogram of damping coefficie

 

Fig. 4. Histogram of natural frequency
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7. Conclusion 
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The main conclusion of this study is that the 
Linear Quadratic Regulator was able to provide 
significant improvement in system performance 
and has proven to be robust with regard to system 
deviations. 

Future research on this topic includes the 
calibration of the transfer function according to 
data provided by commercial devices and the 
analytical expression for the optimal design. 

Finally, due to the ease of implementation and 
significant improvement of system performance 
the authors believe that the proposed framework is 
a useful tool for power plant control. 

 

Nomenclature 
 

A system matrix 

B control matrix 

h enthalpy, kJ/kg 

LHV Low heating value, kJ/kg 

m  mass flow rate, kg/s 

p pressure, kPa 

P power, MW 

s Laplace domain 

t time, s 

T temperature, K 

u control vector 

x  state vector 

 

Greek symbols 

 isentropic efficiency, % 

 undamped natural frequency, rad/s  

 damping ratio 

 

Subscripts and superscripts 

air air 

C compressor 

gas gas 

GT gas turbine 

liq net 

P pump 

ref reference 

ST steam turbine 

vap steam 
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123,&)*,4  The cogeneration systems fueled by biomass are enhancing considerably the electrical 
energy sales to the national grid. This fact has produced the increase of steam generation parameters 
and the research for more efficient generation systems. The steam boiler represents the most 
important device in the cogeneration systems from the technical and economical point of view. 
Consequently, the boiler performance study could reduce its cost, increasing its thermal efficiency and 
thus could improve the cogeneration systems performance. Therefore, Equipalcool Sistemas 
developed the software INKA´S BOILER, which allows the simulation of the biomass boiler at several 
arrangements of its devices (furnace, super-heater, boiler bank, economizer and air heater). Also, the 
cogeneration system study can be carried out by this software, whose patent has been requested. 
Aiming to validate this software, a bagasse boiler that operates with 200 t/h of steam at 6.57 MPa and 
520 °C, located at the Cerradinho II mill, was simulated. The results simulated were compared with 
measurements  

 

K eywords:  Boiler, Biomass, Cogeneration, Efficiency. 

56'7-,&"8+*,#"-'
Conventional engineering analysis relies heavily 
on empirical correlations and experience to 
develop boiler and auxiliary equipment designs. 
Today design processes must be more accurate 
while minimize development costs to compete in a 
world economy. This fact forces engineering 
companies to take advantage of design tools, 
which enlargeexisting experience and empirical 
data while minimize cost. One tool which excels 
under these conditions is numerical modeling [1]. 
Nowadays there are softwares in the market, 
capable of making the thermal calculation of a 
complete boiler. For instance, the Grate Fired 
Boiler Software [2] is used to design all types of 
stoker fired boilers up to a steam capacity of 
200,000 kg/h. The types of Boilers that can be 
designed include coal, lignite and biomass as fuel. 
Another one is the Heat Recovery Steam 
Generators simulation program  HRSGs [3] that 
is a thermal simulation tool capable of obtaining 
temperature profiles for different configurations 
and also able of simulating the complete plant 
cogeneration cycle.  
It was developed in Brazil the Steam Boiler 
Calculations  SBC [4] which allows the thermal 
and aerodynamic calculation of natural circulation 

boilers with a capacity between 20,000 and 
900,000 kg/h using oil, gas and coal as fuel. With 
the help of this program it is possible to: Project 
new boilers, 
aerodynamical scheme, research the partial load 
boiler operation regimes, select the blower and the 
induced draft fan, and elaborate performance tests 
data. 
The biggest manufacturers of boilers in the world, 
such as Foster Wheeler, Metso, Mitsubishi, 
Kawasaki and the Babcock & Wilcox Company, 
also have softwares for thermal and aerodynamic 
calculations including Computational Fluid 
Dynamics software. 
This work presents the simulation results obtained 
from the bagasse boiler aerodynamic and thermal 
calculation carried out through  
Software. Also, compares this values with that 

measured in the field. 
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This calculation tool was developed by Saccomani 
and Sosa-Arnao for the utilization of Equipalcool 
Sistemas, boilers manufacturer in Brazil.  in the 
process of obtaining patent registration and your 
temporary protocol number is 0000220908082549 
issued in December of 2009. 

Corresponding Author: Renan H. Saccomani, Email: renan@equipalcool.com.br 



This software is capable of aerodynamically and 
thermically simulating any type of boiler, of 
different configurations and quantities of 
superheaters, screens, boiler banks, economizers, 
air heaters, and other devices that compose the 
boiler. 
The user is free to assemble the boiler and use any 
desired fuel, filling up only with the ultimate 
composition and its Lower Heating Value (LHV). 
Also, the Rankine Cycle can be completely 
simulated, because its virtual library contains the 
blocks of condensation and back-pressure turbine, 
deaerator, condenser, regenerator and radiator 
steam. 
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The boiler considered in the simulation was a 
bagasse boiler with 200,000 kg/h of steam at 6.57 
MPa and 520 °C, which was manufactured, by 
Equipalcool Sistemas Ltda, in 2007 and is 
installed in the Cerradinho II mill, in Potirendaba, 
São Paulo State, Brazil, as can be seen in Fig. 1. 

 
F ig. 1.  Boiler installed in the Cerradinho II  mill. 

The boiler configuration assembled in 
BOILER can be observed in the Fig. 2 and the 

identification of each device is shown in the Table 
1. 

 
F ig. 2.  Boiler considered in the simulation. 

Table 1.  Identification of the boiler devices. 

Position Identification Position Identification 

1 Furnace 10 Output Gas 

2 
Secondary 

Superheater 
11 Output Steam 

3 
Primary 

Superheater 
12 Water Inlet 

4 Boiler Bank 13 Primary Air Inlet 

5 Steam Drum 14 Secondary Air Inlet 

6 
Secondary 

Economizer 
15 Air feeding flue 

7 
Secondary Air 

Heater 
16 Condenser 

8 
Primary Air 

Heater 
17 Desuperheater 

9 
Primary 

Economizer   
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The simulation is made by blocks, in other words, 
each block has its own internal function where the 
calculations are performed according to input data 
specified by the user, as well as data coming from 



other blocks, generating the output data, which 
will be passed to the next block of the sequence. 
The main input data for the simulation are: mass 
flow, pressure and temperature of the steam at the 
outlet of the boiler, besides fuel ultimate 
composition and its HHV. However, each block 
has its own specific input data. For instance, in the 
superheater  are inserted: external diameter and 
thickness of the tubes, tubes number per 
serpentine, serpentines number, serpentine length, 
height and depth of the involucre, longitudinal and 
transversal pass, arrangement type: parallel or 
counterflow, as well as steam inlet and outlet 
pressure. 
The calculation starts at the furnace block, 
however this block needs previous data coming 
from others, like the air temperature coming from 
the air heater, so, for the first calculation cycle, 
that data are estimated. 
The convergence is made through the gas outlet 
temperature, which is calculated at the last block 
present in the configuration, see Fig. 2. The 
current calculated temperature is compared to the 
previous one and the cycle is repeated until the 
difference is lower than the parameter established 
by the software. 
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The furnace is the most important boiler 
component. Its primary function is to provide 
adequate space for fuel particles to burn 
completely and to cool the flue gas to a 
temperature at which the convective heating 
surfaces can be operated safely [5]. 
In the furnace block the following calculations are 
carried out: combustion, gas outlet temperature 
and also boiler efficiency. 
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A typical boiler design calculation starts with the 
stoichiometric calculations for the fuel fired 
followed by the energy balance calculations. From 
the stoichiometric and energy balance calculations, 
the rated fuel consumption , the heat retention 
coefficient , and the average specific heat  of 
the flue gas can be determined. To use (1) to 
calculate the flue gas temperature at the furnace 
outlet , the flat surface area A of the 
waterwall tubes, the coefficient  of thermal 
efficiency, and the coefficient  and the 

emissivity  of the furnace must be supplied or 
calculated [5]. 

      (1) 
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The bagasse boiler efficiency is the most important 
parameter on a sugar mill cogeneration system; 
therefore, its calculation helps on cogeneration 
system optimization [6]. 
On the , the boiler first 
law efficiency is analyzed through two proposals: 
Beatón and Lora [7] and ASME Code PTC 4.1 [8]. 
This last one was adapted to bagasse boilers, since 
it has been formulated for coal boilers. 
O
to evaporate the water formed by oxidation of 
bagasse hydrogen content and also by bagasse 
moisture content are discounted in the LHV 
calculation. The boiler efficiency is determined 
from the sum of all heat loss fraction, taking into 
account: exhaust gas , incomplete chemical 
combustion , incomplete combustion due to 
mechanical causes , surface radiation and 
convection , slag and ashes  and bleeding in 
the boiler . 

  (2) 

The first law efficiency by the input / output 
method is calculated through (3). 

       (3) 

Code ASME PTC 4.1 proposal requires the 
determination of losses, heat credits, ultimate 
analysis and higher heating value (HHV) of the 
fuel .The heat losses, considered in the calculation, 

, 
, ,  and ), but the calculation base is the 

HHV. There are some differences in the analysis 
of the boiler exhaust gas heat loss  between the 
two proposals. According to ASME PTC 4.1, this 
heat loss is divided up in three ones: dried gas heat 
loss , heat loss due to water vapor from burning 
hydrogen  and heat loss due to bagasse moisture 
content . The boiler efficiency is determined 
from the sum of all heat loss fractions, according 
(4). 

(4) 



The first law efficiency by the input / output 
method is calculated trough (5). 

      (5) 

These proposals were discussed by Sosa-Arnao et 
al. [9], who concluded that due to the high bagasse 
moisture content to use the HHV as calculation 
base is more adequate. 
!"#"$%&'($)*+,'-.&/0$
The heat exchangers as superheater, screen, boiler 
bank, economizer and air heater, follow the same 
calculation line, and it was modeled according 
Babcock & Wilcox Company Handbook[10]. The 
main calculation involves the heat flux through 
heat transfer coefficient, heat transfer area and log 
mean temperature difference (LMTD) as inlet 
parameters, being this last one calculated  
according the flux type (parallel or counterflow). 
Sometimes, the heat exchangers, as superheater, is 
exposed to radiation from furnace, in this case, 
besides the heat transferred by convection and 
intertube radiation also, the radiated heat from 
furnace is considered.  
The heat transfer coefficient  is a composition of 
the convective and radiation heat transfer 
coefficient from the gas side, and the heat transfer 
coefficient of the fluid (air or steam). 
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To initiate the simulation, it was considered the 
input data that represent the measured physical 
parameters.  
The bagasse ultimate composition (wet basis) 
according [11] and its HHV are showed in the 
Table 2. 

Table 2.  Fuel ultimate composition 

Bagasse 
Moisture 50.00 % 
Ash 1.25 % 
Carbon 23.50 % 
Hydrogen 3.25 % 
Nitrogen 0.00 % 
Oxygen 22.00 % 
HHV 9,325 kJ/kg 

 
The boiler was simulated at the same conditions at 
which the field measurements were made. The 
steam parameters are presented in Table 3. 

Table 3.  Steam parameters at the boiler outlet , in 
operation. 

Steam 
Mass flow 188,000 kg/h 
Pressure 6.57 MPa 
Temperature 520 °C 

 
Just like it is in the real boiler, the air excess 
considered in the burn was 35% and the ambient 
temperature around the boiler was 30 °C. That air 
excess quantity guarantees a complete combustion 
aiming to avoid the formation of carbon monoxide 
CO. 
From the total quantity of air necessary for the 
burn, including air excess, 85% are destined to the 
primary air, which passes by the air heaters, 5% 
for the fuel feeding and the rest are secondary air. 
The temperature of the boiler inlet water coming 
from the deaerator was considered as 120 °C. 
The superheaters are vertical and their tubes are 
arranged in a square format. The secondary 
superheater presents parallel arrangement while 
the primary superheater is counterflow. 
Also, the boiler tubes bank is vertical and have its 
tubes arranged in a square format. The tubes are 
connected directly to the upper and lower boiler 
drums. 
The economizers are horizontal, having their tubes 
arranged in square format. The secondary 
economizer has flat tubes while the primary 
economizer has spiral fin. 
The air heaters are vertical, with staggered 
arrangement of tubes, where the gas passes 
internally and the air passes outside. 
The software has capacity to calculate other air 
heaters types, such as, horizontal air/gas and 
air/steam radiator, if necessary. 
The fig. 3 presents the several measured point 
along the bagasse boiler. Which permits to 
validate the software calculation development. 



 
F ig. 3.  Measured points along the bagasse boiler . 

Table 4. Localization of measuring points. 

Localization Point 
Gas outlet of the Boiler Bank  A 
Gas outlet of the Secondary Economizer B 
Air outlet of the Primary Air Heater C 
Gas outlet of the Secondary Air Heater D 
Gas outlet of the Primary Air Heater E 
Air inlet of the Primary Air Heater F 
Gas outlet of the Primary Economizer G 
Air outlet of the Secondary Air Heater H 
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After inserting the input data that are specified by 
the user in each device, the simulation runs until 
convergence is obtained and the results are showed 
in the s screen. 
The first parameter to be evaluated in a boiler 
project is its efficiency. For the simulated boiler, 
the efficiency was calculated in 86.71 % using 
LHV as calculation base and 69.32 % using HHV. 
The Sankey diagram is presented in Fig. 4. 

 
(a) 

 
(b) 

F ig. 4.  E fficiency calculated using: a) LHV, b) HHV. 

The HHV calculate base highlights the main effect 
of the moisture in the fuel. This can be observed 
by high values of , which represents the heat 
losses due to water evaporation from bagasse 
moisture content. 
In the Table 5, the mass flow data calculated by 

 software are showed. 

Table 5.  Mass F low calculated in the simulation. 

Flow data 
Steam 52.22 kg/s 
Bagasse 23.58 kg/s 
Gas 114.01 kg/s 
Primary air 77.11 kg/s 
Secondary air 9.07 kg/s 
Air Supply 4.54 kg/s 

 
Since Table 5, the relation steam/fuel is 2.21, 
while the relation gas/fuel is 4.84. That last 
relation is very dependent of the bagasse moisture 
content. 



In Table 6, the global coefficients of heat transfer 
for the various heat exchangers are shown and 
compared with typical values for coal boilers [10]. 

Table 6.  Heat transfer global coefficient. 

Heat Exchanger  (W/m2 K) Typical 
(W/m2 K) 

Secondary Superheater 60,71 - 

Primary Superheater  57,73 46,73 

Boiler Bank 49,49 52,75 

Secondary Economizer 68,54 76,32 

Secondary Air Heater 24,32 - 

Primary Air Heater 24,79 28,79 

Primary Economizer 44,11 - 
 
As it was expected the air heaters present lower 
thermal exchange coefficients, what confirms that 
the heat exchange gas/water is more efficient than 
gas/air. 

 
F ig. 5.  Measuring equipment - Testo 330 

In the field, using a Testo 330 portable analyzer, 
see Fig. 5, the gas temperature and composition 
was measured along the boiler, in each heat 
exchanger, starting from the Boiler Bank. In the 
furnace, secondary and primary superheater, the 

limitations of measure equipment. Those numbers 
were compared with the simulated ones, see Table 
7.  
 
 

Table 7. Measured and calculated gas Temperature 
along the boiler.  

Outlet of: Measured 
(°C) 

INKA'S 
BOILER 

(°C) 

Error 
(%) 

Furnace  - 956.8 - 

Secondary Superheater  - 839.8 - 

Primary Superheater - 717.3 - 

A - Boiler Bank 449.7 461.1 2.5 

B - Secondary Economizer 409.2 376.2 8.1 

D - Secondary Air Heater 315.2 310.4 1.5 

E - Primary Air Heater 235.1 237.5 1.0 

G - Primary Economizer 187.1 172.3 7.9 

 

 
F ig. 6.  Comparison between the simulated and the 

measured gas temperature 

In Table 7 it can be appreciated that the higher 
differences happened in the Economizers (8.1 %). 
It is noteworthy that our measuring device has a 
short stem (0,8 m) and measurements of 
temperatures are made near the sides of the 
envelope, not reaching the center of the  measured 
device. Fig. 6 compares the simulated with 
measured gas temperature. 
Table 8 shows the air temperature along bagasse 
boiler, while Fig. 7 presents the comparison 
between these values. 

Table 8.  Air Temperature  along the boiler. 

Outlet of the: Measured 
(°C) 

INKA'S 
BOILER 

(°C) 

Error 
(%) 

F - Forced Fan 31.0 30.0 3.23 

C - Primary Air Heater 155.5 165.6 6.50 

H - Secondary Air Heater 295.0 286.4 2.92 

0 C

200 C

400 C

600 C

800 C

1000 C

A B D E GMeasured

INKA'S BOILER



 

 
F ig. 7.  Comparison between the simulated and the 

measured air temperature. 

From Table 8, it can be observed that the error 
kept practically at the same level, with 6.5% as 
highest ones. For the water/steam flow, the 
simulated temperature in each point of the boiler is 
shown in the Table 9. Measured temperatures are 
not available. 

Table 9.  SimulatedTemperature of the water/steam 
along the boiler. 

Outlet of the:  
INKA'S 
BOILER 

(°C) 
Feed Pump 120.0 
Primary Economizer 162.7 
Secondary Economizer 235.2 
Boiler Bank 283.9 
Primary Superheater 374.9 
Secondary Superheater 527.4 

 
Other important factor in boilers is the 
composition of flue gas, this is reported in Table 
10. The measured values presented in the table are 
an average of collected along the boiler. 

Table 10.  F lue gas composition (mole fractions - dry 
base). 

Element Simulated 
(%) 

Measured 
(%) 

CO2 15,85 15,86 

N2 79,75 - 

O2 4,40 4,30 
 
The software does not consider the production of 
CO in the combustion. The combustion model is 

complete combustion with excess air. 
Nevertheless, the average value of CO measured 
along the boiler was 691 ppm. NOx was not 
measured in field. 
Because of the high humidity of the fuel, the 
calculated percentage of water mass dragged by 
the gas is 17.24 %, which corresponds to a flow of 
29.89 kg/s. Of this total water, 63.25 % is due to 
moisture in the fuel and the remainder is formed in 
the combustion 
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In this work, it was presented the simulation of a 
bagasse boiler with 200,000 kg/h of steam at 6.57 
MPa and 520 °C. The boiler was simulated at the 
same conditions of operation and the results 
obtained by the were 
compared with that obtained in the field. It was 
observed good agreement between measured and 
simulated values, considering that the measured 
points were not adequate, since it should take on 
the middle point of boiler. 
The next stage will be to implement  the second 
law analysis in the software. 
Also the analysis of boiler cost will be executed. 
That will permit to reduce the boiler cost attaining 
high thermal performance. 

,%-.&'(/0)1.#
 effective flat surface area of the furnace, m2 

 higher heating value, kJ/kg 
 specific enthalpy of water vapor at boiler 
outlet, kJ/kg 

 lower heating value, kJ/kg 
 log mean temperature difference, K 

 temperature field coefficient, 
 mass flow, kg/s 
 heat losses due to exhaust gas, % 
 heat losses due to dried gas, % 

 heat losses due to incomplete chemical 
combustion, % 

 heat losses due to incomplete combustion 
related to mechanical causes, % 

 heat losses due to surface radiation and 
convection, % 

 heat losses due to slag and ashes, % 
 heat losses due to bleeding in the boiler, % 
 heat losses due to evaporation of water formed 
from hydrogen in the fuel, % 

0 C
50 C

100 C
150 C
200 C
250 C
300 C

F
C

H
Measured
INKA'S BOILER



 heat losses due to evaporation of water from 
Bagasse moisture content, % 

 temperature, K 
 heat transfer coefficient, kW/(m2 K) 
  average specific heat, kJ/(kg K) 

Greek symbols 
 boiler efficiency (LHV as the basis for 
calculating), % 
 boiler efficiency (HHV as the basis for 
calculating), % 

 coefficient of heat retention 
 excess air coefficient at the furnace exit 
 Stefan-Boltzman constant, W/m2 K4 
 thermal efficiency factor 

Subscripts and superscripts 
 Adiabatic flame 

 Bagasse 
 Furnace outlet 

 Gas 
 State reference 
 Steam 
 Water 
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7$$')$8)72"6-$"#$%$-&#)9&/5%$:&:; presented in ECOS 2008 (Recently published in Energy). In that paper a 
new diagnosis technique based basically on two of the main diagnosis techniques, namely, the fuel impact 
method and the power and heat rate analytical reconciliation method was unveiled. In this same work, a 
method for filtering the effects induced by the control and regulation system was included too. This filtering 
method however was performed in a graphical mode, thus having a cumbersome process. Hence a second 
part is proposed in which a mathematical algorithm used to simplify and accelerate the filtering process of the 
induced effects. The filtering tool is performed on each one of the malfunctions in such a way that the energy 
system will be characterized through filtering maps of Induced Effects in terms of load. This method differs 
from others, in which the anomalous and the reference conditions are characterized by means of a graph 
which shows the heat rate or fuel impact versus the control and regulation system (IGV position in the 
particular case of gas turbines and combined cycles, and TFR load in the case of conventional power plants). 
For validation of the model, a pilot case is presented.%
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The thermoeconomic diagnosis embarked on in 
1992 with a ground-breaking work that proposed a 
method of thermoeconomic diagnosis for industrial 
process, which was called as the Exergy Cost 
Theory (ECT, henceforward) [1]. Such method was 
promptly adopted by others in order to evaluate the 
change in fuel consumption due to the local 
irreversibilities present in thermal systems [2]. 
Later, by using the fundamentals of the ECT, 
Lozano et. al. [3] proposed a method of 
thermoeconomic diagnosis that is called as the Fuel-
Impact Method. There he links the individual 
variation of the specific consumptions of resources 
in each one of the components to the total variation 
of resources in the system. The method has also 
been used by other researchers so as to investigate 
its accuracy in detecting anomalies in different 
systems [4, 5]. In general, the philosophy of these 
methods is to compare conditions of real operation 
with conditions of reference, while maintaining the 
product (power) of the system constant as well as 
the environmental conditions.  

Alternatively, there are the methods which only 
make use of energy indicators to diagnose variations 
in the operation variables of the system; this is the 
case of the works unveiled by Zaleta [6]. He 
proposes a method through which the diagnosis is 
performed by Reconciliation of the Heat Rate and 
Power. Such as, it is based on the comparison 
between two operating conditions characterized by 
the same mass flow rate: one concerning the test 
operation condition (TOC), and the other regarding 
the reference operation condition (ROC). In order to 
give evidence of its use in real systems, it should be 
mentioned that it is currently installed in many of 
the Mexican power plants.  
On the ground that there were different ways of 
performing thermoeconomic diagnosis methods, 
then a group of researches compiled in a series of 
papers the evolution of the different tendencies of 
diagnosis methods [7, 8]. However, most of these 
methods have the disadvantage that require of a 
great capacity of hardware and software, are 
complex in their mathematical formulations and 



matrix resolutions. Besides in order to to increase 
the accuracy of results, hi-tech measurements 
systems are required. Most importantly, the 
quantitative comparison of their results cannot be 
undertaken because of their dissimilarities in 
indicators and methodologies.  
In view of the fact, Pacheco et al [9,10] put forward 
the Fuel Impact Reconciliation Method (F IR M, 
henceforward), which is able of joining the 
advantages of the Fuel Impact Formula Method [5] 
and the Heat Rate and Power Analytic 
Reconciliation Method [8]. In that paper the 
development of the Hybrid Fuel Impact 
Reconciliation Method is explained as well as its 
fundamental idea and mathematical model. 
Likewise it is introduced a technique for filtering 
the effects induced by the regulation system in the 
results of the thermoeconomic diagnosis. However, 
the technique through which the filtering is 
achieved is not well explained thereat, therefore, the 
goal of this paper is to explain at large the 
mathematical fundamentals of such filtering 
technique.  
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The thermodynamic reconciliation method consists 
basically in a comparison between the test operation 
condition and reference operation condition as 
defined in [8]. Both states are assumed to be 
operating at the same mass flow rate and not at 
constant power as the Fuel Impact Method does. 
Results from such conditions are then compared on 
a free variables basis, which have been chosen 
previously as the most probable malfunction causes. 
Such variables are classified as: internal, control 
and external variables, which are thought to be the 
main causes of deviations in the Heat Rate (HR) and 
in the Power Output (W). 
This method permits evaluating the impact of the 
malfunction caused by each free variable (M) on 
both the heat rate and the power output, by 
maintaining the condition of flow rate constant, as 
shown in the following equations (1). 

1 2
1 2

1 2
1 2

...

...

m
m

B B B
B m

m

HR HR HRDHR dM dM dM
M M M
W W WDW dM dM dM
M M M      

(1) 
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In the conventional reconciliation method, the 
mathematical models used for evaluating both the 
heat rate (HR) and power ( ) are defined as a 
function of the number of independent variables 
(i.e. M): 

1 2 3

1 2 3

( , , ,......, )
( , , ,......, )

n

n

HR RT M M M M
W W M M M M

  (2) 

In the methodology proposed in the Reconcilied 
Fuel Impact, both the test and the reference 
operating conditions operate at the same power, 
hence the W term is eliminated from Eq. (2) and a 
new term is proposed to calculate the Fuel Impact 
as: 
 

1 2 3

1 2 3

( , , ,......, )
( , , ,......, )

n

n

HR HR M M M M
FI FI M M M M

              (3) 

It should be noted that the expression for calculating 
the heat rate has not been changed, however, in 
order to evaluate the Fuel Impact the following 
expression is proposed: 

1

*

3600
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i

HR dM W
M

FI              (4) 

where  is the net power of the system.  

On the whole, Eq. (4) represents the Fuel Impact 
caused by the M independent variables, expressed 
in terms of the additional fuel consumption, kW, 
necessary to compensate the impact of each 
malfunction. 
In general, the methodology of the Fuel Impact 
Reconciliation Method, F IR M , consists in: 
1. Simulating the power plant with no anomalies in 

order to obtain the optimum thermodynamic 



state (the reference), but keeping the power at 
the same value of that of the test operation 

2. Defining the free variables for the test condition, 
M in accordance to the mathematical 
method. 

3. Providing the value of the free variables at the 
reference condition, these have to be the same 
defined in the test condition, M , but subject 
to the same power of the test condition. 

4. Determining the additional information required 
for the reconciliation module, i.e., design data of 
devices and correlations between design values 
with no malfunctions.    

5. Developing the Fuel Impact Reconciliation 
module to detect the impacts on fuel due to each 
free variable, while maintaining steady power 
and allowing the system to calculate the flow 
conditions of the main operation. 

6. Filtering the effects induced by the control and 
regulation system to hold constant the power of 
the system. 

However, as mentioned above, the objective of the 
paper is to explain the technique for filtering the 
induced effects. So, in order to show the meaning of 
filtering the effects coming from the control system, 
the following explanation is provided. 
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With regard to Figure 1, there it is plain to 
differentiate two lines: one representing the 
reference state condition and the other one 
corresponds to the actual state condition (i.e. the 
malfunctioning state). Both lines are constructed by 
considering all the operating range of the control 
system; hence each point plotted on the graph 
corresponds to a different position of the Inlet 
Guide Vanes (IGV´s) that represents indirectly the 
load as a function of the mass flow. 
Thus, if a malfunction appears in the system, the 
total power drops with respect to its reference value 
as shown in path BC. So, if the power is wanted to 
be restored, then the regulation system intervenes as 
shown in path AB, producing the induced effects 
thereof. When the control system intervenes, it 
permits a major flow of work to compensate for the 
loss of power, thereby appearing the induced 

effects. This is known in classical thermoeconomics 
as induced effects due to the regulation system. 
When it comes to quantify the anomalies in a 
system, there is always a difference in the total 
value of such malfunctions. This difference is 
originated by the effects induced by the regulation 
system. Hence the necessity of a mathematical 
model to filter such induced effects and that permits 
to isolate intrinsic malfunctions from induced 
malfunctions, in particular, those induced by the 
control system. 

 
F igure 1. Schematic representation of the regulation 

 system control. 
 
In this respect, the works of Verda [10, 11] can be 
highlighted as the pioneering applications of these 
techniques. In his work he proposes a procedure to 
filter the effects induced by the regulation system. 
The method is performed using exergoeconomics 
indicators to disaggregate most of the malfunctions 
induced by the control system. The procedure is 
based on the comparison between the two 
conditions of operation (i.e., reference and test 
conditions) and an assumed set of working 
conditions characterized by the same regulation as 
in the reference condition. 
In an earlier work [9], it was discussed that the 
filtering procedure did consist basically in the 
characterization of the system through a series of 

of exergoeconomic indicators, as seen in Figure 1. 
Accordingly, it is assumed that point A corresponds 
to the test condition or abnormal condition, point B 
represents the reference condition characterized by 



the same power output as in the test conditions; 
whereas, point C stands for the fictitious condition 
that is characterized by the same position in the 
regulation system as in the reference condition. The 
path BC corresponds to the classical analytical 
reconciliation method for diagnosis which is 
performed between the fictitious condition and the 
reference condition. The hybrid fuel impact 
reconciliation method, on the other hand, is 
characterized by path AB. In this particular case, the 
method has been carried out using the Heat Rate as 
diagnosis indicator instead of the fuel impact; 
however, both indicators can be used indifferently.  
For the particular case analyzed in this paper, the 
results of the diagnosis are plotted on a Heat Rate 
versus Net Power graph instead of a Fuel Impact 
versus Net Power graph. 
Accordingly, the effects induced by the regulation 
system are graphically represented by the difference 
in heat rate between C and A states. The 
shortcoming at this particular point, however, is that 
for each malfunction occurring in the system it 
should be required to draw it on the graph. Hence an 
analytical method is presented in the following 
section. 
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As an alternative, the filtering process for removing 
the effects induced by the control and regulation 
system from the diagnosis through maps can also be 
carried out by including an additional equation into 
reconciliation module, see Figure 2.  The 
mathematical procedure consists in integrating a 
polynomial expression, corresponding to the 
malfunction, into the reconciliation module. Then 
whenever the module is called, it carries out the 
differences between the different states for each 
variable, as done in the fuel impact method. So the 
Fuel Impact Reconciliation Method now 
incorporates an additional equation and not only the 
Heat Rate and Fuel Impact indicators, as done 
before, in order to determine the fictitious state and 
the test condition.  
Turning to Equation (5), it shows the three main 
equations governing the modified Fuel Impact 
Reconciliation Method. The third equation has to do 
precisely with the mathematical procedure proposed 

as filtering technique: 
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Finally, the module to perform the modified fuel 
impact reconciliation method, considering the five 
steps explained before as well as including step 6, is 
shown in Figure 2.  
 

1 2

2 3

1, 2, , ,

1,

( , , . . . , )

..
.

, , . . . , : , ,

,

1 2 n

M ethodology F IR M modified

M O DU L E R E C M O D (M , M , . . . , M : H R)
      

E ND

C A L L R E C M O D(        )

C A L L R E C M O D(

n

F

net

P P n P P P F P

R

HR HR M M M

HR a b IGV c IGV d IGV
W const

M M M HR IGV HR

M 2, , 1, 1, , 1,

1 1,

1 1,

1 1,

, 1 , , 1,

1, 1,

, . . . , : , ,

-

( * ) / 3600

-

[$ / ] ( )* ($ / )

       )

   

   

     

.

.
C A L L R E C

P n P M R M R F M R

M R P M R

M R M R N

M R P M R

F M R F P F M R

M R M R

M M HR IGV HR

HR HR HR

FI HR W

IGV IGV IGV

HR HR HR

COSTO h FI kW PRECIO COMBUSTIBLE kJ

1, 2, , ,

, ( -1),

, ,

, ( -1),

, 1 ( -1), ,

, ,

, , . . . , : ,

-

( * ) / 3600

-

[$ / ] ( )* ($ /

M O D(        , )

   

   

     

R R n R R R F R

Mn R M n R R

Mn R Mn R N

Mn R M n R R

F M R M n R F R

Mn R Mn R

M M M HR IGV HR

HR HR HR

FI HR W

IGV IGV IGV

HR HR HR

COSTO h FI kW PRECIO COMBUSTIBLE )kJ

F igure 2 Modified Fuel Impact Reconciliation Method. 
 
In figure 2, the HRF term (in CALL module) refers 
to the Heat Rate evaluated at the fictitious 
condition. It is important to mention that in this 
particular example, the variation in fuel impact was 
not taken into account only the impact on heat rate.  
The difference seen in the IGV (regulation of the 
control system) is determined with the aim of 



indicating in the diagnosis results the weight that 
each different position in the set point of the control 
system has upon the total impact on the heat rate. 
The sum of all the contributions to the Heat Rate 
evaluated at the fictitious condition will have to be 
equivalent to the impact on heat rate due to the 
control system, which is obtained by direct 
difference or graphically between the individual 
reconciliations (A-B and B-C) marked up on Figure 
1. 
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In order to prove the reliability of the method a 
study case is taken as bench test. A third-generation 
combined cycle power plant is considered. This 
consists of a sequential double-combustion chamber 
gas turbine (GT), a three-pressure-level heat 
recovery steam generator (HRSG) with reheating, a 
three-pressure-level steam turbine (ST) connected to 
the same GT shaft, a cooling system operated by an 
aircondenser. The gas turbine blades are cooled by 
air which is bled from the air compressor. The 
combined cycle net power output is 240 MW, 144 
MW generated by the GT and 96 MW generated by 
the ST. A brief description of the working flows is 
provided in Table 1. 
As an example of the application of the filtering 
technique, an anomaly in the low pressure gas 
turbine is hypothetically assumed. The anomaly 
consists in increasing the temperature of the outlet 
gases up to 3 Celsius degrees.    

 

 
F igure 3. Scheme of the study case. 
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In order to begin with, it is considered to perform 
the diagnosis of the case of study following the A-B 
path, as shown in Figure 1. Results are shown in 
Table 2. Analysis of these results provide a total 
fuel impact of about 2682 k W , whereas the Heat 
Rate impact, it can be viewed that the anomaly 
caused an impact on the low-pressure gas turbine of 
46.41 kJ/k W-h. After analyzing the results, it is 
concluded that this impact is partly caused because 
of the effect induced by the regulation system, as 
shown in Figure 1. 
The next step consists in diagnosing the system in 
accordance to the BC path (as previously explained) 

previous diagnosis (the AB path), this process is 
performed by means of the conventional 
reconciliation method and not with the proposed 
here since the system is operating at constant IGV 
and not at constant power. A fundamental 

hold the anomalies present in the test condition as 
well as to keep the same regulation system 
conditions as those of the reference condition. 
Results can be seen in Table 3. 
The results of the reconciliation procedure between 
the reference state and the fictitious state present a 
malfunction value, as impact on the Heat Rate, of 
42.3 kJ/k Wh. Besides results show that operating at 
constant IGV´s in presence of anomalies, it causes a 
power output drop of approximately 1.2 M W . 
The difference between the results obtained in the 
Fuel Impact Reconciliation Method, AB path, and 
those provided in the Analytical Reconciliation 
Method, BC path, reveals the malfunctions induced 
by the control system. Recall that the control system 
modifies the IGV position in order to compensate 
the power output drop while anomalies are present.  
In general, the total effect induced by the control 
system to maintain constant the power when an 
anomaly is present, turned out to be as high as 4 
units (kJ/kW-h). It should be said that after applying 
the mathematical procedure, Equation (5) and 
Figure 2, 4.1306 kJ/kWh were calculated. In view 
of this, it can be concluded that the procedure is 
acceptable at all. Table 4 provides evidence of the 
results. 
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A new technique to filter the effects induced by the 
control system was proposed herein. It is well 
known that induced effects do disturb the 
thermoeconomic diagnosis when the system is 
operating at constant power and the control system 
intervenes so as to recover the loss of power. Such 
filtering technique has been introduced into the 
procedure proposed by the Fuel Impact 
Reconciliation Method, and now is known as the 
Modified Fuel Impact Reconciliation Method.  
The method permits to disaggregate the effects 
induced by the regulation of the control system 
through a series of filtering maps induced by load. 
The particular characteristic of the method is that it 
is able to diagnose even when several malfunctions 
occur simultaneously. 
By means of the present paper it has been provided 
an alternative tool to discern induced malfunctions 
from intrinsic ones inasmuch as to provide more 
reliable and accurate diagnosis results. To prove its 
consistency this is nowadays being applied to real 
cases in some of the power stations where the 
Reconciliation Method has already been installed, 
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Table 1. O
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Table 2. Results provided by the proposed m

ethod at the test and reference conditions: process A-B 
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Table 3. Reconciliation betw
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Tabla 4. Filtering Curves Load-Induced Effects 
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9:-*.18*;& & Aircraft are extremely complex machines posing a highly integrated design problem, 
including many systems that are all interrelated and dependent on power (or energy) in some form.  In 
some of the systems there is also the creation of by-products, in the form of heat energy, that have to 
be removed from that equipment. The more we depart from existing data bases and experience levels, 
the less confidence we can have that we are close to an optimal design.  In addition, many of the 
classical techniques are based on simplifying assumptions that were used in the original derivation.  
AFRL research has been accomplished for advanced thermal management and also to progress 

em of 
systems. The objective of this paper is to review the results of this research in a general way for 
application to any system.&
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Aircraft have evolved to a point where they are 
extremely complex machines posing a highly 
integrated design problem.  Any flight vehicle 
includes many systems that are all interrelated and 
dependent on power (or energy) in some form.  
For military vehicles the problems can be more 
intense, such as the use of directed energy 
weapons (DEW) such as high power microwaves 
(HPM) and high energy lasers (HEL). These 
devices present unique energy challenges are 
inefficient, therefore a large portion of the energy 
required to operate the device is converted to 
waste heat and must be transferred to a suitable 
heat sink.  For HPM, the average heat load during 
one 'shot' is on the same order as traditional 
subsystems and thus designing a thermal 
management system is possible.  The challenge is 
transferring the heat from the HPM device to a 
heat sink.  The power density of each shot could 
be hundreds of megawatts.  This heat must be 
transferred from the HPM beam dump to a sink.  
The heat transfer must occur at a rate that will 
support shots in the 10-100Hz range.  For HEL 
systems, in addition to the high intensity, there are 
substantial system level thermal loads required to 

inadequate to analyze these problems, current 
systems are unable to sustain the energy 

dissipation required and the high intensity heat 
fluxes applied over a very short duration 
phenomenon is not well understood.  Such systems 
are discussed generically as examples of the 
problem of design for energy efficiency. 

In some of the systems there is also the creation of 
by-products, in the form of heat energy, that have 
to be removed from that equipment. There 
obviously exist methods for the design of all these 
systems, based on the evolutionary nature of 
vehicle development. However, the more we 
depart from existing data bases and experience 
levels, the less confidence we can have that we are 
close to an optimal design.  In addition, many of 
the classical techniques are based on simplifying 
assumptions that were used in the original 
derivation.  If these are not considered, then there 
is no guide to when those classical techniques no 
longer give an acceptable solution because they do 
not incorporate the requisite multi-physics and 
multi-scale integration. We consider the question 
of when traditional methods are appropriate and 
when other approaches are necessary.  AFRL 
research has been accomplished for advanced 
thermal management and also to progress towards 

design of the complete integrated system of 
systems. The objective of this paper is to review 
the results of this research. In addition, the work 



various forms of energy and work.  The paper will 
discuss this aspect in a general way for application 
to any system. 
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In the design problem for a complex system, such 
as flight vehicular design, we suggest that it should 
be recognized that the laws of the physics were 
often written in a form convenient for an 
application. We start with a simple example, for a 
flight vehicle in cruise there is no net vertical 
force, which could imply that no work is being 
done in the vertical direction.  Work must be done 
in the vertical axis, however, in order to support 
the weight. L  W = 0 and it is correct physics to 
say that no work is being, but not for this 
application.  This can be visualized with a control 
volume around the vehicle which must do work to 
oppose the external force of gravity. One physical 
theory is to calculate the rate of change of vertical 
momentum that must be transmitted to the volume 

conventional configuration, then for design 
application it was book-kept as induced drag 
(calculated as a function of lift).  This component 
of 

this vertical work is an absolute requirement to 
perform the mission but there may be 
inefficiencies that can be reduced. Any 
unnecessary component of weight increases the 
required lift and the resultant induced drag, so that 
there is some benefit from weight minimization. 
We suggest, however, that such minimization 
should not be done independent of other 
considerations. Of course, there is also the friction 
drag component which is part of the work required 

required 
is an obvious component of traditional 
optimization, and a component of that is weight. 
For system-level optimization, we suggest that lift 
and drag can be represented in the terms of rate of 
doing work in a format that is consistent with other 
components of the total design process. As an 
example, the propulsion system and power-related 
equipment are connected to a very strong degree in 
thermal terminology, which means they could be 

optimized as a total energy subsystem. However, 
optimizing by minimizing the weight of a 

-level inefficiency 
wasting more fuel than saved by reducing weight.  
Thus, we should consider the question what is 

, versus the conventional metric that 
all weight is bad and should be minimized.   
Now, we are going to suggest that many 
revolutionary concepts cannot be decomposed into 
relatively independent components. Such design 
integration would be facilitated by energy-based 
design methods to define the available design 
space early in the process.  Alternatively, an 
evolutionary design could be audited by the new 
methodology before the system design was 
finalized.  This would identify where and how the 
available energy, i.e. fuel, was being used.  This 
would involve items of required work and use of 
energy as described above, unavoidable 
irreversibility such as combustion losses, or 
identify components and/or configuration elements 
yielding avoidable waste. The design team could 
then assess which avoidable inefficiencies could 
be improved in an acceptable design change.  
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Heat generated by numerous sources in any 
vehicle must be collected, transported and rejected 
by a thermal management system (TMS) and 
prevent components and subsystems from 
exceeding specified temperature limits, while 
meeting an overall thermal balance for the vehicle. 
On aircraft we have traditionally used ram air and 
fuel as our primary heat sinks.  This was adequate 
until about 20 years ago.  Prior to which thermal 
loads generated were sufficiently small and 
thermal reserves were great enough to overcome 
problems that appeared late in the development 
cycle. Legacy aircraft such as the F-15 and F-16 
had no TMS-induced operating constraints; their 
available heat sink capacity significantly exceeded 
their total thermal load under all operating 
conditions.  Recently, however, thermal loads in 
systems such as the  F-22 and F-35 have increased 
substantially while low-observability (LO) 
constraints have dramatically reduced the 
availability of heat sinks.  This results in thermal 
deficits during some portion of typical missions, 
including ground operations. These thermal 
deficits can lead to hardware failures which in turn 
lead to increased maintenance costs and potential 



aircraft loss.  Thermal management challenges will 
be even greater in future systems including Long 
Range Strike aircraft, advanced Intelligence, 
Surveillance and Reconnaissance aircraft, and 
airborne Directed Energy Weapon (DEW) 
systems. In these systems, heat loads will be up to 

fighters, which are already encountering thermal 
constraints in their operation. To prevent thermal 
management from becoming a show stopper, 
solutions are required to reduce heat loads, raise 
allowable temperature limits, improve heat 
rejection, increase the capacity of existing heat 
sinks, and provide new heat sinks. 
Many component-level and subsystem-level 
thermal management technologies exist that could 
have important benefits for the TMS. One example 
is the research into feasibility of energy recovery 
from aircraft avionics via thermoelectric devices, 
e. g. [1]. No one of these technologies, however, 
will radically simplify the challenges faced in 
thermal management across widely differing 
systems. The benefits of a given technology 
depend strongly on the particular thermal 
management architecture into which it is 
integrated.   A system-level thermal management 
analysis capability, centered on modeling and 
simulation (M&S), is the single most important 
technology that requires development.  It can be 
implemented in the near-term from existing 
subsystems and component-level models, and the 
fidelity can increase over time as these models are 
refined. 
The technology assessment area can be divided 
into two broad sub-areas.  That of traditional 
physics based modeling and that of advanced 
concepts to enable energy optimized systems.  
Both of which require information technologies to 
enable interchange of information across remote 
networks, insurance of shared proprietary rights, 
non-unique data fusion and output and a common 
basis for interfacing eclectic disciplines.  In the 
traditional physics based modeling sub-area, 
advances must be made in the description of the 
fundamental physics associated with the energy 
and mass transport within DEW as well as their 
integration and the quantification of uncertainties.  
Exergy, entropy generation minimization, and 
energy optimization are examples of technologies 
that can enable the creation of energy optimized 
systems.  These approaches allow the 
manipulation of fundamental equations governing 

thermodynamics, heat transfer, and fluid 
mechanics to produce minimized irreversibilities 
at the vehicle, subsystem of device levels.  
Applying these techniques to the aircraft systems 
would identify not only which subsystems are 
inefficient but also those that are close to their 
maximum theoretical efficiency.   
Heat transport systems capable of dissipating high 
intensity heat energy and transporting large 
amounts of thermal energy over distances are 
required to cool the DEW devices and to integrate 
these devices at the system and platform level.  Of 
the heat transport concepts under consideration in 
this regime, the most attractive utilize the latent 
heat of vaporization through liquid-vapor phase 
change or two phase flow.  However, the risk 
associated with two phase systems is beyond that 
which is acceptable to air platform system 
integrators.   To fully reap the potential benefits of 
these concepts, they must be matured.  
Additionally, working fluids that change phase in 
the 200-400ºC range require development. 
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Preliminary assessments have shown that high 
powered microwave systems will require 
 5-10 MW electrical  

 4 kW Input Power for Cryogenic Cooler 
(30K) for Magnet 

 ~1 kW Input Power for Cathode Heater 
They are typically less than 50% efficient, and an 
added complication occurs when including the 

 
These preliminary assessments also gave insight 
into High Power Laser (HPL) requirements that 
include  
 1-2 kHp input power 
 ~10% device efficiency 
 1000 W/cm2 heat fluxes 

While the user desires only seconds between shots 
but an infinite magazine. This leads to demands on 
the thermal management systems of  
 High heat flux of 100-1200 W/cm2 
 High thermal power of 10-  

MW 
 Duty cycle of  seconds to minutes to near 

continuous 
 Isothermality for solid state lasers of less than 

2C and device defined performance generally 
<50C 



 Operational temperatures consistent with 
device performance 

 Electronics 100-400C  
 Laser devices 0-200C 
 High power microwave devices 300-400C 

 Operation in high-g environments 
These parameters define the system constraints.  
The preliminary assessments also determine that 
the integration of DEW system allows or requires 
the examination of the thermal management 
concepts into discrete classifications, those of local 
or device cooling, intermediate or 
capacitor/damping concepts and finally subsystem 
or platform energy dissipation.       
Device cooling and two-phase flow 
Table 1 details high heat flux device level 
technologies that may be feasible to meet the 
parameters mandated for the detailed for device 
level components. 

Table 1.  High heat flux cooling technologies 

  Heat 
flux, 
W/cm2  

Temp., 
0C/heat 
flux, 
W/cm2     

Transport 
capacity, W-m 

Heat 
pipes 

<10-20    

Loop 
heat 
pipes, 
capillary 
pumped 
loops 

10-20    

Single 
phase 
liquid 
flow 
cooling 

(high 
flow 
rate/pum
ping 
penalty) 

   

Two 
phase 
flow 
cooling  

  50-
70/100  

 

-  100-1000  20/200  

-  100-1000 20/500  

-  100-1000 100/1000 

*Thermal 
energy 
storage 

<1kW/s     

 
Now to differentiate and do the trades between the 
two most feasible solutions shown in Table 1, i.e. 
that of single phase liquid flow cooling and two 
phase flow cooling, Fig. 1 is presented.   This 
figure is a comparison of these two cooling 
phenomena for a given working fluid.  It yields 
insight into the advantages of using two phase 
flow systems which is an order of magnitude 
increase in the local heat flux.  Another 
advantageous aspect of two phase systems as 
shown in the figure is that they acquire these large 
heat fluxes isothermally.  Both of these parameters 
are required for DEW systems. 
Concepts for single phase liquid cooling heat 
fluxes such as single phase jet impingement 
cooling and sub-cooled nucleate boiling have 
demonstrated the ability to meet the local flux 
requirement but the single phase problem is what 
do you do with all that liquid.  It takes a huge 
flow rate to remove the requisite heat using single 
phase schemes. This problem is highlighted in the 
following equation which is a comparison of the 
required mass flow rate for single and two phase 
flow systems. Two phase systems are not problem 
free.  The two phase problem is what do you do 
with all that vapor and how do you do separate 
it from the liquid during high-g maneuvers? As 
opposed to the single phase problem which is 
inherent to thermophysics, the latter is a design 
consideration which can be overcome by 
maturation of the technology.   

 
F ig. 1.  F luid Thermophysics (ASHRAE) 



(1) 

So now we have a concept to locally remove the 
energy but there still exist considerations for the 
required duty cycles.  Fig. 2 shows an approximate 
duty cycle for a HPM system integrated into a 
vehicle.  Fig. 3 shows the thermal management 
considerations for an HEL.  For HEL the 
minimum useful duty cycle is ten seconds between 
shots or a 40% Duty Cycle with 100kW output, 
10% efficient continuously pulsed laser of 4sec on, 
10 sec off.  However an infinite magazine is 
desirable.  So, we must evaluate impacts as the 
numbers are reduced.  Duty cycles of these types 
lead to the incorporation of a thermal capacitor 
between the local energy removal system and the 
platform thermal management system. 

F ig. 2.  Approximate AAD mission profile 

 
F ig. 3.  HEL thermal requirements 

!"#"$%&'()*+$,*-*./01(2$
Traditional thermal capacitors include phase 
change materials (PCMs) [2] such as waxes, 
chemical adsorption beds, chemical reaction 
systems, among others.  Of these the one most 
commonly considered is a PCM bed.  These beds 
have drawbacks in that they have relatively huge 
capacities however they have very low thermal 
conductivity.  This leads to unacceptable time 
constants associated with the energy transport into 
the bed.  Thus research must be pursued in the 
optimally embedding high conductivity material in 
the PCM to decrease the time constant associated 
with the energy storage systems.  Means of doing 

this include infiltrating PCM into high 
conductivity foams and example of which is 
shown in Fig. 4 [3,4,5], into fin or honeycomb 
structures like in Fig. 5, or into graphite heat 
exchanges as in Fig. 6 or encapsulating them in a 
micro encapsulation process as shown in Fig. 7 
[6]. 

 
F ig. 4. High conductivity foams 

(http://widget.ecn.purdue.edu) 

 
F ig. 5. F inned heat sink (www.trade-taiwan.org) 

 
F ig. 6. Carbon Heat Exchanger (http://www.esli.com) 
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F ig. 7. Microencapsulated Phase Change Materials [7] 
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DEW systems are extremely inefficient and thus 
have large quantities of high quality energy that 
must be removed from the weapon.  In general this 
energy must then be dissipated.  However, if 
devices that could convert this energy into useful 
work were available, the overall efficiency of the 
weapons system would be increased. This requires 
the development of energy harvesting or the 
recovery, conversion and re-use concepts.   
Sodano reviewed and detailed some of the topics 
in power harvesting that have been undergoing 
recent research.  These included energy harvesting 
from mechanical vibration, biological systems, and 
the effects of power harvesting on the vibration of 
a structure but like most other recent researches 
Sodano emphasized the conversion of vibrational 
energy into electrical power.  DEW systems are 
concerned more with thermal energy conversion 
into useful work.  Systems of this nature include 
heat engines and heat pumps.  Heat engines are 
defined as devices that convert heat energy into 
mechanical energy or more exactly systems which 
operate continuously and only heat and work may 
pass across the boundaries (Fig. 8).   

 
F ig. 8.  Typical Heat Engine (Brayton Cycle) 

(http://www.taftan.com/thermodynamics) 

While these systems have been under development 
for decades, consideration for the isothermal 
constraints, heat flux levels, and total energy 
dissipation requirements associated with DEW 
integration must be explored.   
Heat pumps are devices that transfer heat energy 
from a low temperature reservoir to a high 
temperature reservoir requiring the input of energy 
such as refrigeration cycles.  If however you 

n reverse that is if a 
temperature gradient exists, you can produce 
useable output energy.  An example of such a 
system is a thermoelectric device. Thermoelectric 
devices are solid-state devices that convert thermal 
energy from a temperature gradient into electrical 
energy by the Seebeck effect or convert electrical 
energy into a temperature gradient by the Peltier 
effect.  Heat pumps like heat engines have been 
under development for decades however they too 
require substantial work to overcome the 
constraints associated with DEW integration. 
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In addressing the problems of designing a system 
integrating a variety of dissimilar components, [8] 
proposed consideration of a flight vehicle as a 
device to do work, and the use of a design 
methodology to minimize exergy destruction. 

design has been investigated in a variety of ways.  
An early focus was to address if optimizing to 
minimize exergy destruction made a difference 
and how. An analysis was performed [9] to 
optimize a notional fighter configuration over a 
mission with conflicting segment requirements, 
e.g. supersonic and subsonic.  The intent was to 
compare the traditional minimization of takeoff 
gross weight (W TO) against minimization of 



exergy destruction (including unburnt fuel losses). 
Two other metrics were included: maximize the 

mass flow times the heating value; and maximize 

the maximum thrust if there were no 
irreversibilities.  The first result is presented in 
Fig. 9 which compares the exergy destruction for 
the four different optimization metrics.  It can be 
seen that there is no significant difference in the 
result from these four design metrics, and only the 
first two were used in follow-on analysis.  We 
deduced that the optimization metric made little 
difference if the system was all related 
components, such as propulsion and power-related 
subsystems. Alternatively, there was a significant 
difference when a variable airframe system was 
included with the propulsion related systems in the 
optimization process.  We consider this as 
integ - -

. 10, 
where fuel weight required to accomplish the 
mission is used as the metric as an obvious 
function of total exergy destruction.  With 
AirFrame Subsystem  Aerodynamics Degrees of 
Freedom (AFS-A, DOF) included in the 
optimization there is a reduction in fuel required.  
The results also show a far more significant 
benefit from optimizing to minimize exergy 
destruction rather than traditional minimization of 
weight in terms of required fuel. 
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F ig. 9.  E ffect of Different Design Optimization Metrics 

on Exergy Destruction 
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F ig. 10. E ffect of Optimization with and Without 

Airframe Degrees of F reedom 

Additional research has also shown the benefits of 
integrating the external and internal flow fields of 
high-speed vehicles [10]. This reference provides 
analytical and numerical applications and studies 
relevant to the vehicle performance-entropy 
relationship. A simplified configuration of a two-
dimensional blunt body at high Mach number was 
examined utilizing a Navier-Stokes CFD code for 
cases with forward-facing injection and forward-
facing injection with upstream energy deposition 
(as heat),  The problem of upstream-directed 
injection jet instability has been shown to be 
significantly reduced by the coupling of the two 
techniques (injection and upstream energy 
deposition); this allows the jet to penetrate far 
upstream and stabilize within bounds.  When 
hydrogen is used as the core injectant, the 
substantial production of water in and near the 
zone of upstream energy deposition may assist in 
the efficiency of energy deposition systems.  
Additionally, by sheathing the hydrogen core with 
an inert injectant such as nitrogen, the body is 
cooled and the heat release and resulting zones of 
water production are removed from the vicinity of 
the blunt body.  Cases have been shown in which 
the overall drag is only 20 to 30% of the base-line 
drag, heat transfer is minimal, and jet stabilization 
and forward penetration is ensured.    The 
comparisons of the computed drag for all 
configurations provide an excellent endorsement 
of the entropy method, i.e. potentially allowing a 
direct assessment of losses in terms of the common 
currency of entropy generation. The entropy 
characteristics of the flow-fields for these cases 
clarified the relative performance of these cases 
and demonstrated the utility of the direct link 
between entropy generation and vehicle 



performance for configuration analysis, design and 
optimization.    
A second part of the investigation demonstrates 
the potential advantage of distributing energy in 
both external airstreams upstream and adjacent to 
an actual hypersonic vehicle configuration as well 

e 
combustor.  Second-law analysis was performed 
on a number of entire vehicle flow-fields and the 
performance related to the generation of entropy 
due to flow irreversible losses in both the vehicle 
flow-field as well as in the vehicle wake.  The 
results showed the significant benefits of external 
flowfield use of the energy vs the conventional use 
just in the combustor. A system design application 

external energy, but the research shows that there 
is definitely a potential benefit that does appear to 
be worth pursuing.  

!"#$%&'()*+%&*#
Overall, the paper is intended to show that the 
proposed technique of minimizing system-level 
exergy destruction provides a method to facilitate 
system-level optimization for energy efficiency at 
all stages of the design process.  We also suggest 

addressed by designing all components to the 
system-level metric.  It was also intended to 
discuss exergy methods in a form that could apply 
to any system, not just flight vehicles.   
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Abstract:  In this paper an exergoeconomic approach is applied to the dynamic model of a Power 
System in order to investigate the effects of the control system on the primary energy consumption. To 
achieve this objective, various control strategies are compared when variations of the operation 
condition, due to some internal or external causes, are produced.  
Those variations causes the intervention of the control system, which rearranges the operating 
condition in order to have the controlled quantities within acceptable ranges. Generally the plant 
efficiency changes, depending on the selected strategy.  
A microturbine is considered as the case study. 
The analysis here proposed allows one to quantify the effect of the control on the performance 
variation of the components. The exergoeconomic approach associates a cost to the control system 
operation, which expresses the additional fuel consumption that may be associated to the control. The 
impact on the initial and final steady states as well as the transient evolution are considered. 

Keywords:  Control system, Transient analysis, Thermoeconomics. 
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2. Thermoeconomic analysis  
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3. Control system of a microturbine  
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Exergoeconomic Optimization of Coupling MSF Desalination 
with Conventional Gas Fired Steam Power Plant 

 

M. H. Khoshgoftar Manesh a, b, M. H. Hamedi b, M. Amidpour band L. Khoshgoftar c 

a Iran Power Plant Project Management Co, (MAPNA GROUP), Neyrperse Co, Tehran, Iran 
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 Faculty of Economic, Allame Tabatabai University, Tehran, Iran

Abstract: Steam power plants can provide both electrical and thermal energy in an integrated, co-generated fashion 
to produce a spectrum of energy products including electricity, desalted water, process heat, and district heating. 
Thermodynamic simulation programs are widely used for designing complex thermal systems but most of them don’t 
incorporate second law optimization techniques. In this study, an efficient optimization strategy is presented, which 
integrates a well-known Evolutionary Algorithms optimization technique with a professional power plant and 
cogeneration simulator, so as perform exergoeconomic optimization of complex thermal systems and generating 
combined pinch and exergy representations. This paper deals with the application of an evolutionary algorithm to 
multiobjective exergoeconomic optimization of coupling desalination plant with steam power plant. The 
thermodynamic simulation of this plant has been performed in THERMOFLEX simulator. An Excel Add in called 
THERMOFLEX Link has been developed to calculate the exergy of each stream from a THERMOFLEX simulation 
results. In addition, computer code has been developed for thermoeconomic and improved combined pinch-exergy 
analysis in MATLAB environment. Both design configuration and the process variables are optimized simultaneously. 
The optimization algorithm can choose among several design options included in a superstructure of the feed water 
heaters and MSF desalination in dual purpose plant. For the assumptions and simplifications made in this study, a 
315 MWe gas fired steam power plant similar to RAMIN power plant has been considered. 

 

Keywords:  Optimization, Exergoeconomic, Evolutionary Algorithm, Steam power plant, MSF 

1. Introduction 



 

2. General information  

Fig.1. PFD of a 315 MW steam power plant 



Table 1.  Detail specification of RAMIN plant 

3. Analysis  
3.1. Exergy analysis 

 

3.2. Cost equation for plant component 
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4. Methodology 
4.1. Mathematical Programming 

4.2. Evolutionary algorithms 
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Fig.2. Schematic of proposed algorithm 
 
 
 
4.4. Superstructure 

 
4.5. Decision variables 

 

5. Results 



Fig.3. Superstructure of dual purpose plant 

 
Fig.4. Pareto optimum solution 

 
Fig.5. Sensitivity analysis  

 

Fig.6.Best configuration of dual purpose plant   

Table.2. The result comparison of different optimization approaches 



 
6. Conclusion 
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Abstract 

The gas turbine (GT) is known to feature low capital cost to power ratio, high flexibility, high reliability 
without complexity, short delivery time, early commissioning and commercial operation and fast 
starting–accelerating. Hence, researchers all over the world are working to increase the output power 
and efficiency of gas turbine cycle. One of the important techniques to increase the output power of 
such cycles is the compressor inlet air cooling method. The objective of this paper is to analysis the 
gas turbine cycle from both energy and exergy point of view. Thus, two important methods for 
increasing the output power, i.e. fog and media inlet air cooling systems are discussed. Moreover, the 
effect of some key parameters such as ambient temperature, air humidity and pressure drop at the 
compressor inlet are discussed. Finally, it has been shown that fog inlet air cooling method is slightly a 
better option in comparison with the media inlet air cooling. Moreover, it is concluded that by using 
evaporative cooling there is no change in compressor and turbine efficiency. Nevertheless, it reduces 
the thermal and exergy efficiencies of combustion chamber and increases the total cycle efficiency.  

Key words: Gas turbine, inlet air cooling, exergy analysis, Fog, Media 
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2. Thermodynamic Modeling 
2.1. Compressor 
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Fig. 1 Schematic of a GT power plant with cooler. 

2.2. Combustion chamber (CC) 
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2.3. Gas Turbine (GT) 
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Table 1. Exergy efficiency for gas turbine components.



4.1. Yazd Gas Turbine with fog system 

Table 2. Yazd gas power plant specification with fog 
system. 
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4.2. Fars gas turbine with media system  



Table 3.  Fars gas turbine specification before and after 
media system operation. 
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Fig. 5 Exergy efficiency for each GT component with 
and without cooling system. 
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5. Exergy efficiency 
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7. Compressor & turbine thermal efficiency 
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8. Comparison of fog and media systems 

 

 

 

8.1. First difference: Inlet air pressure drop
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8.2. Second difference: Evaporation 
efficiency
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8.3. Third difference: pump power demand
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764+/-'+8  This contribution reports a detailed efficiency analysis of the manufacturing of chemical 
products through the overall industrial metabolism. Based on the life cycle database of ecoinvent, we 
consider 26 plastics, 59 organic solvents, 33 inorganic chemicals as well as 12 plastic monomers and 
analyse their production efficiency by quantifying the raw materials extracted from natural environment. 
Based on the concept of exergy and the database of cumulative exergy extraction from the natural 
environment (CEENE), three indicators are used to determine the resource efficiency for each group: 
(1) exergy content of the final products, MJ exergy per kg product, (2) CEENE score, i.e. MJ raw 
materials extracted from natural environment per kg product, (3) cumulative degree of perfection 
(CDP), the ratio of the exergy of the final product to the CEENE value to make the product. Finally, a 
comparison in metabolic efficiency among different sectors is made. 
The results show that the production of 1 kg plastics needs on average the largest input of natural 
resources, being 130.08 MJ. In contrast, the production of inorganic chemicals requires on average the 
lowest resource intake, being 43.56 MJ/kg. Overall, the fossil resources are the main natural resource 
base to manufacture the chemicals, with about 76% of the total requested exergy extracted from the 
environment. 
The study has also shown that in the production of plastics, organic solvents and plastic monomers, 
these industrial chemicals processes are quite efficient if they are compared to natural processes. In 
these three groups the average CDP values are all higher than 30%. However, in the production of 
inorganic chemicals, the production efficiency is quite low (8.99%), as it is compared with other groups. 

K eywords:  chemicals, plastics, industrial metabolism, exergy, Cumulative Exergy Extracted out of 
the Natural Environment (CEENE) 
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Today, people enjoy a set of chemical products 
that are delivered through an industrial complex 
network. It is obvious that the resources that are 
the basis for this production chain are limited. A 
number of them such as fossil fuels are 
exhaustible. So, in this sense sustainable 
technology should be able to maximize the 
conversion efficiency of resources into products. 
The method to quantify the efficiency is based on 
thermodynamics: exergy. Exergy has been put 
forward as an indicator for the quality of 
resources. Exergy measures are traditionally 
applied to assess efficiency, regarding the exergy 
losses in a process system. However, the measure 
can be utilised as an indicator of resource quality 
demand when considering the specific resources 
that contain the exergy. Such an exergy measure 
indicates the required resources and assesses the 
total exergy removal from nature in order to 

provide a product, process or service. In this work, 
the exergetic content of the final chemical 
products is quantified. At the same time, the 
cumulative exergy extracted out of the natural 
environment as resources are quantified. 
Based on the life cycle database of ecoinvent, 
different subgroups of chemical products are 
considered (plastics, organic solvents, inorganic 
chemicals and plastic monomers). Next to the 
efficiency, a distinction will be made for the kinds 
of resources which are used in the conversion 
processes to show the bottlenecks and 
opportunities for each sector. 
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2.1 Materials studied 
 
The ecoinvent LCA database, which contains over 
3900 datasets of products and services (processes), 



is the product of the Swiss Centre for Life Cycle 
Inventories. In order to quantify the resources 
which are extracted out of the natural 
environment, based on the life cycle data of 
ecoinvent, different groups are considered, such as 
plastics, organic solvents, inorganic compounds 
and plastic monomers. As for each group, some 
major products are studied as presented below. In 
the group of plastics, it should be noticed that 
some polymers have more than one type of final 
products. To produce each type of those products, 
the specific manufacture processing is required. 
For polyethylene (PE), for example, there are three 
different types of final plastics, such as high 
density polyethylene (HDPE), low density 
polyethylene (LDPE) and linear low density 
polyethylene (LLDPE). All reactions for the 
production of plastics, organic solvents, inorganic 
compounds and plastic monomers are provided in 
specific ecoinvent report [1]. 
 
The list of plastics which are selected from 
ecoinvent database are: acrylonitrile-butadiene 
styrene, ethylene vinyl acetate, nylon 66, 
polybutadiene, polyethylene terephthalate, 
polyethylene HDPE, polyethylene LDPE, 
polyethylene LLDPE, polymethyl methacrylate, 
polypropylene, polystyrene EPS, polystyrene 
GPPS, polystyrene HIPS, polyvinyl chloride, 
polyvinylidene chloride, terephthalic acid, styrene-
acrylonitrile copolymer, polyphenylene sulfide, 
The list of plastic monomers which are selected 
are: acrylic acid, vinyl chloride, bisphenol A, 
propylene, butadiene, styrene, butane, toluene 
diisocyanate, ethylene, vinyl acetate, methyl 
methacrylate, methylene diphenyl diisocyanate. 
The following organic solvents are analysed: 1-
pentanol, cyclohexane, 2-butanol, cyclohexanone, 
2-methyl-1-butanol, diethyl ether, 2-methyl-2-
butanol, dimethyl sulfoxide, 2-methylpentane, 
dimethylamine, 3-methyl-1-butanol, dioxane, 3-
methyl-1-butyl acetate, ethylene glycol, diethyl 
ether, 4-methyl-2-pentanone, ethylene glycol 
dimethyl ether, N,N-dimethylformamide, 
dichloromethane, N-methyl-2-pyrrolidone, 
ethanol, acetic acid, ethyl acetate, acetic 
anhydride, formic acid, acetonitrile, isobutyl 
acetate, acrylonitrile, isopropyl acetate, benzal 
chloride, methyl formate, monochlorobenzene, 
propanal, o-dichlorobenzene, butyl acetate, 
tetrahydrofuran, benzaldehyde, butane-1,4-diol, 

benzyl alcohol, methylcyclohexane, benzyl 
chloride,  acetone, isopropanol, 1-butanol, 
methanol, ethylene glycol, monoethyl ether, 
methyl ethylketone, ethyl benzene, methyl tert-
butylether, formaldehyde, pentane, toluene, 
xylene, hexane, heptane, methylcyclohexane, 
isobutanol, isohexane, methyl acetate and 1-
propanol. 
The list of inorganic chemicals selected is: 
ammonia (partial oxidation), ammonia (steam 
reforming), ammonium bicarbonate, calcium 
carbide, calcium chloride, carbon monoxide, 
hydrochloric acid 30%, ammonium chloride, 
diborane, iron (III) chloride 40%, lithium 
hydroxide, lithium chloride, nitric acid 50%, 
phosphoric acid 70%, phosphoric acid 85%, 
phosphoryl chloride, potassium carbonate, 
potassium perchlorate, sodium carbonate, sodium 
chlorate, sodium chloride brine solution, sodium 
chloride powder, sodium hydroxide 50%,  sodium 
hypochlorite, sodium perchlorate, sodium sulphate 
and sulphuric acid.  
 
2.2 Methods 
 
The calculation of the exergetic content for each 
plastic, plastic monomer and solvent was 
performed either by using the group contribution 
method or directly taking from the reference of 
Szargut [2]. In the group of inorganic compounds, 
the exergy data of a part of products are directly 
obtained from [2]. If not available, the chemical 
exergy can be calculated on the basis of the 

free energy of formation r (kJ/mol) [3].  
 
Extraction of resources out of the environment is 
considered in order to quantify the Cumulative 
Exergy Extraction from the Natural Environment 
(CEENE) for virgin production. In CEENE, the 
acquired data set is coupled with a life cycle 
inventory database, ecoinvent. CEENE consists of 
eight categories of resources withdrawn from the 
natural environment: renewable resources, fossil 
fuels, nuclear energy, metal ores, minerals, water 
resources, land resources, and atmospheric 
resources. CEENE calculation has been illustrated 
in previous work [4]. The reference state for the 
environment in the calculations is taken as in [2]. 
The CEENE data for the different products are 



obtained from the CEENE database developed by 
Dewulf et al. [4]. 
When analyzing the production of materials and 
energy flows, in order to assess the 
thermodynamic efficiency of production process, 
the CEENE value can be compared with the 
exergy of the product, as a measure of efficiency. 
The ratio between the specific exergy content of 
the product itself and the CEENE is defined as the 
Cumulative Degree of Perfection (CDP). The 
higher the CDP is, the higher the thermodynamics 
perfection degree of the overall industrial system 
is. 
 

!"#$%&'()&#*+,#,-&.'&&-/+#
 
3.1 Plastics 
 
The chemical exergies of 26 plastics are calculated 
straightforward as (MJ/kg): acrylonitrile-
butadiene-styrene copolymer (ABS): 40.37, 
ethylene vinyl acetate (EVA 1, copolymer):  
29.37, ethylene vinyl acetate (EVA 2, film): 29.37, 
nylon 6 (1): 33.00, nylon 6 (2, glass filled): 33.00, 
nylon 66 (1): 33.00,  nylon 66 (2, glass-filled): 
33.00, polybutadiene (PB): 45.16, polyethylene 
terephthalate (PET 1, amorphous): 23.76, 
polyethylene terephthalate (PET 2, bottle grade): 
23.76, high density polyethylene (HDPE): 46.44, 
low density polyethylene (LDPE): 46.44, linear 
low density polyethylene LLDPE: 46.44, 
polymethyl methacrylate (PMMA 1, beads): 
27.16, polymethyl methacrylate (PMMA 2, sheet): 
27.16, polypropylene (PP): 46.31, polystyrene 
(EPS): 41.95, general purpose polystyrene 
(GPPS): 41.95, high impact polystyrene (HIPS): 
41.95, polyvinyl chloride (PVC 1, bulk 
polymerised): 19.81; polyvinyl chloride (PVC 2, 
emulsion polymerised): 19.81, polyvinyl chloride 
(PVC 3, suspension polymerised): 19.81, 
polyvinylidene chloride (PVDC): 12.28, 
terephthalic acid (TPA): 20.85, styrene-
acrylonitrile (SAN): 38.72, polyphenylene sulfide 
(PPS): 34.69. 
The CEENE values and the fraction in total exergy 
inputs are presented in table 1. 
 
 
 

Table 1 CEENE values and fraction of fossils for 
plastics 

Product CEENE 

(MJ/Kg) 
Fossil 

(%) 

ABS 106.02 87.76 

EVA(1) 86.67 85.78 

EVA(2) 113.26 72.97 

Nylon 6(1) 136.83 87.90 

Nylon 6(2) 121.98 79.95 

Nylon 66 (1) 168.38 72.79 

Nylon 66(2) 136.09 73.88 

PB 100.53 95.14 
PET(1) 87.25 82.39 
PET(2) 92.71 80.55 
HDPE 78.40 91.79 

LDPE 80.94 87.79 

LLDPE 80.03 88.45 

PMMA(1) 132.24 91.43 

PMMA(2) 148.95 88.94 

PP 76.93 92.09 

EPS 97.93 87.73 

GPPS 94.78 89.37 

HIPS 95.07 89.32 

PVC(1) 59.26 68.09 

PVC(2) 93.99 54.82 

PVC(3) 81.20 57.56 

PVDC 87.40 72.83 

TPA 63.51 85.26 

SAN 101.50 89.12 

PPS 860.35 85.37 

 
 
Eight different categories of resources withdrawn 
from the natural environment for producing the 
target product are shown in figure 1. It is obvious 



that exergy extraction for plastics made from 
polymers is dominated by exergy from fossil 
energy to provide the typical fuels and feedstocks 
with an average of 81%. However, the second 
largest exergy source for each plastic production is 
not the same in the CEENE categories, such as 
nuclear energy or water resources. The difference 
in categories can be explained by the fact that the 
manufacture processing and systems needed are 
different to achieve the specific properties of  the 
plastics.  
 
 

 
 
Figure 1 Comparison of the composition of 
CEENE for 26 plastics productions 
 
In order to evaluate the thermodynamic efficiency 
of production process, the CDP values of all 
plastics products are separated into two groups, as 
represented in Figure 2. 
In group (1), PP has the highest CDP value 
(60.2%) and the lowest one is PS (42.83).  The 
average is 51.37%. In group (2), the range of CDP 
values is between 38.18% (ABS) and 14.04% 
(PVDC), except for PPS (4.03%).  
 

 

 
 Figure 2 CDP values of plastics 
 
 
The difference in the chemical exergy among 
polymers can be caused by the chemical structure 
or different degree of chemical reactions such as 
oxidation. In order to deliver the necessary 
materials and energy to the plant for the 
production of plastics, the industry has to extract a 
number of resources out of the environment. 
Based on the ecoinvent and CEENE database, 
these resources have been quantified in exergy 
terms. They all require exergy inputs between 
59.26 (bulk PVC) and 168.38 (nylon 66) MJ per 
kg polymer, except for PPS (860.35 MJ/kg). The 
higher value for PPS is due to higher requirements 
of chemical inputs during the manufacturing 
process. To summarise the average shares of eight 
categories of resources intake ways within 26 
plastics, it has shown that the major contribution to 
the CEENE scores is due to fossil energy (crude 
oil depletion and natural gas), accounting for 
instance, for 92.09% of the total in the case of PP. 
Secondly, in terms of thermodynamic efficiency, 
32.88% (mean of CDP values) of the exergy intake 
is found back in the target product in case of  the 
plastics industry.  
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3.2 Plastic monomers 
 
The chemical exergy of 12 plastic monomers 
(MJ/kg) are calculated as: acrylic acid: 19.44, 
Methylene diphenyl diisocyanate: 30.16, bisphenol 
A: 35.02, propylene: 47.47, butadiene: 46.06, 
styrene: 42.42, butane: 47.22, toluene 
diisocyanate: 25.71, ethylene: 48.17, vinyl acetate: 
24.38, methyl methacrylate: 27.51, vinyl chloride: 
20.60. They range between 19.44 (acrylic acid) to 
48.17 (ethylene) MJ/kg.  
With respect to the CEENE values (Table 2), 
monomers require exergy inputs between 68.25 
MJ/kg (butene) and 153.12 MJ/kg (bisphenol A). 
In the production of bisphenol A, one of the most 
important processes is the catalysed condensation 
of phenol and acetone. Such a reaction takes place 
at about 50 to 90  with a molar ratio of phenol-
acetone of 15:1. An input amount of 0.916 kg 
phenol and 0.283 kg acetone are required for the 
production of 1 kg of bisphenol A. According to 
the analysis with respect to total resource inputs 
from technosphere in terms of exergy, it turns out 
that chemicals going into the manufacturing 
process of bisphenol A are predominant with a 
share of 81.10% of the total intake, 103.98 MJ 
(phenol) and 20.20 MJ (acetone), respectively, for 
the production of 1 kg of bisphenol A. 
Eight categories of resources withdrawn from the 
natural environment for the production of 1 kg 
plastic monomers are shown in the figure 3. It can 
be seen that except for the fossil energy, only 
inputs of water resources and nuclear energy 
exhibit an important share of the total CEENE 
score. Depending on the plastic monomer, water 
resources make up between 1.34% (butadiene) and 
27.03% (vinyl chloride) of the total exergy 
demand, with an average contribution of 8.41%. 
A comparison of the cumulative degree of 
thermodynamic perfection (CDP) learns that 
ethylene, butene, butadiene and propylene exhibit 
the highest scores (65-70%). For the rest of the 
plastic monomers, the CDP scores are in the range 
of 21.05% (toluene diisocyanate) to 43.60% 
(styrene). The lowest CDP in the toluene 
diisocyanate is mainly due to the complex 
manufacturing process.  
 
 

Table 2 CEENE values and fraction of fossils for 
monomers 

 

Figure 3 CEENE fingerprint of monomers 
 
 
3.3. O rganic solvents 
 
For organic solvents, chemical exergies are not 
shown as this can be calculated straightforward. In 
Table 3, CEENE values are represented and in 
Figure 4 CEENE compositions. 
 
 
 

Product CEENE 

(MJ/kg) 

Fossil  

 (%) 

Acrylic acid 69.32 89.03 

Bisphenol A 153.12 81.92 

Butadiene 67.59 96.97 

Butene 68.25 94.80 

Ethylene 68.46 95.84 

Methyl methacrylate 125.48 91.66 

Methylene diphenyl 

diisocyanate 

105.97 76.48 

Propylene 69.95 95.79 

Styrene 97.29 85.39 

Toluene diisocyanate 122.13 74.70 

Vinyl acetate 79.53 77.19 

Vinyl chloride 72.12 58.86 

 

0%

10%

20%

30%

40%

50%

60%

70%

80%

90%

100%

ac
ry

lic
 a

ci
d

bi
sp

he
no

l A

bu
ta

di
en

e

bu
te

ne

et
hy

le
ne

m
et

hy
l m

et
ha

cr
yl

at
e

m
et

hy
le

ne
 d

ip
he

ny
l

di
is

oc
ya

na
te

pr
op

yl
en

e

st
yr

en
e

to
lu

en
e 

di
is

oc
ya

na
te

 v
in

yl
 a

ce
ta

te

vi
ny

l c
hl

or
id

e

ATMOSPHERIC RESOURCES

LAND OCCUPATION AND
TRANSFORMATION

WATER RESOURCES

MINERALS AND MINERAL
AGGREGATES

METAL ORES

NUCLEAR ENERGY

FOSSIL ENERGY

RENEWABLE RESOURCES



Table 3 CEENE values and share of fossils for 
organic solvents 

 
 
It can be seen that monochlorobenzene and o-
dichlorobenzene have the highest CEENE values, 
494.23 MJ/kg and 494.22 MJ/kg. The average 
CEENE value in the group of organic solvents is 
103.98 MJ for producing 1 kg product. It turns out 
that fossil energy is the major input source, in the 
case of 1-pentanol, accounting for 83.07% of the 
total exergy inputs. Eight main intakes for the 
production of 1kg target organic solvent are 
calculated in the form of percentage (%) as 
presented in the figure 4. 
 

Figure 4 CEENE composition of solvents 
 
Dimethylamine, diethyl ether, hexane, 2-
methylpentane, heptane, methylcyclohexane, 
isohexane, toluene, methyl tert-butyl ether and 
xylene exhibit high CDP: above 60%. Overall low 
scores of CDP for methyl formate, acetic 
anhydride, formic acid, monochlorobenzene and o-
dichlorobenzene are 14.76%, 11.29%, 7.41%, 
5.78% and 4.33%, respectively. For the rest of 
organic solvents in the group, the values of CDP 
are in the range from 60% to 20%, in which the 
methanol has the highest value and the lowest one 
is for tetrahydrofuran, 58.44% and 20.37%, 
respectively. In the whole group of organic 
solvents, the average value of CDP is 38.95%. 
 
3.4. Inorganic chemicals 
 
Whereas exergy value calculations are 
straightforward (results not shown), CEENE 
values and share of fossils are presented in Table 
4. 
 
 
 
 

Product CEENE  

(MJ/kg) 

Fossils  

(MJ/kg) 

1-pentanol 113.51 94.29 

2-butanol 126.94 94.80 

2-methyl-1-butanol 113.51 94.29 

2-methyl-2-butanol 120.30 105.47 

2-methylpentane 65.82 60.49 

3-methyl-1-butanol 113.51 94.29 

3-methyl-1-butyl acetate 130.23 105.01 

4-methyl-2-pentanone 126.39 107.30 

N,N-dimethylformamide 65.51 50.82 

N-methyl-2-pyrrolidone 113.69 76.46 

Acetic acid 62.03 47.06 

Acetic anhydride 113.40 74.91 

Acetonitrile 75.40 58.99 

Acrylonitrile 95.41 86.02 

Benzal chloride 83.27 59.45 

Monochlorobenzene 494.23 433.04 

O-dichlorobenzene 494.22 433.03 

Tetrahydrofuran 170.75 111.83 

Butane-1,4-diol 129.76 86.04 

Methylcyclohexane 129.25 115.36 

Cyclohexane 83.23 73.98 

Cyclohexanone 118.14 102.20 

Diethyl ether 50.63 46.48 

Dimethyl sulfoxide 61.67 52.86 

Dimethylamine 45.34 38.57 

Dioxane 101.02 70.14 

Ethylene glycol diethyl 

ether 

103.45 76.05 

Ethylene glycol dimethyl 

ether 

82.84 69.43 

Ethylene glycol monoethyl 

ether 

73.63 62.05 

Ethanol 50.66 46.50 

Ethyl acetate 93.50 76.31 

Formic acid 85.51 58.13 

Isobutyl acetate 112.14 92.45 

Isopropyl acetate 99.65 81.57 

Methyl formate 113.11 80.33 

Propanal 106.90 85.63 

Butyl acetate 117.09 97.90 

Benzaldehyde 146.67 104.81 

Benzyl alcohol 122.72 90.01 

Benzyl chloride 84.23 65.15 
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Table 4. CEENE values and fossil contribution for 
inorganic chemicals. 

 
 
It can be seen that potassium perchlorate (133.07 
MJ/kg) and sodium perchlorate (118.77 MJ/kg) 
exhibit high CEENE values. The inputs of fossils 
are often over 40% of the total exergy extraction 
from the natural environment, especially for 
ammonia, where the fossil energy is up to 90% of 
the total CEENE score. This is due to the fact that 
fossil energy is used both as fuel and feedstock in 
the production of ammonia. Ammonia is produced 
basically from natural gas (steam reforming).  

It can be seen from Figure 5 that except for fossil 
energy, the inputs of water resources and nuclear 
energy as well as land occupation also take up an 
important share of the total intake. The exergy of 
land use contributes on the average to 12.60% the 
total exergy demand, but to more than 50% in the 
production of phosphoric acid. It is mainly due to 
the large amounts of raw materials (phosphate 
rock and sulphuric acid) and process water needed.  
 

 
Figure 5 Composition of CEENE of inorganic 
chemicals 
 
The CDP values are illustrated in Figure 6. They 
are obviously lower than for organics with a range 
of 0.93% to 50.50%, and an average value of 
8.99%. 
 
 
 
 
 
 
 
 
 
 
 
 

Product CEENE 

(MJ/kg) 

Fossil  

 (%) 

Ammonia (1) 56.52 92.20 

Ammonia (2) 41.99 92.88 

Ammonium 

bicarbonate 

37.08 48.54 

Calcium carbide 80.05 63.71 

Calcium chloride 20.55 46.23 

Carbon dioxide 14.59 61.00 

Carbon monoxide 67.59 75.45 

Hydrochloric acid 24.68 48.62 

Ammonium chloride 89.59 61.39 

Diborane 72.41 51.10 

Iron (III) chloride 25.21 43.63 

Lithium hydroxide 24.70 56.68 

Lithium chloride 54.19 47.98 

Nitric acid 15.65 83.07 

Phosphoric acid (1) 47.65 25.18 

Phosphoric acid (2) 57.65 31.22 

Phosphoryl chloride 100.64 49.68 

Potassium carbonate 53.79 59.49 

Potassium perchlorate 133.07 48.85 

Sodium carbonate 25.72 66.10 

Sodium chlorate 84.94 45.91 

Sodium chloride (1) 4.11 43.80 

Sodium chloride (2) 5.67 44.09 

Sodium hydroxide (1) 37.57 39.93 

Sodium hydroxide (2) 27.99 46.45 

Sodium hydroxide (3) 29.94 46.76 

Sodium hydroxide (4) 31.32 44.70 

Sodium hypochlorite 24.03 49.94 

Sodium perchlorate 118.77 47.15 

Sodium sulphate (1) 13.87 52.63 

Sodium sulphate (2) 3.75 48.00 

Sodium sulphate (3) 10.98 61.02 

Sulphuric acid 5.67 33.51 
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  Figure 6 CDP values for inorganics 
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First of all, this work shows that the exergy 
concept can be operationalized in product life 
cycle assessments. Due to the consideration of the 
quality of energy and the integration of non-
energetic resources, CEENE enables to account for 
very different natural resource intakes. This 
approach is helpful in substantiating the argument 
on sustainable use of the natural environment by 
humans: it expresses the physical chemical price 
the natural environment pays for the withdrawal 
toward our industrial society. Through the eight 
different resource categories, and the integrated 
development with the up-to-date life cycle 
inventory in ecoinvent, it shows the nature of the 
resources that are consumed in the chemical 
industry.  
In terms of production efficiency, we have seen 
that plastics, organic solvents and plastic 
monomers are generally manufactured with 
efficient use of resources if they are compared to 
natural processes. In these three groups the 
average CDP values are all higher than 30%. The 
production of inorganic chemicals, the efficiency 
is quite low (8.99%). Overall, it can be stated that 
through combination of CEENE with an up-to-
date life cycle inventory such as ecoinvent, 
decision-makers can obtain a comprehensive 
LCIA methods taking into consideration the 

impact of resource input as well as production 
efficiency. 
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Supervised learning for a Kraft recovery boiler: a data mining
approach with Random Forests.

Matthieu Sainlez a, Georges Heyen b, Sébastien Lafourcade c
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Abstract: A data mining methodology, the random forests, is applied to predict high pressure steam
production from the recovery boiler of a Kraft pulping process. Starting from a large database of raw
process data, the goal is to identify the input variables that explain the most significant output variations
and to predict the high pressure steam flow.
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1. Introduction
Data Mining refers to extracting useful knowledge
from large amounts of data. Starting from a large
database of raw process data, the main objective is
to find interesting latent patterns ([11]). There is
an increasing demand in industries for efficient data
analysis tools, especially for energy management.
Pulp and paper industries, for example, account
for one-third of total manufacturing energy use in
Canada ([7]).
Within the framework of a Kraft pulp mill, we ana-
lyze high pressure steam production. Steam is used
in other mill processes and to run a steam turbine
in order to produce electrical energy. Furthermore,
we want to estimate the relative importance or con-
tribution of each input variable in predicting the re-
sponse.
A promising way to achieve that is to use a combi-
nation of models. Particularly, Random Forests are
a combination of tree predictors such that each tree
depends on the values of a random vector sampled
independently and with the same distribution for all
trees in the forest ([6]).
In the end, the model relevance is assessed by its
performance for predicting new observations.

2. Scope of this study
There are many motivations for evaluating a data
mining solution in industries. In a previous study
(see [15]), we analyzed recovery boiler pollutants
(e.g., nitrogen oxide) using a data mining approach
to classify attributes relevance for predicting pollu-

tant emissions. In many data mining applications,
only a few input variables have substantial influence
on the response. Therefore, it is often useful to learn
the relative importance or contribution of each input
variable in predicting the response.
Supervised learning methods use a response vari-
able to guide a statistical learning scheme.
Because of the curse of dimensionality ([12]), sev-
eral methods often fail in high dimensions (e.g.,
nearest neighbor models). Some other popular data
mining methods, like neural networks, are compet-
itive but less interpretable compared to tree based
models like Random Forests.
The main target of this paper is to highlight the inter-
est of this technique for predicting a complex indus-
trial response and assigning a relative importance
for each input attribute.
The paper is organized as follows: firstly we present
the Kraft Pulping process and particularly the recov-
ery boiler steam production, secondly we introduce
the Random Forests methodology and finally apply-
ing it for high pressure steam flow prediction.

3. The Kraft recovery boiler

The Kraft process is an alkaline process to produce
chemical pulp. A pulp mill can be divided in two
main areas ([17]): fiber line and chemical recovery
loop. Cellulose fibers are dissociated from lignin by
cooking the chips in a solution of sodium hydroxide
(NaOH) and sodium sulfide (Na2S ), called white
liquor. The residual black liquor is washed from the
pulp and treated to recover the cooking chemicals.
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Black liquor is the major by-product of the pro-
cess and one of the most important industrial fuels
([13]). The black liquor is concentrated and burned
in a recovery furnace to yield an inorganic smelt of
sodium carbonate (Na2CO3) and Na2S .
The smelt is dissolved to form green liquor, which
is treated to recycle the calcium carbonate and to
regenerate the white liquor.

Figure 1: Section of a modern Kraft recovery boiler

The recovery boiler furnace can be considered as
consisting of three distinct zones ([17]): a drying
zone where the black liquor is fired, a reduction
zone at the bottom where the smelt is formed, and
the oxidation zone in the turbulent upper section.
This boiler both regenerates the cooking chemicals
(reducing the sulphates to sulphide) and produces
high pressure steam that is typically used in the pro-
cess.
It provides about 65% of the mill steam demand
by the combustion of black liquor which is concen-
trated to about 70% dissolved solids content ([7]).
Note that heavy fuel is rarely used at recovery boiler,
mainly for the boiler start-up and maintenance.
The combustion air is supplied through nozzles at

several levels around the furnace ([3]). Char bed
reactions, its size and shape are controlled by the
primary and secondary air. Tertiary and quater-
nary air provides oxygen to assure efficient mixing
for complete combustion, these flows constitute the
“over-fire air system ([3])” and assure a proper black
liquor distribution above the char bed.
A modern recovery boiler, similar to the one stud-
ied, is presented in Fig.1. The black liquor is fired
in the furnace (1). On the steam production side, the
feed-water is preheated in the economizers (2) be-
fore entering in the steam drum (3); saturated steam
is generated in the screen (4) and separated in the
upper part of the steam drum and lead to the super-
heaters (5). High, medium and low temperature su-
perheaters are located first in the flue gas path, close
to the furnace.
We denote two auxiliary equipments: the electro-
static precipitator (6) that removes particles from the
flue gas after the economizers and a dissolver tank
(7) that receives the smelt to form green liquor.

4. Random Forests methodology
We consider a regression problem in which we are
trying to predict the mass flow rate of the high
pressure steam that leaves the high temperature su-
perheater.
Let’s consider a training set z = {(x1, y1), . . . , (xn, yn)}
where each xi =

(
xi1, xi2, . . . , xip

)T
is the ith mea-

surement vector of p input attributes, yi is the con-
tinuous response. We fit a model to z, obtaining the
prediction f̂ (x) at input x.

4.1. From binary trees to Random Forests
The binary tree is a widely used framework in data
mining ([2, 10]); this concept can be applied both to
classification or regression problems.
Basically, it’s a sequence of binary decisions ap-
plied to the input variables; each non-terminal node
contains a decision involving the comparison of an
attribute with a given threshold, which then leads
to another node or to a leaf (a terminal node). The
root node contains the whole dataset which is re-
cursively split into two branches at each node. A
greedy algorithm selects the attribute and threshold
that maximizes a given fitness measure.
A particular tree framework called CART (for
”Classification And Regression Trees”) maximizes
the Gini index that selects the split with the low-
est impurity at each node; CART was introduced
by Breiman in 1984 ([4]). Generally, the resulting



tree is easily interpretable (giving a set of decision
rules), it works with both numerical and categorical
data, and it’s a non parametric method (no a priori
assumption is made).
Unfortunately, trees are sensitive to small changes
in the learning sample ([5]). Moreover, unstable
trees can be stabilized via an ensemble method: we
average the predictions of a set of individual models
(see for example, [9]).
Practically, we have a single training data set, and
so we have to find a way to introduce variability
between the different models: we use bootstrap data
samples ([2]). A bootstrap replicate is a random
subset of the original dataset, of the same length,
taken with replacement ([8]).
We generate m bootstrap samples and then use each
to train a separate copy of a predictive model. This
procedure is known as bootstrap aggregating or
bagging ([5]). The aim of aggregating is to create
an improved model. We take the average value of
each prediction for a given test sample. For each
bootstrap sample zi (i = 1, . . . ,m), we grow a full
tree Ti with CART. Then we aggregate the ensemble
{Ti}mi (see Fig.2).

Figure 2: Bootstrap Aggregating: Bagging

For a giving prediction f̂i(x), the bagging estimate is
the average of predictions over the m trees. Bagging
is very helpful for reducing variance and, for pre-
diction, Breiman proved theoretically that a bagged
predictor will always have improved accuracy over
a single predictor ([5]).

4.2. Random Forests algorithm

A random forest is an ensemble of unpruned clas-
sification or regression trees (Breiman,[6]), induced
from bootstrap samples of the training data, using
random feature selection in the CART induction
process.
In the Random Forests methodology ([6, 10, 12]), a
second source of diversity is introduced during the

growing of each tree. For each node, the method
selects a small random subset of k attributes (from
the p input attributes) and uses only this subset to
search for the best split.
This random selection of features at each node de-
creases the correlation between the trees in the for-
est thus decreasing the forest error rate. We fit each
tree on bootstrap sample and we select threshold and
attribute at each node from a subset of attributes; the
algorithm is described below ([12]):

! Given z = {(x1, y1), . . . , (xn, yn)} a sample,
! For i = 1 to m, Do

1. Draw a bootstrap sample zi of size n from z
2. Grow a tree Ti to zi by recursively repeating

these steps for each non terminal node, until
the minimum node size Nmin is reached.

(a) select k variables randomly from the p
variables (k < p),

(b) pick the best variable/split point among
the k,

(c) split the node into two daughter nodes.

! Output the ensemble {Ti}m1
! To make a prediction at a new point x:

f̂ m
RF(x) = 1

m

m∑

i=1

Ti(x)

Classical values for regression are (k,Nmin) =
(%p/3& , 5), with p the total number of input at-
tributes ([12]).
Random Forests use the out-of-bag (OOB) samples
for assigning variable importance measure. On av-
erage, 37% of the samples will not be present in a
given bootstrap ([1, 10]): they are called OOB sets.
When a tree in the forest is grown, the OOB sam-
ples are passed down the tree, and the prediction
accuracy is recorded. Then, one at a time, each
attribute values are randomly permuted in the OOB
samples, and the accuracy is again computed. The
decrease in accuracy as a result of this permuting
is averaged over all trees, and is used as a measure
of the importance of a variable in the random forest
([1, 12]).

5. Industrial case study
Our original database is a two years of historical
data related to the recovery boiler: 65509 obser-



vations for 56 process variables (referred as to at-
tributes). Those input attributes are mainly physical
flow rates, pressures, temperatures for the main pro-
cess flows: black liquor, fuel, air, water,. . .
We used a Matlab R13 implementation of Breiman’s
Random Forests algorithm for regression ([18],
based on Breiman and Cutler’s original Fortran
code version 3.3).
Firstly, the database is preprocessed to make it ap-
propriate for the analysis ([14]): all start-up and
maintenance periods are eliminated. Then, the
given original data set is partitioned into two inde-
pendent sets ([11]): a training set (70% of the data)
and a test set (the remaining 30%). The training
set is used to build the model, whose accuracy is
estimated with the test set.
Secondly, we select the appropriate number of trees
in the forest. We analyzed the prediction score re-
lated to each m varying from m = 1 to m = 150.
This is the score of correlation between the test set
of real values and the predicted values computing
via Random Forests.

Figure 3: Random Forests prediction score on the
test set related to the number of trees in the forest.

We can observe on Fig.3 that the prediction score
increases rapidly and reaches a limiting value. In
this case, Random Forests stabilize at about 80 trees.
We take the following Random Forests design:

(m, k,Nmin) = (80, 18, 5)

Note that this step is important in terms of compu-
tational time minimization.
Then, we can observe on Fig.4 that the mean
squared error on training set converges to a lim-
iting value.
At this subject, Breiman wrote that “Use of the
Strong Law of Large Numbers shows that Random
Forests always converge so that over-fitting is not a

problem ([6, 16])”; it explains why Random Forests
do not over-fit as more trees are added.

Figure 4: Mean Squared Error on the training set
related to the number of trees in the forest.

As we said before, only a few input variables
have usually a significant influence on the response.
Therefore we want to learn the relative importance
of each input attribute in predicting the response.
Attributes are ranked according to the importance
measure (expressed as a percentage of the overall
importance, see Fig.5). For a fixed number of trees,
a variable with a larger importance score relative to
other variables indicates that the variable is impor-
tant for regression. This hierarchy presents the first
25 relevant attributes on a total of 56.

Figure 5: Random Forest attributes score impor-
tance (%) for design (m, k,Nmin) = (80, 18, 5).

Quaternary air flow (KVCOQTAQ) is the more rel-
evant attribute (10, 8%) for predicting high pressure
steam flow. It regulates directly oxygen molar frac-
tion in the flue gas which is related to boiler’s load.
Consequently it regulates the flue gas temperature
and influences the heat exchange efficiency.
The feed water flow (KVEVQTEA) accounts for
6, 3%; this flow regulates the steam drum level and



is directly related to the steam flow.
Then, the entering black liquor flow rate (KV-
CAQTLN) at 6, 0% is a part of the total black
liquor flow rate (KVCAQALN) which is circulated
in a loop around the liquor guns; these variables are
highly correlated. Next, primary air flow (KVCO-
QTAP) accounts for 4, 4% and is related to the char
bed reactions.
This hierarchy is an interesting tool for better un-
derstanding which inputs affect steam prediction.
It helped operation people to better understand
which parameter induce steam generation variabil-
ity. In particular, quaternary air flow was not ex-
pected to be that important. Therefore it provides
valuable knowledge to the mill and triggered further
investigation.
Finally, we compute the Random Forests predictor
on the test set (see Fig.6). The Pearson’s correlation
coefficient between the test set of real values and
the predicted values computing via Random Forests
was: 0, 92.

Figure 6: Random Forests high pressure steam pre-
diction related to test data set (units: ton/hour).

This high correlation coefficient acts the pertinence
of using Random Forests in a Kraft recovery boiler
steam flow analysis.

6. Conclusions
This paper briefly highlighted the powerful of Ran-
dom Forests in a steam flow prediction problem.
Random Forests handle very large database, with
mixed data types (discrete or continuous) and with
missing data.
This method is easy to use and fast, requiring only
a little tuning on parameters.

Its internal variable importance measure is very
helpful for understanding complex interactions be-
tween attributes and discovering latent patterns.
An interesting extension of this paper is to consider
boiler’s operating modes separately (black liquor or
heavy fuel injection) and to fit the model on these
modes.
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Abstract:  Industrial energy efficiency is nowadays a key characteristic of technologies besides their 
costs. For new emerging technologies, however, its evaluation becomes complicated if different in- and 
outputs occur. The introduction of a new chlorine-electrolysis technology is an example for such 
evaluation difficulties. It is shown that existing analysis methods do not allow for a universal evaluation 
of energy demand, CO2-emission and cost reduction potentials of the new technology. A software-
based site-specific method is therefore introduced and applied to the example of chlorine production in 
a case study. The final results support the approach because CO2-emission and energy cost reduction 
potentials are found to strongly depend on site-specific constraints. Hence, it is concluded that a 
universally valid best-available-technology for chlorine production cannot be declared anymore if the 
new technology is introduced. The site-specific analysis approach is found to also allow for deduction 
of suitable conditions for the application of the new technology for chlorine production. The approach 
provides a generally sound method for evaluation of multi-product systems with different product uses.  

Keywords:  Technology Assessment, Industrial Energy Efficiency, Chlorine Electrolysis 

1. Introduction 
Industrial processes account for a significant part 
of the world’s primary energy demand and CO2-
emissions. Increased energy prices and public 
awareness of climate change are forcing industries 
to improve and redesign their processes towards 
higher efficiencies. Industrial energy efficiency 
has become a particular key object in many 
companies and industry sectors. The development 
of more energy-efficient processes and 
technologies is encouraged by economic 
development schemes in many countries. Hence, 
the evaluation of industrial energy efficiency is a 
scientific field of interest. Results of such 
evaluations are often published in documents on 
best-available-technologies (BATs). In an ideal 
case, one technology within an industry sector has 
superior energy-efficiency and environmental 
impact characteristics combined with lowest costs. 
It can be consequently declared as BAT without 
reservation. However, the ideal case does not 
always apply in real life. The evaluation of multi-
product systems, is particularly complicated 
because the main function of a process or 
technology can vary here. Hence, a clear definition 
of the BAT becomes problematic: Reference 

documents become vague and may include many 
exceptions.  

Chlorine production is a typical example for such 
a complex evaluation problem. Being amongst the 
most energy-intensive industrial processes [1], it 
has always been in focus for energy-efficiency 
improvements. Chlorine production in an 
electrolysis process is by nature a multi-product 
process delivering the by-products sodium 
hydroxide and hydrogen. The evaluation of a new 
electrolysis technology with promising energy-
efficiency characteristics ([2]) but different by-
products brings up the question of the suitability of 
universally declared BATs for multi-product 
technology assessments. The aim of this work is 
the development of a technology assessment 
strategy for cases where regular evaluation 
techniques may fail. Chlorine production as the 
motivating example is briefly described in section 
2 before the approach for a software-based site-
specific evaluation model is illustrated in section 
3. The model is presented in section 4 and applied 
in a case study in section 5. Conclusions for 
chlorine production technology assessment and the 
suitability of the site-specific model approach are 
given in section 6. 
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2. Motivating Example: Chlorine 
Electrolysis  

2.1. Industrial Chlorine Production 

Chlorine is a highly reactive gas and a strong 
oxidant in chemical reactions. Hence, it has 
become an essential chemical commodity required 
for the production of numerous products. The 
European annual chlorine production peaked at 
10.4 millions tons in 2007 ([3]), worldwide 
production was at 52 million tons in 2003 ([4]). 
An average energy demand of 3415 kWh per ton 
chlorine is given for the European capacities ([3]). 
Assuming this average demand for the global 
capacities gives an annual energy demand of 
approx. 178 TWh in 2003.  

2.2. Established Industrial Chlorine 
Electrolysis Technologies 

The process of driving a non-spontaneous reaction 
using electric current is called electrolysis. 
Electrolyzing sodium chloride solution forms 
gaseous elemental chlorine at the anode as well as 
a sodium hydroxide solution and gaseous 
elemental hydrogen at the cathode. This process is 
called chlor-alkali electrolysis and can be 
generally described by the following overall 
stoichiometry: 

2NaCl + 2H2O  2NaOH + Cl2 + H2            (1) 

The products of the anode (i.e. chlorine) and the 
cathode (i.e. hydrogen and sodium hydroxide 
solution) have to be separated to avoid forming of 
unwanted hypochlorite and explosive hydrogen-
chlorine mixtures. Three technical solutions are 
established as today’s chlor-alkali-processes. 
These technologies will be described briefly in the 
following sections, detailed information can be 
found in [5], [6]. 

2.2.1. Diaphragm Technology 

Diaphragm electrolysis uses a porous diaphragm 
to separate anode and cathode products, especially 
to avoid transport of hydroxide-ions from cathode 
to anode by streaming of the complete anolyte 
through the diaphragm into the cathode chamber. 
It has major disadvantages: The sodium hydroxide 
mass fraction in the solution is low at ca. 12 wt % 
and ca. 15 wt % of sodium chloride are still 
included in the solution. The impurity can only be 
removed down to ca. 1 wt % sodium chloride by 
evaporation up to 50 wt % of sodium hydroxide. 
This requires a high consumption of thermal 

energy and expensive apparatus. Additionally the 
diaphragms are commonly made of hazardous 
asbestos. 

2.2.2. Mercury Technology  

This electrolysis places the formation of chlorine 
and hydrogen in two different reactors. Chlorine 
and a sodium/mercury amalgam are formed in the 
first reactor. The amalgam is transported to the 
second reactor, where it reacts with water to form 
hydrogen and sodium hydroxide solution while the 
mercury is recycled. This process delivers very 
pure sodium hydroxide with a mass fraction of 50 
wt % in the solution, but the electrical energy 
demand is increased and hazardous mercury 
requires expensive precautions. 

2.2.3. Membrane Technology 

The membrane technology applies a nearly ideal 
separation principle: a semi-permeable ion-
exchange membrane enables the necessary 
transport of sodium ions from anode to cathode 
and suppresses almost completely the undesired 
transfer of hydroxide ions in the opposite 
direction. It produces very pure sodium hydroxide 
with a mass fraction in the solution typically at 32 
wt %. 

2.2.4. Best Available Technology 

The three described technologies are usually 
compared assuming gaseous chlorine and sodium 
hydroxide in a 50 wt. % solution as basis of 
comparison. Hydrogen as a third product is not 
considered because it is formed equally in all three 
processes. Both diaphragm and mercury 
electrolysis technologies have major disadvantages 
compared to the membrane technology: they use 
the hazardous materials asbestos and mercury, 
respectively. Furthermore, they have a higher 
energy demand: the diaphragm technology 
requires the evaporation of the catholyte (and 
delivers impure sodium hydroxide) and the 
mercury technology needs an increased cell 
voltage due to the intermediate sodium metal 
formation in the amalgam. Consequently, 
membrane technology is the state-of-the art 
solution for chlor-alkali electrolysis being declared 
BAT of the European Union in 2001 ([7]) 

2.3. Oxygen-Depolarized-Cathodes for 
Energy-Efficient Chlorine Electrolysis 

The electricity demand of an electrolysis process is 
determined by the fundamental electrochemical 
characteristics of the involved materials. Thus, 



new reaction paths are considered to lower the 
electricity demand significantly. A promising 
approach is the use of oxygen-depolarizing 
cathodes within membrane electrolysis plants. 
Supplying such a cathode with gaseous oxygen 
leads to the following stoichiometric equation for 
this electrolysis: 

2NaCl + H2O + ½ O2  2 NaOH + Cl2              (2) 

A detailed description of the history, present status 
and future prospects of this technology can be 
found in [4]. The key characteristics of this 
electrolysis are a significantly lower cell voltage, 
the lack of the by-product hydrogen and oxygen as 
a required resource. 

2.4. Status of Chlorine Technology 
Assessment 

The described ODC-technology is already 
mentioned as an emerging technology in the BAT 
reference document of 2001 ([7]). A review of this 
document started in 2009 and results of the first 
meeting are available online ([8]). It is stated that 
more data about the still emerging ODC-
technology is required to update the reference 
document. However, it becomes already apparent 
that the declaration of a universally valid BAT is 
then more complicated: ODC-electrolysis does not 
deliver hydrogen anymore. As hydrogen is not a 
waste product, the technologies cannot easily be 
compared anymore.  

3. A Site-Specific Analysis 
Approach 

3.1. Problem Specification 

The four electrolysis technologies described in 
section 2 are used for the production of the main 
product chlorine. Hence chlorine producing 
companies have to answer the question of which is 
the most efficient technology. However the 
processes are not directly comparable because they 
have different in- and outputs as it is described in 
section 2. 

The field of life-cycle-analysis (LCA) has evolved 
over the last two decades as a sound method for 
evaluation of the environmental impact of 
technologies, products and services. The scientific 
development of LCA-theory has delivered 
strategies for analysis of multi-product systems 
([9], [10]). A possible adaption of these methods 
to the given problem is evaluated in the following 
sections. 

3.2. System Expansion  

The recommended solution for evaluating multi-
product systems is a system expansion ([9], [11], 
[12]). System expansion is performed by adding 
processes to the given systems until equal outputs 
are obtained. A simple system expansion for a 
comparison of the mercury electrolysis with ODC-
electrolysis is depicted in Figure 1.  

 

Fig. 1.  a)  mercury chlorine production system 
b)  expanded ODC chlorine production system 

This approach often leads to inaccurate results 
because of it requires assumptions. Applying the 
method to the given problem, the alternative 
hydrogen production is one key assumption. It was 
found that hydrogen produced in chlorine 
electrolyses is used differently depending on the 
characteristics of the specific production site ([3]): 
Further processing is possible as well as thermal 
use for electricity generation. At some sites, 
hydrogen is not even used at all and treated as a 
waste gas ([3]). Consequently, a uniformly valid 
system expansion approach is not suitable for a 
universal analysis of chlorine electrolysis 
technologies. 

3.3. Allocation 

Allocating impact figures like primary energy 
demand or CO2-emissions to single products of 
multi-product systems avoids the assumptions 
underlying the system expansion approach. A 
simple allocation of the used electricity to the 
product chlorine is illustrated in Figure 2. X and Y 
represent different fractions of the total electricity 
demand according to an arbitrary allocation rule. 

 



 

Fig. 2.  Allocation of electricity demand to main 
product chlorine for membrane and ODC-
electrolysis. 

The obvious disadvantage is the lack of a 
universally valid allocation rule for technical 
processes. Different allocation strategies have 
been investigated, often applied to special cases 
such as in [13], [14]. The suitability of allocation 
for chlorine electrolysis technology assessment is 
evaluated in [15]. It is shown that the results of a 
technology assessment depend strongly on the 
chosen allocation rule. Consequently, allocation is 
not a suitable method for chlorine electrolysis 
technology assessment. 

3.4. A Site-Specific Analysis Model 

Chlorine production is usually at the beginning of 
the value-creation chain of chemical production 
sites. Analysis and technology comparison 
therefore strongly depend on the requirements of 
the downstream processes. Especially relevant is 
the site-specific use of hydrogen produced in 
existing electrolysis technologies. The previous 
explanations show that existing analysis methods 
cannot be applied universally to this case. It is 
therefore suggested to evaluate and compare the 
ODC-technology with existing production systems 
site-specifically: The system expansion approach 
is therefore applied under the given constraints of 
the actual chlorine production site. A software-
based analysis model is implemented in order to 
analyze energy efficiency, environmental impact 
and costs of different chlorine electrolysis 
technologies. It includes physical models of the 
described electrolyses and other technologies 
required to model a chlorine production site that 
can include ODC-technology, i.e. technologies for 
oxygen supply or alternative hydrogen production. 
The model can be universally applied to various 
chlorine production sites and is suitable to derive 
guidelines for the introduction of the ODC-
technology. The following section gives a brief 
overview of the software-based method. 

4. Chlorine Production Site Models 

4.1. Software 

The TOP-Energy Software framework ([16]) is 
used to model chlorine production sites. Among 
other features, it provides a graphical user 
interface including a flow process chart and a 
simulation core for solving algebraic equation 
systems ([17]).  The chemical production sites can 
be graphically assembled using the flow process 
chart. Key figures such as energy demand, CO2-
emissions or energy costs are extracted from the 
simulation results.     

4.2. Plant Models  

Stationary process models are implemented 
allowing graphical assembling of various chlorine 
production sites. The model library includes the 
described four electrolysis technologies as well as 
optional up- and downstream technologies which 
allow a site-specific system expansion. Required 
technologies are air fractionation plants for oxygen 
supply, power plants for thermal hydrogen use, 
concentration plants for sodium hydroxide 
concentration, and steam reformer plants for 
alternative hydrogen production. While the 
electrolyses are modeled using the underlying 
electrochemistry, the other plants are described by 
characteristic figures. This allows easy adaption of 
future developments of these technologies. 

4.2.1. Electrolysis 

The electrolysis technologies can be modeled 
using fundamental electrochemical laws obtained 
by Faraday ([5]). The specific electricity demand 
per ton chlorine wel depends on the 
electrochemical characteristics of the involved 
materials summarized in the electrochemical 
equivalent f as well as the voltage U and current 
efficiency a according to Faraday’s first and 
second law: 

                             
fa

U
wel

⋅
=                             (3) 

The voltage is determined by the electrochemical 
reactions at the electrodes. Diaphragm and 
membrane technology have the same reactions at 
the electrodes and differ only by further electrical 
resistances. The voltages of the mercury and 
ODC-technology are higher or lower than 
diaphragm or membrane technology voltages 
because of different electrode reactions [4], [5]. 
Voltage and current efficiency can be modified in 
the electrolysis model to obtain a site-specific 
model. Further site-specific conditions such as 



plant size, current density and sodium hydroxide 
concentration are integrated as well. 

4.2.2. Air Fractionation Plant 

An air fractionation plant is modeled using a 
specific electricity demand per produced mass of 
oxygen as characteristic figure. This value can be 
adapted according to the site-specific plant.   

4.2.3. Concentration Plant 

A concentration plant is modeled with a mass-
based steam demand per mass of water that has to 
be evaporated to reach a desired sodium hydroxide 
concentration in the solution. The pressure level of 
the heating steam can be adapted in order to 
calculate the process heat energy demand and 
steam generation related CO2-emissions. 

4.2.4. Steam Reformer 

A steam reformer is modeled using a specific fuel 
gas demand per hydrogen output. The model 
calculates the resulting CO2-emissions from a 
stoichiometric reaction shifting the reaction 
completely to hydrogen and CO2, i.e. the 
production of CO as a by-product is neglected. 
This assumption seems to be valid since the steam 
reformer is used to replace hydrogen production 
from electrolysis plants.  

4.2.2. Resource and Energy Supply Systems 

Resource supply is modeled as a general material 
source. Upstream energy demand, CO2-emissions 
and costs can be adapted for the respective 
resource. Energy is consequently supplied from 
general energy sources, where upstream emissions 
and costs can be adjusted to model specific grid or 
generation characteristics such as the CO2-
emission coefficient of a specific electricity grid. 
An on-site electricity generation model with a 
characteristic electrical efficiency is also included 
to model thermal hydrogen use for electricity 
generation. Conditions for combined heat and 
power generation can be modeled by adapting the 
CO2-emission coefficients. 

5. Case Study 

5.1. Scenarios 

The method and models described in the sections 
above are applied to a case study in order to 
evaluate CO2-emission and energy cost saving 
potentials of the ODC-technology for a typical 
chlorine production site. The chosen case consists 
of a reference scenario, which is a chlorine 
production plant with mercury electrolysis 

technology. It is imaginable to retrofit either 
membrane or ODC-technology to improve the 
efficiency. Hence, these two options are compared 
to the reference case. Key site-specific parameters 
are varied to assess their influence on the results. 
Therefore three types of hydrogen use are 
considered:  

 Chemical use for further processing 

 Thermal use for power generation 

 Hydrogen as waste product 

The grid electricity CO2-emission coefficient 
determines the CO2-emissions from electricity 
generation. It is varied here in order to model 
different electricity generation characteristics. The 
influence of energy prices on cost reduction 
potentials is analyzed as well.  

5.1.1. Mercury Electrolysis 

A model of a typical chlorine production site using 
mercury electrolysis technology is depicted in 
Figure 3. CO2-emissions and energy costs result 
from the electrolysis electricity demand. 
Electricity is supplied from the grid for chemical 
use of hydrogen and hydrogen as a waste product 
as shown in Figure 3.a). For thermal hydrogen use 
a fraction of the electricity is supplied from a local 
power generation as illustrated in 3.b). 

 

Fig. 3.   mercury electrolysis site with                         
a): chemical/no hydrogen use                           
b): thermal hydrogen use 

5.1.2. Membrane Electrolysis 

A scenario with membrane electrolysis technology 
has to be expanded by a concentration plant model 
as it is shown in Figure 4 for the chemical use and 
hydrogen waste product case. An on-site steam 
generation unit causes additional CO2-emissions. 



 

Fig. 4. Membrane electrolysis site for chemical H2 use 

5.1.3. ODC Electrolysis 

Equipping a former mercury electrolysis site with 
ODC-technology causes further changes in the 
scenario. Figure 5 shows a site with ODC-
technology for former chemical hydrogen use. 
Here, an air fractionation is added for oxygen 
supply while a steam reformer produces hydrogen 
for further processing.  

The case of former hydrogen thermal use requires 
an on-site power generation unit where hydrogen 
is replaced with fossil fuel leading to additional 
CO2-emissions. Hydrogen as a waste product 
requires neither a steam reformer nor additional 
fossil fuel use. 

 

Fig. 5.  ODC electrolysis site for chemical H2-use 

5.1.4. Key Parameters and Assumptions 

The key parameters of the presented scenarios are 
summarized in Table 1.  

Table 1.  Technical and Economical Parameters 

Parameter Value Unit 

chlorine production 150 kt a-1 

current efficiency 95 % 
electrochemical equivalent 1.3228 kg kA-1h-1 

mercury electrolysis voltage 4.2 V 
membrane electrolysis voltage 3.0 V 
ODC electrolysis voltage 2.0 V 
ODC oxygen surplus 10 % 
concentration steam demand 0.9 kg kg—1 

air frac. electricity demand 0.27 MWh t-1 

steam ref. fuel gas demand 0.45 (m3)N/(m3)N 

steam CO2-emission factor 0.2 kg kWh-1 

electricity price 0.06 € kWh-1 

hydrogen price 0.03 € kWh-1 
steam price 0.02 € kWh-1 

As said before, the electricity grid CO2-emission 
coefficient determines the electricity generation 
related emissions. Three different electricity 
generation characteristics listed in Table 2 are 
evaluated in this study. 

Table 2.  Electricity Grid CO2-Emissions Coefficients 

Value Unit Explanation 

0.624 kg kWh-1 2007 German Grid Average 
0.3 kg kWh-1 25% Nuclear 75% Modern Fossil 
0.8 kg kWh-1 25% Hydro 75% Coal Fired 

 

Energy costs are calculated for the prices shown in 
Table 1 as well as for 25% higher and lower 
prices. Scenarios with hydrogen production 
receive a financial credit based on an energy-
related hydrogen price.  

5.2. Results and Discussion 

5.2.1. CO2 - Emissions 

The total CO2-emissions of the different chlorine 
production scenarios are shown in Figure 6. The 
displayed bars represent the absolute CO2-
emissions for an electricity grid CO2-emission 
coefficient of 0.624 kg kWh-1. The error bars give 
the results for higher and lower coefficient 
scenarios, respectively. Shaded areas mark on-site 
CO2-emissions, i.e. for steam and power 
generation and steam reforming. 

 

Fig. 6.  CO2-Emissions of different hydrogen use 
scenarios 

It can be seen that ODC-technology has in all 
cases CO2-emission reduction potentials compared 
to mercury and membrane technology for an 
electricity grid emission coefficient of 0.624 kg 
kWh-1. The reduction potentials range from 41% 
(no hydrogen use, compared to mercury) to 10% 



(chemical hydrogen use, compared to membrane). 
Membrane and ODC-technology both generate 
significant on-site emissions due to sodium 
hydroxide concentration and hydrogen 
replacement. The results also show a strong 
influence of the given electricity grid CO2-
emission coefficient. A higher coefficient leads to 
greater reduction potentials while a lower 
coefficient causes lower reduction potentials for 
the ODC-technology. This can be explained with 
the significant CO2-emissions from hydrogen 
replacement which is not coupled to the electricity 
grid characteristics. For no hydrogen use the 
coefficient does not have a significant influence on 
the result.  

5.2.2. Energy Costs 

The resulting energy costs are shown in Figure 7. 
Membrane and ODC-technology lead to energy 
cost reductions of 28% and 37% compared to 
mercury technology. Higher energy prices lead to 
greater relative energy cost reduction potentials of 
the ODC-technology while low prices cause less 
reductions. This can be explained by the 
dominance of electricity costs. Electricity costs 
represent a major part of the energy costs and are 
significantly higher than a hydrogen credit. This 
dominance is enhanced by increasing energy 
prices and lowered by lower energy prices. 
Consequently the energy cost reduction of ODC-
technology compared to mercury and membrane 
technology increases because of ODC’s lower 
electricity demand. The hydrogen credit has a 
significant influence on the energy cost reduction 
potential of ODC-technology. In case of no 
financial credit, ODC’s cost reduction potentials 
increase to 46% compared to mercury technology.  

 

Fig. 7. Energy costs of different electrolysis 
technologies 

The energy cost reduction potential is transferred 
to a maximum invest sum for a given payback 
period applying a simple net present value method 
with an interest rate of 8%. The results are shown 

in Figure 8. The difference between maximum 
membrane investments and maximum ODC 
investments are strongly depending on the 
hydrogen credit. 
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Fig. 8.  Maximum investment sum for different 
retrofit scenarios 

6. Conclusions 
It is shown that the presented method can be used 
to evaluate multi-product processes site-
specifically. Considering the given example of 
different chlorine production technologies, it can 
be concluded that the actual CO2-emission 
reduction potential depends strongly on the site-
specific constraints such as the electricity grid 
CO2-emission coefficient. Different possible uses 
of hydrogen also influence the results 
significantly. The energy cost reduction potential 
strongly depends on the site-specific energy prices. 
A financial credit for hydrogen has a particular 
strong influence if ODC-technology is compared 
to existing technologies. Consequently, ODC-
technology is more suitable for production sites 
where formerly produced hydrogen can be easily 
replaced and no alternative production method has 
to be installed. 

The method of site-specific analysis for 
assessment of different multi-product systems 
allows for the estimation of site-specific BATs. 
The approach is more useful for practical 
application than universally declared BATs which 
do not take site-specific characteristics into 
account. Even though new calculations for 
different sites seem to be inevitable, the software-
based approach allows for easy adaption of the 
model. The model can be adjusted for different 
technologies as long as their thermodynamic 



behavior can be expressed in stationary equation 
systems. If statistical data about the distribution of 
different site characteristics is available, the 
presented method will be capable of estimating 
efficiency improvement potentials of new 
technologies more precisely. 

A possible extension of the model would include 
process heat in order to also immediately evaluate 
heat integration potentials. 
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Tailor-Made Energy Efficiency Optimization of an ATAD 
Plant 
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Abstract: Autothermal thermophilic aerobic digestion (ATAD), an activated sludge process at 
thermophilic temperatures used to pasteurize and stabilize the sludge, has a relatively high energy 
requirement with 0.3-0.5 kWh/kg. The aim of this paper is to minimize the energy requirement of the 
case study ATAD plant by altering the operating conditions while complying with treatment goals. The 
methodology selected to achieve this goal is dynamic optimization. One of the characteristics of our 
case study plant is that it makes use of a polymer as pre-thickening agent. The use of this polymer 
increases the energy requirements by a factor of 2.5 (up to 1.3 kWh/kg). The idea is, therefore, to use 
the polymer concentration as one of the optimization variables. Other optimization variables include the 
aeration flowrate, sludge flowrate, and influent temperature, which were found to significantly influence 
the energy requirement in our previous work. The optimization problem was implemented in MATLAB® 
and the optimization method employed was fmincon. Preliminary results show reductions in the energy 
requirement of up to 33%. As the objective function was found to be multimodal, future work includes 
the use of global optimization techniques. 

Keywords:  Wastewater treatment, ATAD, Energy efficiency, Dynamic optimization. 

1.  Introduction 
Autothermal thermophilic aerobic digestion 
(ATAD) is an activated sludge process used in 
wastewater treatment to stabilize and pasteurize 
the sludge. In this context, stabilization refers to 
the reduction of the organic matter or volatile 
solids (VS) concentration of the sludge, while 
pasteurization refers to pathogen elimination via 
heat treatment. Several review papers are available 
on ATAD development, design, and operation [1-
3]. 
The principle of the ATAD reaction can be 
described as follows: raw sludge containing large 
amounts of organic matter and pathogens is fed 
into a well insulated reactor, where it is aerated 
and mixed for a certain time. The thermophilic 
microorganisms present in the sludge start to feed 
and grow at the expense of oxygen and organic 
matter, thus contributing to sludge stabilization. 
During their digestion, the thermophiles release 
vast amounts of metabolic energy, therefore rising 
reactors' temperatures to the thermophilic range 
(45-60 °C). These high temperatures are lethal for 
pathogens, thus contributing to sludge 
pasteurization. After meeting required levels of 
stabilization and pasteurization, the reactor(s) is 
partially discharged (typically 20% of the total 

volume during 30 min) and loaded with raw 
sludge (with the same amount of sludge and a 
loading time of 30 min). During the discharge and 
loading phases, aeration of the reactor(s) is 
stopped. After loading is completed, the batch 
reaction phase is resumed by aerating the reactors 
and the cycle re-starts. The reactor is only partially 
discharged to prevent the reactors’ temperatures 
from getting excessively low. The end-product is a 
pasteurized and stabilized sludge known as Class 
A Biosolids that can be used as a fertilizer on 
agricultural land without restrictions. 
Due to the high oxygen uptake rates (OURs) of 
thermophilic microorganisms there is a relatively 
high energy requirement regarding the aeration of 
the reactors. As a result, ATAD is an energy-
intensive process with 9-15 kWh/m3 of treated 
sludge or 0.3-0.5 kWh/kg of VS treated [4]. 
In this paper, we focus on a case study ATAD 
facility located in Killarney (Co. Kerry, Ireland). 
This plant has a relatively low concentration of VS 
in the influent sludge (just 15 g/l) which is not 
high enough to reach and keep thermophilic 
temperatures. Hence, the influent sludge is pre-
thickened with polymer so as to reach a VS 
concentration of 40 g/l and to ensure autothermal 
thermophilic operation. However, the addition of 



polymer has the important drawback that it 
increases the energy requirement to about 1.3 
kWh/kg.  

2.  Motivation and Aim 
Experimental findings point out that the operating 
conditions (OCs) of conventional ATAD systems 
are often arbitrary and can be greatly improved:  
 Despite the varying OURs of ATAD, 

conventional plants make use of invariable air 
supply. Further work is needed to determine the 
best way to accommodate the enormous and 
variable OURs of ATAD systems [1]. 

 Temperature control of conventional ATAD 
systems is often very poor sometimes requiring 
heating and cooling loops [5]. 

 The sludge flowrate has been found to affect 
the specific energy requirement for removal of 
defined organic matter quantities [7]. However, 
conventional ATAD systems make use of one 
single volume change per day, thus not 
allowing a complete exploitation of the 
thermophiles’ efficiency [6]. 

 The influent organic matter concentration has 
also been found to strongly affect sludge 
stabilization [6], which in turn affects the 
reaction time and thus the overall energy 
requirement of the treatment. 

In light of these considerations, several authors 
agree on the need to identify the optimum OCs of 
ATAD [1,2]. However, there is no study in the 
available literature devoted to the optimization of 
the ATAD reaction including the calculation of the 
potential economic and energy savings that could 
be attained. 
Given this background, the aim of this ongoing 
work is to minimize the energy requirement of our 
case study ATAD plant by altering the OCs 
(including the polymer concentration in the 
influent sludge) while complying with treatment 
goals. 

3.  Methodology 
The problem described above belongs to the realm 
of optimization. Due to the discontinuous (semi-
batch) nature of ATAD, the methodology selected 
to solve this problem is dynamic optimization. 
There are some recent review papers on dynamic 
optimization in the context of chemical 

engineering [8,9]. The optimization problem in 
question can be formulated as per (1)-(6). 
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Where Em is the gravimetric energy requirement 
(kWh/kg of VS treated), min the mass of VS in the 
influent (kg), t0 and tf the initial and final time 
(days), respectively, P the power of the aeration 
equipment (kW), x(t) and u(t) are the state and 
optimization variables, respectively, rVS the VS 
reduction (%), and LP the pasteurization lethality 
(%). Both concept and quantification of the VS 
reduction rVS and pasteurization lethality LP are 
defined in our previous work [10]. 
In our problem, the objective function to be 
minimized is Em (see (1)). Sought are the optimum 
trajectories of the optimization variables u(t) that 
minimize Em while satisfying the stabilization and 
pasteurization constraints. Equation 2 represents 
the set of differential equations describing the 
dynamics of the ATAD reaction which is subject 
to the initial value problem in (3). In other words, 
(2) is a model of the reaction kinetics, and for this 
purpose we will make use of the model presented 
in our previous work [10]. Equations (4) and (5) 
express the so-called path constraints and they 
represent the stabilization and pasteurization 
constraints, respectively. They ensure that a 
minimum required level of stabilization and 
pasteurization is achieved by the end of the 
reaction [10]. Equation (6) sets the lower and 
upper boundaries of the optimization variables. 
The problem represented by (1)-(6) represents a 
nonlinear programming problem with differential 
and algebraic constraints. 

3.1.  Case study 
The case study ATAD facility consists of two 
equally sized reactors in series, and it follows the 



specifications for both design and operation set in 
[4]. Relevant design and operating parameters of 
our case study ATAD plant are shown in Table 1. 
The plant makes use of an aeration system with 
invariable speed and for convenience it is operated 
at a 24 hour cycle. 

Table 1.  Design and operating parameters of the case 
study ATAD plant. 

Parameter Value 
No. of reactors in series (-) 2 
Reactor volume (m3) 100 
Overall energy requirement (kWh/kg VS) 1.3 
Daily load (m3/day) 20-30 
Batch time (hours) 24 
Reaction time (hours) 23 
Hydraulic retention time (days) 7-10 
Specific power (W/m3) 100 
Aeration flowrate (vvh) 4 
Influent VS concentration before pre-
thickening (g/l) 

15 

Influent VS concentration after pre-
thickening (g/l) 

40 

Influent temperature (°C) 10-17 
Temperature in first reactor (°C) 40-50 
Temperature in second reactor (°C) 50-65 
Annual electricity cost (!) 60 000 
 
The optimization variables considered for this case 
study are the loading time tl (days), the influent VS 
concentration of the sludge XVS (g/l), the influent 
temperature Tin (°C), the sludge flowrate q(t) 
(m3/day), the aeration flowrate of both first stage 
and second stage reactors qa

1(t) and qa
2(t) (vvh), 

and the final time of the reaction tf (days) (see (7)). 
The selection of these optimization variables is 
based on our previous work [10], in which we 
showed via sensitivity analysis that they have a 
significant influence on the energy requirement. 
The lower and upper boundary uL and uU of the 
optimization variables are shown in (8) and (9), 
respectively. Fig. 1 illustrates the plant design of 
the chosen case study and the selected 
optimization variables. 
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It is important to note that the influent VS 
concentration XVS before pre-thickening of the 
sludge is about 15 g/l. As mentioned above, this 

concentration is not high enough to reach and keep 
the thermophilic temperature range during 
operation. Hence, an artificial polymer is added to 
the sludge to raise the concentration up to 40 g/l. 
The addition of this pre-thickening agent is, 
certainly, the characteristic that makes this 
particular plant unique, and that is why it requires 
a tailor-made optimization. Additionally, it is 
relevant that the fraction of polymer added to the 
influent sludge significantly influences the energy 
requirement of the overall treatment (with higher 
fractions of polymer leading to higher energy 
requirements). Mathematically this phenomenon 
can be understood in the following manner: the 
mass of VS in the influent min (see (1)) is 
considered before the polymer addition (that is, 
with a constant sludge concentration of 15 g/l) and 
is, therefore, not affected by the fraction of 
polymer added. However, the higher the polymer 
fraction the longer it will take to satisfy the 
stabilization constraint (see (4)), resulting in 
longer reaction times and, hence, higher energy 
requirements. This is an additional reason to 
choose the influent VS concentration XVS as one of 
the optimization variables (which ranges from 25 
to 42 g/l). 
The use the influent temperature as an 
optimization variable does, indeed, imply the 
notion of heat integration, as energy from the 
effluent sludge (60-65 °C) could be used to pre-
heat the influent (10-17 °C). 
Having the freedom to simultaneously vary 
influent temperature and influent VS concentration 
(through varying the polymer fraction) could lead 
to significant reductions in the energy requirement. 
This is due to the fact that higher influent 
temperatures require lower influent VS 
concentrations to ensure autothermal thermophilic 
operation; and, as stated above, lower polymer 
fractions lead to lower energy requirements. 

 

Fig. 1.  Case study ATAD plant with selected 
optimization variables. 

 



3.2.  Details on the implementation 
The problem was implemented in MATLAB® and 
the optimization routine employed was fmincon 
which is a gradient based method that finds the 
local minimum of a constrained multivariable 
function through the sequential quadratic 
programming algorithm. 

 

Fig. 2.  Optimization diagram showing different steps 
during each iteration. 

Fig. 2 describes the way how the optimization 
routine operates: a starting point u0 is fed into the 
optimizer and later into the ATAD model which 
also requires an initial condition x0 and a certain 
set of parameters p in order to determine the value 
of the objective function Em and to evaluate the 
path constraints after solving the set of differential 
equations. This output is then used to calculate 
(via gradients and Hessians) the next value of the 
optimization variables ui. This procedure 
continues until a certain tolerance criterion is 
satisfied. 
Due to the partial discharge of the reactors after 
each batch, the initial condition for a given batch 
depends on the final condition of the previous 
batch. Consequently, for a given optimization 
vector u, the constraint vector g = [0.38-rVS(tf), 1-
LP(tf)] generally depends on the batch number nb, 
i.e., g = g(nb). This dependence means that for a 
given vector u, the path constraints may be 
satisfied for high nb -values (leading to a feasible 
solution), but may not be satisfied for low nb-
values (leading to an unfeasible solution), and vice 
versa. As we are interested only in periodic (and 
not in transient) solutions, it is important to set nb 
sufficiently high to achieve periodicity without 
overloading the computer. Our experience shows 

that periodicity is generally achieved after at least 
10 batches. However, due to computer memory 
limitations, the value seven was used in the 
preliminary optimizations. 
Hence, for each iteration within the optimization 
loop (see Fig. 2) and for a given initial condition 
x0 and control vector u, the ATAD model 
simulates a total of nb consecutive batches. The 
path constraints g are then evaluated based on the 
last batch. 
Periodic solutions no longer depend on the initial 
condition x0 of the first batch: they only depend on 
the characteristics of the influent sludge and the 
OCs. This independence of the solutions from the 
initial condition x0 of the first batch makes our 
problem unique and different to other dynamic 
optimization problems found in the literature 
[8,9,11], in which optimal values depend on the 
initial condition of the first batch. This is due to 
the fact that in those problems the entire reactor 
volume is replaced after each batch. 

 

Fig. 3.  Optimal trajectories of state variables for the 
two reactors in series for nb-value of seven:    
(a) oxygen concentration, (b ) readily 
biodegradable substrate concentration,           
(c) thermophilic biomass concentration, and  
(d) temperature. 

4.  Preliminary Results 
Fig. 3 shows the optimal trajectories of the state 
variables for the case study plant. The periodicity 



of the state variables can be easily observed which 
indicates that the value chosen for nb was 
sufficiently high (and thus, the solution is 
feasible). The optimal value of the energy 
requirement (objective function) is 0.86 kWh/kg, 
which represents a reduction of 33% regarding the 
reference value of 1.3 kWh/kg. The starting point 
used was u0 = [0.125, 38.5,26,160000,1,4,3] which 
is very close to the current OCs of the case study 
plant, while the optimal control vector found was 
u* = [0.187,40,26,1.2,160000,1.2,3.8, 3.2].  
By comparing the starting point u0 and the optimal 
control vector u*, we observe the following: the 
algorithm reduced the loading time u1, while 
keeping the sludge flowrate u5 at a constant value. 
This is somewhat surprising as usually the 
increasing sludge flowrate minimizes the energy 
requirement by pushing the system towards its 
upper boundary. It seems also surprising that the 
value of the influent VS concentration u2 (which 
increases with addition of polymer) has increased 
as a result of optimization with respect to the 
starting point. This is surprising as we saw above 
that, generally, increased polymer quantities 
increase the reaction time and thus the energy 
requirement. The temperature u3 remains constant 
after the optimization, while the reaction time u4 
increased. The aeration flowrate for the first stage 
reactor u7 decreased, while that of the second stage 
reactor u8 increased. However, the aeration 
flowrate of the first stage reactor is still higher 
than that of the second stage. This is reasonable as 
it is well known that the first stage reactor has a 
higher oxygen uptake and degradation rate due to 
its higher load [4]. 
Several optimization trials were run using different 
starting points u0. It was found that the optimal 
values of the objective function differed 
significantly (up to 40%). This dependence of the 
optimum value of the objective function on the 
starting point u0 indicates that the objective 
function is multimodal. In other words, the 
objective function has several minima, and, 
generally, the optimization algorithm is “caught” 
in the local minimum that is closest to u0. 

5.  Conclusion 
The aim of this paper was to minimize the energy 
requirement of the case study ATAD plant by 
altering the operating conditions while complying 
with treatment goals. The need to optimize the 
ATAD reaction in general and our case study plant 

in particular was explained. Then, the dynamic 
optimization problem in question was formulated. 
Our case study plant and its characteristics were 
introduced. The selection of the optimization 
variables was based on our previous work [10]. 
The singularity of the chosen case study plant lies 
in the addition of polymer to the influent sludge. 
This singularity justifies a tailor-made 
optimization for this particular plant. As the 
fraction of polymer significantly influences the 
energy requirement, it was used as an optimization 
variable. Optimal operating conditions resulting 
from the preliminary optimization would lead to 
up to 33% reduction of the current energy 
requirements. 
Two important challenges were found during the 
implementation of the optimization problem: 
 When optimizing the dynamics of a single 

batch, the solutions would correspond to non-
periodic states (often being unfeasible). This is 
due to the partial replacement of the reactor 
content after each batch. Therefore, to obtain 
feasible periodic solutions, the path constraints 
are evaluated based on the last batch of nb 
consecutive batches. To our knowledge, this 
aspect of the optimization is new and different 
to other implementations found in the literature 
where the dynamics of one single batch is 
optimized. In our specific problem, the value of 
nb should be at least 10 in order to guarantee 
periodicity of the solutions. However, due to 
computer memory limitations, the value seven 
was used for our preliminary optimizations. 
This approach, though, is computationally 
expensive. 

 After performing several optimization trials 
with different starting points, it was found that 
the optimal values of the objective function 
varied significantly (up to 40%). Therefore, we 
conclude that the objective function is 
multimodal. Future work will be dedicated to 
solving the problem with stochastic algorithms 
or global optimization techniques to explore a 
wider region of the control space in search of 
better solutions. In this regard, an efficient 
global method has to be chosen because a 
typical optimization run (i.e., ~200 function 
evaluations) with fmincon for an nb-value of 
seven needs over 0.5 days to complete 
successfully. A potential candidate would be a 
scatter search method, while methods like 



genetic algorithm have been ruled out as some 
authors have found them to be the least robust 
and efficient strategies [11]. 
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Prediction of Oxy-Coal Combustion Through an 
Optimized Weighted Sum of Gray Gases Model 
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a Chair of Power Plant Technology, Brandenburg University of Technology Cottbus, Germany 

Abstract: Oxyfuel combustion is pointed as one of the main options for carbon dioxide 
capture in future coal power plants. In this technology, coal is burned in a mixture of 
recycled flue gas and oxygen instead of air to provide a flue gas with a high amount of 
carbon dioxide. Currently models available in commercial CFD codes could not be 
appropriate to predict accurately the radiative heat transfer in oxyfuel cases due to higher 
pressure of carbon dioxide and water vapor. This paper concerns numerical investigation of a 
reference case, where the radiative heat transfer is calculated by discrete ordinate method 
(DOM) coupled to an optimized weighted sum of gray gases model (WSGG). Three band’s 
formulations are examined aiming an accurate prediction of radiative properties. The first 
case relates to the domain-based approach using air-firing parameters. In the last two cases, 
the optimized parameters of 3 and 4 gray gases fitted to oxy-fired conditions are 
implemented through non-gray gases approach. Numerical results applying the different set 
of band's parameters are evaluated through a comparison with experimental values.  

Keywords:  CFD, Oxy-fuel Combustion, Radiation Modeling. 

1. Introduction 
Although in recent years have seen a significant 
pressure on coal-fired power stations to limit 
pollutant emissions, it is expected that coal will 
continue to play a significant role in power 
generation. It is projected that by 2030 coal will 
account for around 29% of the world energy [1]. 
However, to maintain its position in the global 
energy mix, technological solutions for reducing 
greenhouse gas emissions become an important 
issue. Among the possible technologies for 
emissions control from coal-fired power 
generation, CO2 capture and storage (CCS) has 
been recognized as a promising option for 
achieving significant results. This offers the 
prospect of a power plant with near-zero 
emissions. 
Oxy-fuel combustion is pointed as one of the main 
options for CCS technologies. In this technology, a 
combination of oxygen typically of greater than 
95% purity and recycled flue gas are used for 
combustion of the fuel instead of air. By recycling 
the flue gas, a gas consisting mainly of CO2 is 
generated ready for sequestration [2]. Besides, the 
recycled flue gas is used to control flame 
temperature and make up the volume of the  

 
missing N2 to ensure there is enough gas to keep 
an approximated heat transfer in the convective 
section of the boiler. It is known that the 
combustion behavior, pollutant emissions and heat 
transfer characteristics in such atmospheres could 
differ considerably with air combustion [3].  
In terms of heat transfer, changes can be expected 
within the furnace mainly due to higher 
concentration of participating gases. However, 
models available in commercial CFD codes could 
not predict accurately the heat transfer 
characteristics. Basically, such models were 
developed for air combustion with conventional 
partial pressure of CO2 and H2O and could fail in 
the calculation of gaseous radiative properties 
under oxy-fuel atmospheres.  
The goal of this work is to investigate the 
predicted results obtained by different polynomial 
coefficients for the calculation of spectral 
emissivity and absorptivity through the weighted 
sum of gray gases (WSGG) model. Numerical 
simulations of a test case are performed applying 
the discrete ordinate method (DOM) to solve the 
radiative transfer (RTE) equation.  
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2. The weighted sum of gray gases 
model  

Previous studies [4-5] demonstrated application 
feasibility of WSGG to solve the radiative transfer 
equation (RTE) by PN approximation or discrete 
ordinates method (DOM). In this method, the 
radiative properties such as the fraction of black 
body radiation (weighting factor) and the 
absorption coefficient are spatially assumed to be 
constant over a number of j gray gases. The total 
emissivity can be approximated as: 
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The spectrally clear windows (with an implied     
0 = 0) are accounted for by the weighting factor at 

j = 0 according to (2).  
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In the gray gas formulation, the total absorption 
coefficient is calculated from the total emissivity 
as:   

La )1ln                                      (3) 

For an entire uniform isothermal medium volume, 
the path length is approximated as the mean beam 
length, which is calculated from the cell volume  
and the cell surface area [6] according to (4). 
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Although the weighting factors and the absorption 
coefficients from air-fired condition are already 
available [7], this set of parameters should be 
validated when applying to the calculation in 
radiative heat transfer under oxy-fired conditions. 
In this work, this set of parameters is denoted as 
WSGG-SmithG. Recently, a new set of parameters 
was proposed for the application of the WSGG 
model in oxy-fired atmospheres [8]. Where one set 
is related to the three gray-one clear gases, denoted 
here as WSGG-Oxy3NG, while another set is 
related to the four gray-one clear gases, denoted as 
WSGG-Oxy4NG. 
The emissivities calculated by these three different 
sets are illustrated in Fig. 1 for dry recirculation 
(PH2O/PCO2 = 0.125) and wet recirculation   
(PH2O/PCO2 = 1). The path length adopted here is 
0.33 m. Significative differences in the prediction 
of emissivity are observed mainly in the case of 
dry recirculation. The WSGG-SmithG parameters 

result in higher emissivities in all temperature 
range. In the other hand, similar emissivity values 
in the case of wet recirculation are obtained for all 
temperature range except in temperatures lower 
than 600 oC. No discrepancies between the values 
calculated by WSGG-Oxy3NG and WSGG-
Oxy4NG are observed. 

 
(a) 

 
(b) 

Fig. 1. Comparison of the total emissivities calculated 
by different WSGG parameters:  (a) dry 
recirculation, (b) wet recirculation.   

3. Mathematical model  
Numerical simulations were performed by using 
the commercial code ANSYS FLUENT 12. The 
geometry and operating conditions adopted in this 
research are based on experiments performed in 
a 100 kWth dry vertical pilot-scaled furnace [9]. 
The 1/6-scaled computational mesh is composed 
of approximately 100,000 cells with the periodic 
boundary condition in the swirling direction of 
flow.  
The rate of devolatilization is estimated from coal 
proximate analysis using the chemical percolation 
devolatilization (CPD) model [10]. The Reynolds 
stress model (RSM) is applied for the prediction of 



turbulent flow while the pressure-velocity 
coupling is solved by the SIMPLE method. 
For the hydrocarbon volatile combustion, the 
global 3-step mechanism similar to the simplified 
mechanism optimized for the perfectly stirred 
reactor [11],  is used with some adaptations. In this 
work, the oxidation rate of CO is modified to take 
into account also the reverse rate of reaction [12]. 
The kinetic rates of volatile production are 
calculated from the experiments performed by 
[13]. The reaction of H2 oxidation is assumed to be 
irreversible in which kinetic parameters are 
obtained according to [14]. The reaction 
mechanisms are written in (5)-(8) and the kinetic 
parameters of volatile combustion are summarized 
in the Table 1. 
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22 21 OCOCO                 (7) 
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Table 1. The kinetic parameters of volatile combustion. 
R1a A E,  107 Species concentration  (n) 
VMb 1.623 106 5.066 VM(1), O2(1) 

CO 2.238 106 4.187 CO(1), O2(0.25), H2O(0.5) 

CO2 1.095 1013 32.820 CO2(1), O2(-0.25), H2O(0.5) 
H2 1.000 108 0.837 H2(1), O2(1) 

a R1 means reactant, b VM means the volatile matter in coal, b 

n means reaction order. 

All reactions in Table 1 react with oxygen and 
have zero temperature exponent (  = 0), excepting 
the third reaction (CO2), which is the reverse 
reaction from the second reaction (CO). This CO2 
reverse reaction has influence from the 
temperature exponent of -0.97 in the Arrhenius 
equation. 
The finite rate eddy dissipation (FR-ED) is used to 
estimate the turbulent gaseous combustion in the 
furnace accounting for both chemical kinetic rate 
and turbulent mixing rate simultaneously. In this 
model, the governing rate is assumed to be a 
minimum of three rates, which are the chemical 
kinetic rate, the rate of dissipation of reactant 
eddies, and the rate of dissipation of product 
eddies. 
For the char combustion, the assumption of three-
heterogeneous reactions is applied. The char 

particles react with O2, CO2, and H2O in order to 
produce CO and H2 by the following reactions: 

COOC 221             (10) 

COCOC 221 2                 (11) 

22 HCOOHC                               (12) 

The kinetic rates of char oxidation are determined 
from the thermogravimetric analysis (TGA) [15]. 
The kinetic rates of char reacting with CO2 and 
H2O are obtained from experiments [16-17]. These 
kinetic parameters of char oxidation and 
gasification are summarized in Table 2. 

Table 2. The kinetic parameters of the char 
heterogeneous surface reactions. 

R2a A,  10-3 n E,  107 Tb 

O2 3.450 0.5 
6.57 800-1000 
2.90 1000-1080 

CO2 
0.135 

1 
13.56 850-950 

6.350 16.22 950-1400 

H2O 
319 

1 
20.81 860-960 

1.920 14.71 1000-1160 
a R2 means oxidizer, b T means the particle temperature in C. 

The discrete ordinate method (DOM) is applied to 
solve the radiative transfer equation (RTE), 
which takes into account the effect of the non-gray 
gases and the scattering particles. In the DOM, the 
RTE is discretized into a set of n different 
direction in a 4  solid angle according to (13). 
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4. Results 
Fig. 2 shows the comparison between the 
predicted axial velocities and experiments at 0.05 
and 0.2 m distant from burner quarl. The results 
show a good prediction against experimental 
results. However, under predicted values are 
observed before 0.05 m. This behavior could be 
related to either insufficient mesh refinement close 
to the burner quarl or incorrect assumption of 
uniform velocity profiles at burner inlet. From the 
plot, it is also clear that all applied models for 
calculation of radiative properties provide same 
results of velocity profiles, once the selection of 
turbulent model impacts directly into the results.  
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Fig. 2. Plot of axial velocity at (a) 0.05 and (b) 0.2 
distant from burner. 

 
The oxygen molar concentration at 0.2 m distant 
from the burner quarl is plotted in the Fig. 3. The 
predicted values from the WSGG-Oxy3NG and 
WSGG-Oxy4NG are nearly the same as the 
prediction obtained from the WSGG-SmithG. The 
numerical results tend to be over predicted near to 
the wall. This may be caused due to the 
insufficient mesh in this region and the stagging 
flow inlet in computational domain. However, the 
oxygen molar fraction at post flame region is 
approximately 0.013 in all cases, which imply that 
the overall predictions of oxygen concentration are 
accurate when compared to experiments. 
Temperature profiles are compared in Fig. 4 at two 
different locations. From the plot, it is clear that 
the results of temperature profile calculated by 
WSGG-Oxy3NG and WSGG-Oxy4NG are closer 
to experimental results. In addition, the predicted 
temperature profiles from both models are similar. 
The temperature distribution within the furnace for 
the three cases in the first 1.5 m are illustrated in 
the Fig. 5. Similar flame shape and length are 

observed for all cases. Lower temperature levels 
are, nevertheless, obtained when applying the 
optimized parameters for oxy-fuel atmospheres 
(WSGG-Oxy3NG and WSGG-Oxy4NG).   

 

Fig. 3. Plot of oxygen concentration at axial distance of 
0.2 m from burner. 

(a) 

(b) 
Fig. 4. Plot of temperature at axial distance of 0.2 m 

from burner. 



      

 
 
 

     (a)                 (b)                   (c)  

Fig. 5. Temperature distribution within the furnace (a) 
SmithG, (b) WSGG-Oxy3NG and (c) WSGG-
Oxy4NG. 

The radiative heat fluxes at the lateral wall are 
plotted in the Fig. 6. Higher heat flux distribution 
is observed when the WSGG-SmithG is applied. 
This behavior could be related to the higher flue 
gas emissivity and temperatures predicted by this 
set of radiative parameters.  
  

 
Fig. 6. Plot of radiative heat flux along the lateral wall.  
 

The computational time for the three cases are 
compared in the Fig. 7. The usage optimized 
parameters for oxy-fuel condition require 35 % 
and 50 % higher computational effort in the case 
of WSGG-Oxy3NG and WSGG-Oxy4NG. 

 
Fig. 7. Computational time usage from different WSGG 

parameters. 

5. Conclusions 
The final results from this research show the 
possibility to implement the non-gray WSGG 
model through optimized polynomial coefficients 
for an accurate prediction of coal combustion 
under oxyfuel conditions. Velocity and oxygen 
profiles predicted by three evaluated models show 
similar behavior and present a good agreement 
when compared to experiments. Significant 
differences are observed mainly when temperature 
and heat fluxes profiles are compared. Predicted 
values of temperature are closer to experimental 
results when optimized models for oxy-fuel 
atmospheres are applied (WSGG-Oxy3NG and 
WSGG-Oxy4NG). In addition, it is observed 
lower temperatures in such cases due to lower 
gaseous emissivities. The radiative heat flux are 
also compared and the optimized models provide 
lower heat flux through lateral wall. 
The WSGG-Oxy3NG should be applied 
preferentially due to the less computational effort 
without loss of accuracy. Although the prediction 
has a good agreement in the laboratory scaled 
oxyfuel simulation, the validity of these non-gray 
WSGG models should still be applied by caution 
in the pilot scaled and full scaled test facility when 
the path length differ considerably. Additionally, 
wall heat transfer increases in full scaled boilers 
due to water wall cooling.  



Further investigations will be performed in parallel 
to the experimental work in the new 0.4 MWth test 
facility, which has been constructed at Chair of 
Power Plant Technology at Brandenburg 
University of Technology Cottbus. Thus, the 
validity of these and additional models for the 
prediction of radiative properties will be evaluated 
with experiments. 
 

Nomenclature 
A  pre-exponential factor 
E  activation energy, J/kmol 
I  radiation intensity, W/(m2 sr) 
L  path length, m 
P  partial pressure of the absorbing    
          gases, atm 
r  position vector for RTE 
s  direction vector for RTE 
S  boundary area of computational cells, m2 

V  volume of computational cells, m3 

w  weighting factor 
X  mean beam length, m 
Greek symbols 
  total emissivity 
  absorption coefficient, 1/m 
  scattering phase function, sr-1 

Subscripts and superscripts 
b       blackbody  
j  index of gray gases 
H2O water 
CO2   carbon dioxide 
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Exergy Analysis of the Oil and Gas Separation Processes on a
North Sea Oil Platform
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Abstract: The oil industry is in need for tools to monitor the performance of the processes on oil
platforms. The irreversibility of different parts of an oil platform can be used to see where in the process
exergy is wasted. We investigate a typical North Sea platform, to find where the highest irreversibilities
take place. The platform in question consists mainly of a power plant, and a gas and oil processing
plant. A detailed exergy analysis is done on the oil and gas processing part. Here 12 MW exergy is
lost. Out of this is 20 % lost in the separation train, 11 % is lost in the gas re-compression train, 66 % is
lost in the gas injection trains and 3.1 % is lost in the oil export section. We propose to improve this by
focusing on the injection trains, where the gas is compressed before injection back into the reservoirs.
The project is the first approach to a more detailed study of the exergy efficiency of the platform.

Keywords: Energy efficiency, Exergy analysis, Oil platform.

1. Introduction

In 2008, gas turbines and diesel engines on oil plat-
forms were responsible for 21 % of Norway’s to-
tal CO2 emissions [1]. More efficient use of energy
on platforms will therefore be important to reduce
the total emissions of greenhouse gases. The oil
industry is in need for tools to monitor the energy
performance of the platform processes. Platforms
can have different working conditions, where some
have a higher potential than others for exergy sav-
ing. The exergetic efficiency, or second law effi-
ciency, compares the work used in a process with
the work needed for the same process if it was re-
versible. This can give a fair picture of the effi-
ciency of each platform. The entropy production,
or irreversibility, of different parts of a platform can
be used to see where in a process potential work is
lost, and by this also point to where the process can
be improved. Exergy analysis is a method in ther-
modynamics which is not yet systematically used in
the industry.

In 1997 [2] made an exergy analysis of the
petroleum separation processes on a Brazilian off-
shore platform. On this platform the exergy is
consumed in order to heat the petroleum for sepa-
ration, to compress natural gas and to pump oil to
the coast. There is recovery of exhaust gases for
heat purposes. The analysis shows that the exergy

consumption on this platform is dominated by the
heating of oil in the separation process, despite the
heat recovery system, and by the compression of
gas.

In 2003 [3] studied chemical processes like absorp-
tion, stripping and heat transfer to identify ways of
reducing exergy consumption. They discussed the
state of the art on second law methods for reduc-
ing exergy losses. The paper concludes with 12
commandments for industrial processes, using the
principle that the driving forces in a process should
be held uniform, and as small as possible. While
this may be a useful approximation for a single pro-
cess unit, it does not hold for a process plant due
to restrictions imposed by boundary conditions of
the units [4]. In those cases, exergy losses must
be minimized, taking boundary conditions into ac-
count, see [5]. As a first step in this direction, an
exergy analysis is useful.

In this project an exergy analysis is given for the oil
and gas separation processes of a North Sea oil plat-
form. This is the first approach to a detailed study
on how exergy can be saved on this platform.

2. Theory

This section is based on [6] and derivations of the
equations below can be found there.
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The exergy balance for a system in steady state and
steady flow is given by:

T◦σ̇ = Ẇ +
∑

k

∫

Tk

(
1 − T◦

Tk

)
δQ̇k +

∑

j

ṅ jε j (1)

Subscript ◦ refers to environmental temperature
and/or pressure. σ̇ is the entropy production, and
the term T◦σ̇ is the lost work, or the exergy loss of
the process due to irreversibilities, often called the
irreversibility. The other terms are exergy entering
or leaving the system different ways. The first term
is exergy entering or leaving as work. The second
term is exergy entering or leaving with streams of
heat. It is equal to the Carnot efficiency multiplied
with the heat stream. The last term is exergy enter-
ing and leaving the system with streams of matter.
In streams of matter we have physical and chemical
exergy and exergy as kinetic and potential energy of
the stream:

ε j = ε
ph
j + ε

ch
j + ekin, j + epot, j (2)

The physical and chemical exergy of streams of
matter is the work that can be obtained by bring-
ing the stream from the current state to respectively
thermophysical and chemical equilibrium with the
environment using reversible processes. The physi-
cal exergy content of the stream is given as:

εph
j = (h − h◦) j − T◦(s − s◦) j (3)

The chemical exergy is:

εch
j =
∑

i

(x j,iε◦,i + RT◦x j,i ln x j,i) (4)

The first term in (4) is due to exergy contained in
each pure component, while the last term is due to
mixing of different components in the streams, as-
suming ideal mixtures. For a component present in
the atmosphere, the molar component chemical ex-
ergy is given by:

ε◦,i = RT◦ ln xi,◦ (5)

where xi,◦ is the mole fraction of component i in the
environment, and the environment is assumed to be
a mixture of ideal gases. For a component that is a
fuel, this exergy is given by:

ε◦,i = −∆G◦,i +
∑

prod

νpε◦,p − νO2ε◦,O2 (6)

where the ν’s are stochiometric coefficients and
∆G◦,i is the change in Gibbs energy for the com-
bustion reaction of the component at environmental
temperature and pressure.

To evaluate the exergetic performance of a process,
the exergetic efficiency is defined:

ψ =

∑
∆Ėout∑
∆Ėin

(7)

where
∑
∆Ėout is the exergy output of the system,

while
∑
∆Ėin is the exergy input. This efficiency is

also often called rational efficiency, or second law
efficiency. Following the method of [2] the exergy
output is the exergy change in the mass streams,
while the exergy input is the exergy added to the
platform as work or heat. To see the relative im-
portance of the efficiency of different sections of a
process, [2] use a factor f . This factor is the ratio
between the exergy input of a section and the exergy
input of the whole process.

3. System
A platform situated in the North Sea is studied, and
typical production data for this platform is used.
The temperature is set to 8 ◦C for the air and the
sea. This is the mean air temperature throughout the
year in this area.

3.1. Entire platform

A systematic overview of the oil platform with the
main exergy streams is given in Fig. 1. It is divided
into two subsystems; the power plant and the oil and
gas processing plant. The oil and gas processing
plant is from now on called ”process plant”. The
whole system is considered to be in steady state and
steady flow.

Figure 1: Schematic overview of exergy streams in
the platform. The black, thin arrows represent ex-
ergy in streams of matter, while the grey, thick ar-
rows represent exergy as work.



The power plant uses natural gas produced at the
platform as fuel, and generates electric power for
pumping and compression in the process plant,
drilling and basis load. Basis load is the load needed
at zero oil and gas production, and includes electric-
ity for the accommodation part.
In the process plant, the crude oil is separated into
oil, gas and water. The oil is pumped out for export,
the gas is recompressed and injected back into the
reservoir, and the water is rinsed and released to the
sea.

3.2. Process plant

An overview of the process plant is given in Fig. 2.

Figure 2: Schematic overview of the oil and gas pro-
cessing part of the platform.

First the crude oil enters a separation train, see
Fig. 3. Here the mixed feed stream is separated
into gas, oil and water phases. This train consists
of three separators and one electrostatic coalescer
in series. Between the separators, the pressure is re-
duced, so that more gas is released from the oil. The
oil shall meet specifications of water content and va-
por pressure, which is why the separation process
is performed in several stages at different pressures.
In total the pressure is reduced from 69 to 1.9 bar
during this section. Fuel gas for the power plant
is supplied from gas from the 1st stage separator.
The water that leaves the separators enters a water
treatment process where traces of oil are removed.
The water treatment process is neglected here. A
pump is used for the separated water from the elec-
trostatic coalescer. The remaining oil is exported
via two pumps with cooling inbetween, see Fig. 4.
Temperatures, pressures and molar flow for the sep-
aration train and the oil export section are given in
Table 1.

Table 1: Temperature, pressure and molar flow in
streams in the separation train and oil export section.

Stream T (◦C) p (bar) ṅ (kmol/h)

Crude oil 75 69 34179.87
C231 6.0
C4215 28 65 336.50
C213 1.9
C541 60 8.9 30.89
C234 50
Oil export 50 36 1955.56
C217 60 1.9 1955.56
Fuel gas 75 69 350.00

The gas that is released in each stage in the separa-
tion train enters a re-compression train, see Fig. 5.
Here the gas is compressed from 1.9 to 69 bar. The
train consists of three stages, each with a cooler, a
scrubber and a compressor. A scrubber is a separa-
tor that removes small amounts of condensed liquid.
As the gas gets more compressed, the liquid that is
separated enters the separation train again. Temper-
atures, pressures and molar flows for the streams are
given in Table 2.

After the re-compression train, the gas enters three
parallell injection trains, train A - C. Here the pres-
sure is raised from 69 to 224 bar. In each of
these trains there are two stages with cooling, scrub-
bing and compression. Separated oil from this pro-
cess will go back to the separation train. After
this last process, high pressure gas, for injection
back into the reservoir, leaves the system. A she-
matic overview of one such train is given in Fig. 6
and temperatures, pressures and molar flows for the
streams for all the injection trains are given in Ta-
ble 3.

Composition of the crude oil entering the process
plant is given in Table 7, and properties of hypothet-
ical components used to describe the heavy oil frac-
tions are given in Table 6. Pressure rise in all pumps
are given in Table 4, and pressure drop in coolers are
given in Table 5. All the compressors and pumps are
assumed to have an adiabatic efficiency of 75 %.



Figure 3: Schematic overview of separation train. Boxes labelled 1-3 represent separator 1-3. Box labelled
EL represents the electrostatic coalescer.

Figure 4: Schematic overview of the oil export section.

Figure 5: Schematic overview of re-compression train. Boxes labelled 1-3 represent scrubber 1-3.

Figure 6: Schematic overview of injection train A. Boxes labelled A1-A3 represent scrubber A1-A3. Injec-
tion train B and C have the same structure. The gas and condensate streams leaving the train are mixed with
the same streams from train B and C.



Table 2: Temperature, pressure and molar flow in
streams in the re-compression train.

Stream T (◦C) p (bar) ṅ (kmol/h)

C3305 49
C3505 4.8
C3310 21
C3510 17
C3315 24
C3515 69
C3615 129 69 922.62
C4205 21 4.1 85.47
C4210 24 17 107.60
C4291 49 1.4 3.29

Table 3: Temperature, pressure and molar flow in
streams in the injection trains.

Stream T (◦C) p (bar) ṅ (kmol/h)

C3320A 28
C3520A 133
C3325A 28
C3525A 224
C4220A 28 132 1.00
C3320B 28
C3520B 137
C3325B 28
C3525B 224
C4220B 28 136 1.02
C3320C 28
C3520C 128
C3325C 28
C3525C 224
C4220C 28 126 1.86

Table 4: Pressure rise in pumps.

Pump ∆p (bar)

Water pump 7.0
Export pump 1 10.6
Export pump 2 24
Condensate pump 4.6

Table 5: Pressure drop in coolers.

Cooler ∆p (bar)

Export cooler -0.50
Cooler 1 -0.50
Cooler 2 -0.70
Cooler 3 -0.20
Cooler A1 -1.0
Cooler A2 -1.0
Cooler B1 -1.0
Cooler B2 -1.0
Cooler C1 -4.0
Cooler C2 -2.0

Table 6: Properties of hypothetical components
used to describe the heavy oil fractions.

Stream Molecular Normal Ideal liq
weight boiling pt density

(g/mol) (◦C) (kg/m3)

HypoA-1 81 73 721.2
HypoA-2 108 99 740.1
HypoA-3 125 152 774.6
HypoA-4 171 230 817.1
HypoA-5 247 316 859.3
HypoA-6 388 437 906.2
HypoA-7 640 618 988.5
HypoB-1 91 80 725.2
HypoB-2 116 132 764.8
HypoB-3 156 201 808.6
HypoB-4 215 279 857.3
HypoB-5 312 383 897.4
HypoB-6 637 620 971.6
HypoC-1 94 69 707.5
HypoC-2 119 133 781.7
HypoC-3 172 215 821.3
HypoC-4 238 293 860.3
HypoC-5 383 405 900.7
HypoC-6 636 567 963.7



Table 7: Composition of the crude oil. The 19 last
components are hypothetical components used to
simulate the heavy oil fractions. Properties of these
components are given in Table 6.

Component Molar stream (kmol/h)

CO2 191.30
Methane 14 050.10
Ethane 1 269.40
Propane 714.10
i-Butane 112.15
n-Butane 260.01
i-Pentane 87.51
n-Pentane 115.84
H2O 15 456.60
N2 139.59
HypoA-1 180.43
HypoA-2 151.66
HypoA-3 191.36
HypoA-4 151.25
HypoA-5 110.35
HypoA-6 62.80
HypoA-7 41.30
HypoB-1 91.10
HypoB-2 112.80
HypoB-3 110.95
HypoB-4 113.35
HypoB-5 81.81
HypoB-6 54.33
HypoC-1 62.94
HypoC-2 81.99
HypoC-3 59.87
HypoC-4 60.46
HypoC-5 39.23
HypoC-6 25.29

4. Methodology
A model of the process plant is made, using
HYSYS [7] with the Peng-Robinson equation of
state to estimate properties of all the mass and en-
ergy flows. All process units are treated as a black
boxes, and the irreversibility for each unit is found,
using the exergy balance, (1). Contributions to the
exergy from potential and kinetic energy are ne-
glected. Since there are no chemical reactions in
the process plant, apart from phase transformations,
the exergy change due to streams of matter can be
calculated by:

∑

j

ṅ jε j =
∑

j

ṅ j(h − T◦s) j (8)

Here enthalpy and entropy are given for the mixed
stream, so differences in physical exergy and in
chemical exergy due to mixing are both included.
The terms with enthalpy and entropy for each com-
ponent at environmental temperature and pressure
cancel out, and so does the chemical exergy con-
tained in each component.
For separators, mixers and valves, there are only
streams of matter entering and leaving the process
unit, so the exergy balance reduces to:

İ = T◦σ̇ =
∑

j

ṅ jε j (9)

In compressors and pumps, there are also work en-
tering, so the exergy balance gives:

İ = T◦σ̇ = Ẇ +
∑

j

ṅ jε j (10)

Seawater is used as cooling medium for the coolers
on the platform, and is later discharged irreversibly
to the environment. Thus, the exergy correspond-
ing to the heat going from the process stream to the
seawater is an irreversibility due to cooling:

İ = T◦σ̇ −
∫

Tk

(
1 − T◦

Tk

)
δQ̇k =

∑

j

ṅ jε j (11)

δQ̇k is negative, since heat is leaving the cooler.
Since no heat added to the platform, the exergetic
efficiency using the method of [2] is given by:

ψ =

∑
j ṅ jε j
∑

l Ẇl
(12)

5. Results and discussion
The calculated total irreversibility and the exergetic
efficiency of the process plant are listed in Table 8.
The percentage of the total loss distributed on each
process section and on the different equipment types
are listed in Table 9, and the exergetic efficiencies
and f -values of each section are listed in Table 10.

Table 8: Performance parameters of the process
plant

Performance parameter Value

Process plant irreversibility (MW) 12
Exergetic efficiency process plant 0.36

In some of the separators the irreversibility is zero.
The reason for this is that phase changes take place



Table 9: Percentage of total irreversibility of process
plant distributed on process section and equipment
type.

Section % Equipment %

Separation 20 2 valves 13
4 separators 2.9
1 mixer 3.9

Re- 11 3 coolers 5.5
compression 3 compressors 4.1

1 mixer 1.4
3 separators 0
1 pump 1.1 ·10−3

Injection 66 6 coolers 39
6 compressors 26
3 mixers 1.3
6 separators 0

Oil export 3.1 1 cooler 2.6
2 pumps 5.0 ·10−1

Table 10: Exergetic efficiency and f -value for each
section of the process plant

Section ψ f

Separation (-1.7·104) 7.7·10−5

Re-compression 0.51 0.14
Injection 0.49 0.83
Oil export 0.34 3.0·10−2

before the separator, where there is a pressure or
temperature change. In HYSYS, the only function
of the separator is that it lets different phases that are
already separated go different ways. In reality, how-
ever, the phase change takes some time, and some of
it happends in the separator. Also, the flow entering
the separator is turbulent, and the phases are mixed
as bubbles and foam. In the separator, the gravity
will separate the phases better. This process is not
included in the exergy analysis, as kinetic and po-
tential exergy is neglected. For the separators which
have a calculated irreversibility, the irreversibility is
due to mixing when more than one stream enter the
separator.

As can be seen, the highest irreversibility (66 %)
takes place in the injection trains. The pressure
is here raised significantly, and this is the section
where the largest part of the electric power is used
( f = 0.83). By using more than two steps in the
compression process, the driving forces would be

smaller. We would then come closer to a reversible
compression, and the irreversibility would be low-
ered, in agreement with earlier foundings [4]. The
effect of introducing a number of extra steps should
therefore be examined, following [5].
The second highest irreversibility in the process
plant is in the separation section (20 %). Here we
have a pressure drop of 67 bar. Due to the high pres-
sure drop, the exergy content in the process stream is
lowered, and the exergetic efficiency as defined here
is a very high negative number (-1.7·104 ). What
happens is that the pressure component of the ex-
ergy in the input stream is used to do the separation
work. In principle we could even do the separation
without any other exergy entering the system than
the exergy in the input stream, and would then end
up with an efficiency of −∞. With the definition of
efficiency used here, the exergy used for doing work
will sometimes be in the numerator instead of the
denominator.
To be able to use the exergetic efficiency for com-
paring oil platforms, more work should be done on
defining it in such a way that it makes sense for all
situations. One alternative is to define it as the ra-
tio between all exergy leaving the system and all
exergy entering. Then, however, the chemical ex-
ergy of the hydrocarbons flowing trough the sys-
tem will dominate and the ratio will be close to
unity. This means than even considerable improve-
ments will give very small changes in the efficiency.
Moreover, the uncertainties of the chemical exergies
of the large amounts of through-flow components
will result in a high level of uncertainity for the eff-
ciency.
Coolers are together with compressors responsible
for the major part of the irreversibility of the sys-
tem. Can the cooling water be useful? At the pro-
cess plant, there is not any need for heating. But at
other parts of the platform heat is needed. As a part
of the basis load, there is heating of the accomoda-
tion part. The possibilities for reducing the need for
power in the basis load by heating the accomodation
part with excess heat from the process plant should
be examined.
When compared to the Brazilian platform [2] we
see that compression of gas needs much exergy in
both cases. However, on the Brazilian platform,
much exergy is also added for heating the crude oil.
There, the oil entering the process has only 7.4 ◦C
and 10.78 bar, so considerable heating is necessary



to separate it. On the North Sea platform, the oil en-
tering has a temperature of 75 ◦C and a pressure of
69 bar. It contains already exergy that they have to
add on the Brazilian platform.

6. Conclusion
The irreversibility of the process plant in the studied
case is 12 MW. The injection trains is the best place
to reduce the irreversibility, since 66 % of the irre-
versibility takes place here, and here is also most of
the added work used. We shall examine this possi-
bility in the future, following [4, 5].

Nomenclature
e molar energy, J/mol
h molar enthalpy, J/mol
İ irreversibility, W
ṅ molar flow, mol/s
p pressure, bar
Q̇ heat flow, J/s
R gas constant, J/(K mol)
s molar entropy, J/mol
T temperature, K
Ẇ work flow, J/s
x mole fraction, -
∆G reaction gibbs energy, J/mol

Greek Letters

ε molar exergy
Ė exergy flow
ν stochiometric coefficient
ψ exergetic efficiency

Subscripts and superscripts

◦ environmental temperature and pressure
ch chemical
i component i
j mass flow j
k heat flow k
l work flow l
kin kinetic
ph physical
pot potential
s process section
tot total
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Abstract:  A multi-objective optimization study is used to determine the optimum refrigerant 
composition and process conditions to minimize both the equipment costs and the shaftwork 
requirements for a Single Mixed Refrigerant (SMR) process.  Four cases were evaluated with 
progressively tighter constraints on the refrigerant composition.  Very low specific work requirements 
were achieved ranging from 5.8 to 3.5 kWhr/kmol of LNG.  The highest efficiencies were achieved 
when the refrigerant was permitted to contain pentanes.  As iso-pentane has an acceptable freezing 
point below the operating temperature of the SMR process, this could provide significant efficiency 
improvements, which could be particularly beneficial for small-scale LNG projects. 
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1 Introduction 

Both compressed natural gas (CNG) and liquefied 
natural gas are viewed as possible transport fuels 
of the future, particularly as an alternative fuel 
which can be burnt in conventional diesel engines.  
Because of this, there is interest in small-scale 
liquefaction processes that do not require the 
enormous infrastructure of mega-scale LNG 
projects.  The objective of a small-scale LNG 
process might be to supply a remote area that is 
stranded from the natural gas network with an 
alternative fuel to run trucks and generate 
electricity.  The gas supply could equally come 
from coal seam methane or biogas.   

Table 1 compares the energy requirements per 
kmol of natural gas liquefied over a range of LNG 
processes for two different feed gases.  Data 
provided by Vink and Nagelvoort1 shows that two 
mixed refrigerant processes: DMR the dual mixed 
refrigerant and C3/MR the propane pre-cooled 
mixed refrigerant process would appear to provide 
the lowest specific work requirements and these 
processes are often chosen for large scale LNG 
projects.  Whereas efficiency is critically 
important in large scale projects, it may not be the 
dominant factor in small-scale LNG processes.  
For example, both DMR and C3/MR have two 
separate refrigeration loops, which increase the 
number of equipment items, the capital cost and 
the complexity of these processes, when compared 

with refrigerant systems such as the single mixed 
refrigerant process (SMR). 

Table 1. Specific power requirements for various 
LNG processes4 

 Specific power (kWh/ kmol LNG) 

Feed Composition Feed 1 Feed 2 

Processes 

Mol%)      

methane 0.9693 

ethane .0294, 

Propane 0.00059, 

n-butane 0.0001 & 

nitrogen 0.00064  

feed pressure 

5500 kPa 

(Mol%)    

methane 0.851, 

ethane 0.065, 

propane 0.03,     

n-butane 0.012, 

C5 plus 0.005, 

CO2 0.022 & 

nitrogen 0.015; 

feed pressure 

6000 kPa.  

SMR 5.672 6.961 

cLNG 6.792 - 

DIEP 6.103 - 

Optimised DIEP 5.724 6.124 

Cascade  - 6.671 

DMR - 5.991 

C3/MR - 5.851 

C3/N2 expansion - 7.491 

 



Remeljej and Hoadley2 reviewed many different 
aspects of several small-scale LNG processes.  
Two processes, SMR and cLNG were both 
assessed to be excellent options, with cLNG 
having additional safety benefits for offshore, 
whereas SMR gave the best efficiencies. For a 
small-scale operation to be economic, the capital 
cost must be tightly controlled as the revenue used 
to repay capital will be limited by the plant scale.  
This leads to a trade-off where a lower efficiency 
plant may be acceptable, providing the equipment 
costs are also low.  This paper will explore this 
trade-off using an optimization technique which 
allows the optimization of two parameters 
simultaneously, in this case the process efficiency 
and the cost of the major equipment items in the 
refrigeration system.  The refrigerant composition 
is a key variable which will be manipulated.   

2 Method 

This paper investigates just the refrigeration 
portion of an LNG facility.  Prior to liquefaction, 
all water and CO2 must be removed and heavy 
hydrocarbons (C4+) must also be separated out 

and may be recovered as a by-product or burnt as 
fuel.  In keeping with the small-scale focus, it has 
been assumed that dehydration and CO2 removal 
will use a pressure swing/vacuum swing 
adsorption process, which is capable of removing 
both components in a single step with only a small 
pressure drop across the adsorbent bed5. 

2.1. Single mixed refrigerant process 

The original commercial mixed refrigerant process 
is known as the PRICO process (Poly refrigerant 
integral cycle operation)6.  A schematic flowsheet 
is shown in Fig. 1. The SMR process has been the 
subject of much research including Lee7, who 
claimed to have reduced the specific work 
requirements of the PRICO process through better 
optimization of the refrigerant composition.  This 
was achieved by reducing the required refrigerant 
flowrate and the temperature difference between 
the cold refrigerant streams and the hot streams.  It 
is noted that Lee7, and Remeljej and Hoadley2 both 
assumed that butanes would comprise around 
20 %mol of the refrigerant flowrate without any 
operational problems due to freezing. 

 

 
Fig. 1.  Schematic diagram of the single mixed refrigerant process. 

 

The inclusion of higher hydrocarbons in the mixed 
refrigerant stream is advantageous, because the 
polytropic coefficient (which governs the 
proportion of shaftwork converted to heat energy 
rather than potential or pressure energy in an 
adiabatic compressor) is inversely related to the 
molecular weight of the hydrocarbons.  However, 
unbranched hydrocarbons, i.e. n-butane, n-pentane 
have relatively high melting temperatures and risk 
freezing out of solution in the coldest zones of the 
LNG exchanger.  Table 2 lists the freezing 

characteristics of the common components in 
mixed refrigerant systems. 

In this study a LNG production rate of 20 tonnes 
per day is assumed.  The feed gas with a 
composition given by Feed 1 in Table 1 (after the 
removal of water and CO2) is passed to the single 
loop SMR process, where it is liquefied by passing 
it through a series of plate-fin heat exchangers.  
The closed-loop mixed refrigerant is compressed 
in two compression stages of equal compression 
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ratios, isentropic efficiencies of 80% and inter-
cooling and post-cooling to 30oC. 

Table 2. Freezing point and solubility data of alkanes 

 Freezing point, K8 Solubility limit in 

CH4 (mole 

fraction) at 90 K9 

CH4 90.65 1 

C2H6 89.85 1 

C3H8 85.45 1 

n-C4H10 134.8  

2- methyl propane 113.6 0.29 

n-C5H12 142.5  

2-methyl butane 113.3 0.16 

2-methyl pentane 119.5  

 

2.2. The Optimisation Algorithm 

For a fixed refrigerant composition, the ratio of the 
two pressures P1 and P0 defines the Joules-
Thomson effect achieved by the let-down valve 
and the refrigerant flowrate is calculated by the 
amount of energy which needs to be removed.  
However, allowing the refrigerant composition to 
vary introduces a strong non-linearity, as the 
thermodynamic parameters are all functions of 
composition.  Lee7 needed to develop a set of rules 
to ensure the LNG exchanger remained feasible, 
i.e. there were no temperature difference 
violations.  Classical optimisation techniques 
which use gradient methods to accelerate 
convergence often have difficulty solving non-
linear constrained problems, such as posed by the 
optimisation of the refrigerant composition. 

An alternative approach used by Del Nogal et al10 
is to use an Evolutionary Algorithm to guide the 
solution.  The advantage of using Evolutionary 
Algorithms such as the Genetic Algorithm is that 
although convergence is slow, no gradient 
information is used and infeasible solutions are 
easily penalised and thus eliminated.  There is 
increasing interest in using these techniques in 
engineering, particularly for multi-objective 
optimisation11. 

In this particular work, steady-state mass and 
energy balance software is used to simulate the 
SMR process and obtain estimates of the 

compressor shaftwork for different input 
conditions.  The Peng-Robinson equation of state 
was used to obtain the thermodynamic properties. 
A zonal analysis was conducted within the LNG 
exchanger to ensure sufficient temperature 
difference.  The SMR process is optimised for two 
objectives: minimisation of specific power 
requirement in kW/tpd LNG and minimisation of 
total capital cost. The latter includes the purchased 
equipment cost of all the major equipment items 
such as heat exchangers and compressors. The 
optimization variables include the refrigerant 
composition, inlet and outlet pressures across the 
compressor and the refrigerant flow rate.  

Minimise: 

( ) 7.4×++=

=

coolerCompHE

product

in
specific

CCCCapex

m

W
W

    (1) 

where Wspecific is the specific power requirement in 
kW per tonnes of LNG produced per day or tpd, 
mproduct is the total LNG product rate in tpd and 
Capex is the total equipment cost in USD.  CHE, 
Ccomp and Ccooler represent the purchased equipment 
costs of cryogenic heat exchangers, the mixed 
refrigerant compressor and mixed refrigerant 
coolers, respectively. 

A single optimization problem has only one 
optimal solution; however, a multi-objective 
optimization problem has a set of optimal 
solutions when dealing with conflicting objectives. 
These optimal solutions are called Pareto-optimal 
solutions. Several methods have been proposed 
and used to generate Pareto-optimal solutions11. In 
this work, multi-platform multi-language 
environment developed by Bhutani et al12 has been 
used for the multi-objective optimization. The 
working principle and the optimization 
methodology can be found elsewhere4. 

3 Results 

Table 3 presents the four cases simulated for the 
SMR process to investigate the importance of the 
heavier hydrocarbons, with increasing restrictions 
on the heavier hydrocarbons.  The Pareto curve for 
each case is presented in Fig. 2.  The Pareto-
optimal front for each case sits above the previous 
one, as the composition becomes more and more 
constrained.  This is evidence that the optimisation 
procedure is working well.  The Pareto fronts 



show that the lowest specific work requirements 
are achieved for the highest equipment costs. 

Table 3. Case studies for multi-objective optimization 

Case 1 
No constraints on compositions: N2, C1, 

C2, C3, iC4, nC4, iC5, nC5 

Case 2 
No pentanes allowed, all other 

compositions unconstrained 

Case 3 
No pentanes  

and butanes limited < 10 mol % 

Case 4 No pentanes or butanes allowed 

4 Discussion 

The value of the multi-objective approach to the 
design of the SMR process is immediately evident 
from the results presented in Fig. 2.  Each point is 
an optimal solution and it is in the hands of the 
process designer to choose the solution, which best 
fits the project requirements.  It also shows clearly 
when a constraint is binding, such as the different 
constraints imposed on the refrigerant 
composition. 

Fig. 3 shows the specific work requirements for 
selected equipment costs for the different cases as 

a function of the refrigerant molecular weight.  For 
each selected equipment cost, the shaftwork is 
reduced by allowing increasing amounts of heavier 
hydrocarbons. 

These results raise the question as to the real limit 
of heavy hydrocarbons in a mixed refrigerant 
system.  Fig. 4 shows the Pareto optimal mole 
fractions of propane, butanes and pentanes.  
Because of the overlapping volatilities of these 
three hydrocarbons, when the pentane composition 
is not restricted, the optimum butane composition 
is low (nearly an order of magnitude lower than 
propane and 25% of the pentanes).  This suggests 
that if the refrigerant is made up from commercial 
grades of refinery butane, it will contain minor 
impurities of high freezing point components such 
as n-pentane and n-hexane, and these components 
might freeze-out at the lowest temperatures 
resulting in a reduction in performance.  If on the 
other hand refinery grade propane is used together 
with a very pure grade of iso-pentane (freezing 
point -159.9 oC), then the high freezing point 
impurities may be eliminated.   

For a fixed equipment cost of around $1million, 
the improvement in energy efficiency would be 
approximately 10%. 

 

 

Fig. 2.  Pareto-optimal Front for Cases 1-4.  The inset shows Case 1 plotted as a function of the specific power in 
kWhr/kmol of LNG. 

5 Conclusions 

The four cases evaluated demonstrated that the 

constraints on the refrigerant composition had an 

increasing influence on the specific work 

requirements for liquefaction.  The highest 

efficiencies were achieved when the refrigerant 

was permitted to contain a significant amount of 

pentanes.  As iso-pentane has an acceptable 

freezing point below the operating temperature of 

the SMR process, it is postulated that for small-



scale SMR processes, the use of iso-pentane in the 

refrigerant mixture could provide significant 

improvements in efficiency.  However, further 

research is required to map out in detail the 

temperature at which freezing first occurs.

 

Fig. 3. Contours of fixed equipment costs plotted. 

 

 

Fig. 4. Pareto optimal mixed refrigerant compositions for the higher hydrocarbons 
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;4/+02(+<  Today, two very efficient methods for calculation of flow distribution per branches of a 
looped gas pipeline are available. Most common is improved Hardy Cross method, while the second 
one is so-called unified node-loop method. For a gas pipeline, gas flow rate through a pipe can be 
determined using Colebrook equation modified by AGA (American Gas Association) for calculation of 
friction factor accompanied with Darcy-Weisbach equation for pressure drop while second approach is 
using Renouard equation adopted for gas pipeline calculation. For the development of Renouard 
equation for gas pipelines some additional thermodynamic properties are involved in comparisons with 
Colebrook and Darcy-Weisbach model. These differences will be explained. Both equations, the 

-
of flow through the pipes of one gas pipeline with eight closed loops which are formed by pipes. 
Consequently four different cases will be examined because the network is calculated using improved 
Hardy Cross method and unified node-loop method. Some remarks on optimization in this area of 
engineering also will be mentioned. 

K eywords:  Calculation methods, Flow rate equation, Hydraulic pipeline systems, Natural gas 
distribution systems, Pipeline networks. 

=>$?*+0#.5(+'#*$
A pipeline network is a collection of elements 
such as pipes, compressors, pumps, valves, 
regulators, heaters, tanks, and reservoirs 
interconnected in a specific way. This article is 
focused on pipes. The behavior of the network is 
governed by two factors: (i) specific 
characteristics of the elements and (ii) how 
elements are connected together. Assumption is 
that pipes are connected in a smooth way, i.e. so 
called minor hydraulic loses are neglected. The 
difficulty to solve the turbulent flow problem in a 
single pipe lies in the fact that friction factor is a 
complex function of relative surface roughness 
and the Reynolds number. Since the value of 
hydraulic resistance depends on flow rate, problem 
of flow distribution per pipes in gas distributive 
looped pipelines have to be solved using some 
kind of iterative procedures. Similar situation is 
with electrical resistances when diode is in circuit. 
With common resistors in electrical circuits where 
the electrical resistances are not depends on the 
value of electrical current in a conduit, problem is 
linear and no iterative procedure has to be used. So 
problem of flow through single tube is already 
complex. Despite of it, very efficient procedures 
are available for solution of flow problem in a 

complex pipeline such as looped pipeline like 
natural gas distribution network is. 
Here has to be noted that in a municipal gas 
pipeline, natural gas can be treated as 
incompressible fluid (liquid) i.e. as water. Even 
under this circumstance, calculation of water 
pipelines cannot be literary copied and applied for 
calculation of gas pipelines. Assumption of gas 
incompressibility means that it is compressed and 
forced to convey through pipes, but inside the 
pipeline system pressure drop of already 
compressed gas is small and hence further changes 
in gas density can be neglected. This means that 
gas is compressible fluid in general, but inside a 
distribution pipeline where the pressure drops can 
be neglected, natural gas can be treated as 
incompressible fluid. This is main difference 
between liquid and incompressible flow. 
According to this, water flow in pipelines is liquid 
incompressible flow, while the gas flow is gaseous 
incompressible flow. Fact is that gas is actually 
compressed and hence that volume of gas is 
decreased and then such compressed volume of 
gas is conveying with constant density through gas 
distribution pipeline. Hence, mass of gas is 
constant, but volume is decreased while gas 
density is according to this, increased.  
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Operate pressure for distribution gas network is 
5 5 Pa gauge and accordingly 

volume of gas is decreased four times compared to 
volume of gas at normal conditions. Hence, 
velocity of gaseous fluids depends on the pressure 
in pipe since they are compressible (1): 

2
in

2
in

stst

D
Q4

Dp
Qp4v , (1) 

!"#$%&'()*+,-#.'+,/+01-#(1&#2(-#.*03#
'(/4-#+1#5+54-#

Each pipe is connected to two nodes at its ends. In 
a pipe network system, pipes are the channels used 
to convey fluid from one location to another. The 
physical characteristics of a pipe include the 
length, inside diameter, roughness coefficient, and 
minor loss coefficients. The pipe roughness 
coefficient is associated with the pipe material and 
age. When fluid is conveyed through the pipe, 
hydraulic energy is lost due to the friction between 
the moving fluid and the stationary pipe surface. 
This friction loss is a major energy loss in pipe 
flow. Losses of energy or head (pressure) losses 
depend on the shape, size and roughness of a 
channel, the velocity density and viscosity of a 
fluid. 
Experiments show that in many cases pressure 
drop are approximately proportional to the square 
of the velocity (2): 

2
v

D
Lpp

2

in
21 , (2) 

Equation (2) is called the Darcy-Weisbach 
equation, named after Henry Darcy, a French 
engineer of the nineteenth century, and Julius 
Weisbach, a German mining engineer and the 
scientist of the same era. In previous equation 
velocity and gas density must be correlated, since 
the gas is incompressible fluid, and hence for gas 
is more suitable equation in next form (3) because 

st st: 

st2

2
st
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Density of gas can be noted as (4): 

TRz
Mp , (4) 

Considering that gas density (4) at standard 
pressure conditions is equal as in average pressure 

in pipeline, general equation for steady-state flow 
of gas can be written (5) [1]: 

stst

stair
2
st

25
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2
st2

2
2
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D

QL16
ppC , (5) 

Main parameter related to the hydraulic regime is 
 ( ). Note that the Darcy 

friction factor is defined in theory as 
2). To predict whether flow will be 

or fully turbulent, it is necessary to explore the 
characteristics of flow
regime is characteristic of flow through plastic, i.e. 
polyethylene pipes and it is also sort of turbulent 
regime. For the steel pipes, partially turbulent 
regime is most common. In considerations related 
to the hydraulic frictions has to be very careful 

cal meaning is 
equal. Graphically, friction factor for known 
Reynolds number and relative roughness can be 
determined using well known Moody diagram. 
The Darcy friction factor and the Moody friction 
factor are synonyms. 
!"6"#7(-#.*03#/8'0)28#5*(-/+,#5+54-#
Inner surface of polyethylene pipes which are 
almost always used in gas distribution networks 
are practically smooth and hence flow regime in 

. For 
 [2] 

adjusted for natural gas flow (6): 
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r
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st2
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1 D
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In  flow rate is expressed for 
standard conditions of pressure and temperature. 

 is adjusted for gas flow 
calculations in plastic pipes with no explicit 
determining of hydraulic resistances. This means 

calculated. This is accomplished by simplification 
of general steady-state flow equation for gaseous 
fluids (5). 
Using formulation for Darcy friction factor in 
hydraulically smooth region Renouard suggest his 
equation for liquid flow (7): 

18.0Re
172.0 , (7) 
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Table 1.  Explicit approximations to Colebrook relation. 
Relation Name 

3164 Re10D10210.0055  Moody 

ReD88D53.0D094.0 44.0225.0 134.0D62.1  Wood 

Re/15D715.3/1log21  Eck
 

9.09.0 Re25.21Dlog214.11Re74.5D7.3/1log21  Swamee and Jain 
9.0Re7D71.3/1log21  Churchill

 

9.0Re943.6D715.3/1log21  Jain
 

12
1

5.1
21

12Re88  
169.0

1 D27.0Re/7ln457.2

 16
2 Re/37530  

Churchill*

 

8981.01098.1 Re/8506.5D8257.21logRe0452.5
D7065.3/1log0.21  Chen

 

5.6DRe135.0Re/log8.11  Round 

7.052.0 D29/Re1Re/7Re/log518.4
D7.3/1log21  Barr 

Re/13D7.3/1logRe/02.5
D7.3/1logRe/02.5D7.3/1log21

Re/13D7.3/1logRe/02.5D7.3/1log21  
Zigrang and Sylvester 

Re/9.6D7.3/1log8.11 11.1
 Haaland 

2
123

2
121 2/

2
12

2
1 781.42/781.4781.4

 Re/12D7.3/1log21
    

Re/51.2D7.3/1log2 12

Re/51.2D7.3/1log2 23  

Serghides 

Re/82.96Re/95D7.3/1log21 983.0
Manadilli

9345.0

9924.0

Re815.208/3326.5
D7918.7/1logRe/567.4

D827.3/1
logRe/0272.5

D7065.3/1

log21  
Romeo, Royo and 

Monzón 

1S/SS/Re4587.0ln8686.01
 Re4587.0lnDRe124.0S Sonnad and Goudar 

/18.21/Re/log21

D32.11/41.1)Reln774.0(
 51.2ReD7.3/1

Buzzelli [6] 

D71.3/110log21 S4343.0

D7.3/1ReS18.2log21
Re1.11lnRe/1.1ln816.1Re/lnS

 [7] 

*also cover laminar regime 



Percentage error for iterative formulas shown in 
Table 1 is less than 3% over the entire domain of 
Reynolds number [5]. Exceptions are Moody, 
Wood, Eck and Round approximations (Figure 2). 
These four formulas should not be used. 

 
F ig. 2.  Distribution of error for most inaccurate 

 

While iterative computations are trivial in the 
context of current computing power, iterative 
estimation of friction factor can significantly 
increase the computational burden in complex 
piping network like here presented where multiple 
calculations are necessary. So, flow distribution 
problem in a complex looped gas pipeline has to 
be solved using an iterative procedure and further 
to be more complex, when Colebrook equation is 
used, additional iterative procedure for computing 
of friction pipe in every pipe has to be performed. 
Presented approximations (Table 1) are usually 
used in computer programs to avoid iterative 
scheme. But some computers codes continue to 
use Newton-Raphson iteration scheme for solving 
to the friction factor. For these methods, finding a 
good starting guess is often difficult.  
Initial guess and further solution can be very easily 
done using common software tools like MS Excel 
2007. Maximal number of iterations in MS Excel 
2007 is 32767. To solve for unknown friction 

st start by somehow estimating the 
value of friction factor on the right side of the 
equation, solve for the new friction factor on the 
left, enter the new value back on the right side, and 

continue this process until there is a balance on 
both sides of the equation within an arbitrary 
difference. This difference must be small without 
causing endless computations.  
Colebrook equation consists of two parts; first part 

but second part has value different than zero 
0, so estimation of the value in the 

first iteration is unnecessary. Initial value in the 

solutions are too simple on a first sight, and Excel 
is ideal tool to solve this kind of problem. Excel 
allows value of accuracy much more than 0.01 
(maximal accuracy can be set to 0.0000001).  
To solve implicit Colebrook equation using Excel, 

screen has to be pressed and then 
options , 

has to be marked. Finally maximum 
number of iterations (max. allowed is 32767) have 
to be chosen. Also maximal change allowed 
between two successive iterations has to be set. 
W on factor is finally 

put in general steady-state gas flow equation (5). 
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All methods for looped gas pipeline calculations 
assume equilibrium among pressure and friction 
forces in steady and incompressible flow. As a 
result, they cannot be successfully used in 
unsteady and compressible flow calculations with 
large pressure drop where inertia force is 
important. Minor drop of pressure in the networks 
for gaseous fluid distribution enables to treat this 
fluid as incompressible, i.e. as water. Of course, 
some different approach must exist, but problem is 
not much different. Since, the resistances in 
hydraulic networks depend on flow, problem is not 
linear like in electric circuits, and iterative 
procedure must be used. 
To solve flow distribution problem in the looped 
pipeline shown in figure 3, maximal consumption 
for each node including one of more inlet nodes 
has to be determined. In figure 3 inlet nodes are 1 
(through pipe 20) and 5 (through pipe 21) with 
inlet rates shown also in Figure 3. Four outlet 
nodes also exist in the example network from 
Figure 3 and these nodes are 4, 6, 9 and 11. 
All other nodes are neither inlet nor outlet nodes. 
First assumed flows are chosen to satisfy first 



1). Pipe diameters and node 
input and output cannot be changed during the 
iterative procedure. Goal is to find final flow 

distribution for pipeline system (Figure 3). Second 

accuracy at the end of calculation (12), i.e. L{x}  

 

 
F ig. 3.  Example of looped gas distributive pipeline network 
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Hardy Cross iterative method with its modification 
by Epp and Fowler [8] today is widely used for 
calculation of fluid flow through pipes or related 
pipe diameters in loops-like distribution networks 
of conduits with known node fluid consumptions. 
Original Hardy Cross method is a sort of single 
adjustment methods in which equations are treated 
one by one, while the improved version treats 
whole system of equations simultaneously. In both 
version of the Hardy Cross method, results of 

rather than flow Q (in optimization problem, 
results of calculation per iterations is correction of 
pipe diameter rather than diameter). These 
corrections (13) should be added to or subtracted 
from flow (or diameter in inverse problem) 
calculated in previous iteration using some kind of 
complex algebraic rules [9].  
These rules can be implemented in a MS Excel 
spreadsheet. Lack of space prevents here detail 
discussion on these rules. 
!"5"$%&'$6,.'78,,*$)'4&,.$
The node matrix with all nodes included is not 
linearly independent [10]. To obtain linear 
independence any row of the node matrix [N] has 
to be omitted (15). No information on the topology 
in that way will be lost. Node 12 will be noted as 
referential and hence will be virtually omitted 

from the calculation. For the node-loop method, 
matrix [V] (14) and the node-loop matrix [NL] are 
formed to unite both, the node matrix [N] (15) and 
the loop matrix [L] (16). First eleven rows in [NL] 
matrix are from the 
[N]), and next eight rows are from the second 

 (matrix [L]) where each term is 
multiplied with first derivative (for each pipe) of C 
where Q is treated as variable. 
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Now, unknown flows can be calculated 
directly using (17): 

[Q]=inv[NL]x[V],        (17) 

!"#$%&'(')*&'+,#%-+./0(#
In previous text, flow distribution problem for e.g. 
plastic pipes is solved using (18): 
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In the problem of optimization of pipe diameters, 
flow is not any more treated as variable (19): 
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Of course, some other adaptations of previously 
shown methods should be done for optimization 
problem. As the diameters have to be chosen 
among a finite set of available nominal values, 
optimization problem is highly combinatorial. 

1"#2+,3/45'+,5#
Compared modified Hardy Cross method and the 
node loop method, taking as a criterion the number 
of iteration to achieve final results, both presented 
methods are equally good. For more complex 
networks, using the node-loop method, number of 
required iteration is smaller even compared with 
the modified Hardy Cross method. But main 
strength of the node-loop method lays in the fact 
that it does not require complex numerical scheme 
for algebraic addition of corrections in each of 
iterations. In the node-loop method, final results of 
each of the iterations are flows directly and not 
correction of flows. Both methods can be used for 
calculation of gas pipelines made with steel or 
plastic pipes using the appropriate equation 
according to discussion in this paper. 

6+(0,3/*&4-0#
p pressure, (Pa) 
L length of pipe, (m) 
D diameter of pipe, (m) 
Q flow (m3/s) 
T temperature (K) 

z gas compressibility factor (-) 
M relative molecular mass (-) 
R univ  
Greek symbols 
 inside pipe wall roughness (m) 
 Darcy (Moody) friction factor or coefficient (-) 
 density (kg/m3) 

Subscripts and superscripts 
r relative 
st standard (Tst=288.15 K, pst=101325 Pa) 
in inner 

7080-0,305#
[1] Coelho, P.M., and Pinho, C., 2007, 

Considerations about equations for steady 
state flow in natural gas pipelines, J. Braz. 
Soc. Mech. Sci. Eng., 29(3), pp. 262-273. 

[2] Renouard, P., 1952, Nouvelle méthode pour le 
calcul des réseaux maillés de conduites de 
gaz, Communication au Congrès du Graz. 

[3] Colebrook, C.F., 1939, Turbulent flow in 
pipes with particular reference to the 
transition region between the smooth and 
rough pipe laws, J. Inst. Civil. Eng. (London), 
11(4), pp. 133-156. 

[4] Colebrook, C.F., and White, C.M., 1937, 
Experiments with fluid friction in roughened 
pipes, Proc. Roy. Soc. Ser. A. Math. Phys. 
Sci., 161(906), pp. 367-381. 

[5] Gregory, G.A., and Fogarasi, M., 1985, 
Alternate to standard friction factor equation, 
Oil Gas J., 83(13), pp. 120,125-127. 

[6] Buzzelli, D., 2008, Calculating friction in one 
step, Machine Design, 80(12), pp. 54-55. 

[7] D., 2010, An explicit approximation of 
the Colebrook equation for fluid flow friction 
factor, Petrol. Sci. Technol., in press. 

[8] Epp, R., and Fowler, A.G., 1970, Efficient 
code for steady flows in networks, J. Hydraul. 
Div. ASCE, 96(1), pp. 43-56. 

[9] 09, An improvement of Hardy 
Cross method applied on looped spatial 
natural gas distribution networks, Appl. 
Energ., 86(7-8), pp. 1290-1300. 

[10] Wood, D.J., and Charles, C.O.A., 1972, 
Hydraulic network analysis using linear 
theory, J. Hydraul. Div. ASCE, 98(7), pp. 
1157-1170. 



The Importance of Coupling between Thermal and Molar Fluxes
in a Nitrogen-Oxygen Distillation Column

L.V. van der Ham a and S. Kjelstrup a,b

aDepartment of Chemistry, Norwegian University of Science and Technology, N-7491 Trondheim, Norway
bDepartment of Process and Energy, Delft University of Technology, 2628 CA Delft, The Netherlands

Abstract: A model for the transfer of mass and thermal energy in a vapour-liquid region is used to investigate the
influence of neglecting coupling on the transfer rates. As an example, we studied a nitrogen-oxygen distillation
column. Using a combination of stage and point boundary conditions, a nitrogen transfer profile is obtained that
shows the same trend as a profile based on an equilibrium stage distillation model. The distribution of the total
transfer over the two column halves is not in agreement, however. This disagreement can be expected to decrease
when the dependency of the vapour film thickness on the vapour flow rate and the vapour viscosity is included in the
model. The effect of neglecting coupling on the calculated transfer rates changes along the length of the column. The
total effect is considerable and should be taken into account in models for the transfer of mass and thermal energy
through an interface.

Keywords: Distillation, Heat transfer, Irreversible thermodynamics, Mass transfer.

1. Introduction
The energy and exergy efficiencies of conventional distil-
lation columns can be increased by distributing the ther-
mal energy addition and removal over the entire length
of the column, instead of concentrating it at the top and
the bottom [6]. When optimizing the efficiencies of such
columns, it is essential to model the thermal energy flows
inside the column as accurately as possible. According to
the theory of irreversible thermodynamics, a thermal flux
is not only dependent on a temperature difference, but also
on concentration differences [2]. In general, each flux is
a linear combination of all driving forces. Current non-
equilibrium distillation models do not explicitly include
the coupling between thermal and mass fluxes [7]. Us-
ing an ethanol-water distillation column as case study, [3]
showed that coupling can have a considerable effect. This
is confirmed by a recent study [8] based on a single point
in a cryogenic nitrogen-oxygen column.

1.1. Objectives
The aim of the current work is to gain more insight into
the influence of coupling between thermal and mass fluxes
on the calculated transfer rates in a nitrogen-oxygen distil-
lation column. We investigate how this influence changes
along the length of the column. We also provide more
premises on the thermodynamic description of the trans-
fer of mass and thermal energy through an interface.

2. Model of the interface region
The model we use to characterise the coupled transfer of
mass and thermal energy in a vapour-liquid region is de-
scribed in [8]. In this model, the interface region con-
sists of an interface layer in between a liquid and a vapour
film. Both the liquid and the vapour film can be repre-
sented by multiple control volumes, but the interface is

always given by a single control volume. Figure 1 gives
a schematic representation of a system consisting of five
control volumes. Using a matrix of total resistivity coef-
ficients, the model can be used to calculate the thermal
and molar fluxes for a given set of boundary conditions,
or driving forces. This section elaborates on the model
formulation that was chosen in [8].

1 3 4 6

I II III

L iqu id V apourIn te rface

IV V

2 5

I II III
Jq
JN2
JO2

Figure 1: Schematic of the system consisting of five con-
trol volumes: two liquid volumes (I and II), the vapour-
liquid interface (III) and two vapour volumes (IV and V).
Point 1 is the liquid boundary of the system and point 6 is
its vapour boundary.

2.1. Choosing the set of fluxes and forces
The basis of the model is an expression for the local en-
tropy production σ of a control volume that is located be-
tween points a and b. According to the theory of irre-
versible thermodynamics, the local entropy production is
given by the product-sum of conjugate fluxes and driving
forces. Different sets of fluxes and driving forces can be
used. Reference [1] describes two possible sets for a sys-
tem with only thermal and molar fluxes. One can choose
to use the total heat flux Jq in combination with the chem-
ical potentials µ j divided by temperature T , as shown in 1,
or one can use the measurable heat flux J′q in combination
with the chemical potentials, evaluated at a constant tem-
perature, divided by the temperature, as shown in 2 and
3.
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From a theoretical perspective, the three sets of fluxes and
forces are equivalent. But from a practical perspective,
there are some clear differences. The measurable heat
flux, also known as the sensible heat flux, is a quantity
that can be measured in practice. Experimental values for
resistivities are always related to the measurable heat flux.
The measurable and total heat fluxes are related to each
other via the partial molar enthalpies Hj multiplied with
the molar fluxes J j:

Jq = J′q +
n∑

j=1

HjJ j (4)

In practice we rather calculate enthalpy differences, or rel-
ative enthalpies, than absolute enthalpies. It is therefore
very hard to link the total heat flux to practical situations.
Similar to the enthalpy, we also rather calculate chemi-
cal potential differences than absolute chemical potentials.
The driving forces in 2 and 3 are therefore more practical
to use than the ones in 1. These are three reasons to favour
the measurable heat flux formulation over the total heat
flux formulation.
The system consists of at least three control volumes: one
liquid control volume, one interface control volume and
one vapour control volume. In [8] it was found that more
control volumes should be used to describe the liquid and
vapour films. The driving forces and fluxes in a control
volume can be gathered by a driving force vector and a
flux vector. The driving force vector of each control vol-
ume is then given by the product of a resistivity matrix
and the flux vector. The sum of the driving force vectors
of all control volumes yields the total driving force vector
of the system. If the flux vector is exactly the same in all
control volumes, which means that the fluxes are constant
throughout the system, it is straightforward to calculate
them once the total resistivity matrix is known. The dif-
ferences in chemical potential divided by temperature can
be summed directly. But this is not possible for the differ-
ences in chemical potential evaluated in 2 and 3, because
they are all evaluated at different constant temperatures.
At steady state, the total heat flux is constant throughout
the system, similar to the molar fluxes. But the measur-
able heat flux is not constant. These are two reasons to
favour the total heat flux formulation over the measurable
heat flux formulation.
Instead of selecting one of these two formulations, a new
formulation is introduced that uses the measurable heat

flux at a certain reference location J′q,0 and evaluates all
chemical potential differences at a certain reference tem-
perature T0. The choice of using such reference points
must be compensated for in the resistivity matrix of the
control volume. Replacing the measurable heat flux at one
location by the measurable heat flux at another location
can be done using the energy balance.

2.2. Assuming constant enthalpy
In order to replace a chemical potential difference at one
temperature by a chemical potential difference at another
temperature, we need to make an assumption. We start by
rewriting the difference in chemical potential divided by
temperature in terms of a chemical potential difference at
a constant temperature Ta:
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The partial derivative of the chemical potential divided by
temperature with respect to temperature is given by the
Gibbs-Helmholtz equation:

d
dT

(µ j

T

)
=

Hj

T 2 (6)

The partial enthalpy is a function of temperature. Includ-
ing this temperature dependency into the equations will
eventually result into third order temperature difference
terms in the entropy production expression. The theory
of irreversible thermodynamics only uses terms up to the
second order. So in order to avoid introducing any third
order term, we assume that the partial enthalpies are inde-
pendent of temperature within the control volume we are
considering. If we introduce 6 into 5 with this in mind we
obtain:

− ∆ab

(µ j

T

)
= −∆abµ j,Ta

Ta
− Hj,x j,b∆ab

1
T

(7)

Instead of going to an expression containing the chemical
potential at constant temperature Ta, we can also go to an
expression at constant temperature Tb. The difference be-
tween the expressions for the two constant temperatures is
the composition at which the partial enthalpy is evaluated.
Equation 7 will be used to obtain an expression for going
directly from one constant temperature to another:

− ∆abµ j,Tb

Tb
= −∆abµ j,Ta

Ta
− ∆abHj∆ab

1
T

(8)



Although the partial enthalpies are considered to be inde-
pendent of temperature within the control volume, we still
need to choose at which constant temperature we evaluate
them. They should all be calculated at the same constant
temperature.

2.3. Formulae for total resistivities
Using the measurable heat flux at the vapour boundary J′q,v
and the temperature at the liquid boundary Tl as references
and using 8, we can write the force-flux relations for a
control volume:

∆ab
1
T
= rab

qq J′q,v +
n∑

j=1

(
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q j + rab
qq∆vbHj

)
J j (9)

−∆abµi (Tl)
Tl

= rab
iq J′q,v +

n∑

j=1

(
rab

i j + rab
iq ∆vbHj

)
J j (10)

+∆abHi∆la
1
T

Here, rab
mn represents the resistivity in the control volume

between points a and b that is coupling driving force m
with flux n, where m, n ∈ q, i, j. The subscript q indicates
the thermal driving force or flux, and the superscripts i
and j indicate component driving forces or fluxes. The
resistivity rqq is related to the thermal conductivity, the
resistivities ri j = r ji, rii, and r j j are related to diffusion,
and the resistivities riq = rqi and r jq = rq j are related to
the coupling between thermal and component fluxes, also
known as the Soret and Dufour effects.
References [3] and [1] give formulae for the total resistiv-
ities of a system that consists of three connected control
volumnes. Reference [8] shows how force-flux relations
9 and 10 can be used to derive general formulae for the
total resistivities of a system consisting of a series of m
connected control volumes:

rtot
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+rk
q j∆kvvHi + rk

qq∆kvvHj∆kvvHi

Where ∆kvv indicates the difference between the vapour
boundary of the system and the boundary of control vol-
ume k that is closest to the system vapour boundary.

3. Calculations
The routine described in [8] allows the calculation of val-
ues for the molar fluxes and the measurable heat flux when
the conditions at the liquid and vapour boundaries of the
system are known. A thermodynamically consistent solu-
tion is found by requiring the entropy productions calcu-
lated using both irreversible thermodynamics and the en-
tropy balance to be equal. This requirement is used to find

the liquid film thickness for a fixed vapour film thickness.
All calculations reported in this work were done using this
calculation routine.
Reference [8] discussed in detail how to calculate all rel-
evant resistivities. The influence of inaccuracies in their
values on the calculation results was described in a sen-
sitivity analysis. The influence of the number of control
volumes per film, of the interface resistances, of the cho-
sen vapour film thickness and of the order of the control
volumes was also investigated. In the current study we al-
ways: used a minimum of 32 control volumes per film, in-
cluded the interface resistances, used a vapour film thick-
ness of 5×10−4 m and described the system from the liquid
to the vapour boundary.

3.1. Distillation column design
Reference [8] discussed the influence of coupling between
thermal and mass fluxes on the transfer rates in a nitrogen-
oxygen mixture at one single point in a distillation col-
umn. In this work, we investigated how this influence
changes along the length of the distillation column. In
order to obtain sets of boundary conditions that represent
positions along the entire length of the column, we started
by defining a base case distillation column design.

3.1.1. Column specifications

The distillation column design we used as base case is
separating a binary nitrogen-oxygen mixture with a nitro-
gen mole fraction of 0.80 into products with purities of
0.99. The feed and the top product are vapours at their
dew points and the bottom product is a liquid at its bubble
point. It is assumed that the column operates at a constant
pressure of 1.4 bar. The total number of stages is 18, ex-
cluding reboiler and total condenser. At stage 11, counting
from top to bottom, a feed with a flow rate of 1 mol/s en-
ters the column. An equilibrium stage model was used to
simulate the column; it was solved using the bubble point
method as described in [5]. A high accuracy thermody-
namic model was used to calculate the required thermo-
dynamic properties; it is described in [4]. This model was
used for all thermodynamic calculations that were done in
this work.

3.1.2. Column profiles

Table 1 gives an overview of how the characteristic col-
umn properties change along the length of the column.
The temperature, liquid mole fraction x, vapour mole frac-
tion y, liquid flow rate L and vapour flow rate V are given
as function of the stage number n. The condenser and re-
boiler are represented by stage numbers C and R.

3.1.3. Stage and point boundary conditions

The point in the distillation column that was used as base
case in [8] was defined by calculating average tempera-
tures and mole fractions for a certain stage. The consid-
ered stage was located around the centre of the top part of
the column, which corresponds to a position in between
stages 5 and 6 in the column that was used in this work.



Table 1: Column profiles of the temperature, the nitrogen
mole fractions, the liquid flow and the vapour flow.

n T xN2 yN2 L V
(-) (K) (-) (-) (mol/s) (mol/s)
C 80.28 0.9900 − 0.639 −
1 80.45 0.9652 0.9900 0.634 1.445
2 80.72 0.9289 0.9791 0.627 1.440
3 81.09 0.8793 0.9633 0.618 1.433
4 81.57 0.8174 0.9420 0.607 1.424
5 82.13 0.7485 0.9159 0.595 1.413
6 82.72 0.6812 0.8874 0.585 1.401
7 83.25 0.6237 0.8602 0.576 1.391
8 83.68 0.5798 0.8373 0.570 1.382
9 83.99 0.5492 0.8201 0.565 1.376
10 84.20 0.5291 0.8082 0.563 1.372
11 84.34 0.5165 0.8005 0.561 1.369
12 84.62 0.4907 0.7839 0.558 0.367
13 85.23 0.4380 0.7468 0.551 0.364
14 86.39 0.3478 0.6702 0.541 0.357
15 88.17 0.2322 0.5363 0.530 0.347
16 90.15 0.1290 0.3603 0.523 0.337
17 91.71 0.0618 0.1991 0.519 0.329
18 92.64 0.0265 0.0926 0.517 0.325
R 93.11 0.0100 0.0364 0.194 0.323

The vapour and liquid boundary conditions based on stage
n can be calculated using the following formula:
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(
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)
/2 (14)
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)
/2 (15)

xn,s
N2
=
(
xn−1

N2
+ xn

N2

)
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N2
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N2
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N2

)
/2 (17)

Instead of using boundary conditions based on average
stage values, it is also possible to select boundary con-
ditions based on the point in between two stages. In
a packed column, the liquid flowing down from a stage
meets the vapour rising up from the stage below at this
point. These point boundary conditions are given by:

T n,p
l = T n−1 (18)

T n,p
v = T n (19)

xn,p
N2
= xn−1

N2
(20)

yn,p
N2
= yn

N2
(21)

Using the column design presented in this section, it is
possible to calculate 18 sets of stage boundary conditions.
Because the points above stage 1 and below stage 18 can
also be used as a set of boundary conditions, there exist 19
sets of point boundary conditions. When plotted as func-
tion of position in the column, each of the stage boundary
conditions is located in between two point boundary con-
ditions.

4. Results and discussion
4.1. Nitrogen flux profile
Using the temperature and mole fraction data given in Ta-
ble 1 and using 14-21, 37 sets of system boundary condi-
tions have been determined. Each of these sets has been
used as input to the calculation model for coupled transfer
of mass and thermal energy. Figure 2 gives an overview
of the calculated nitrogen fluxes as function of position in
the column.
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Figure 2: Comparison between the calculated nitrogen
flux as function of the position in the column for both
point and stage boundary conditions.

Only the profile of the nitrogen flux is shown in Fig. 2;
the profiles of the other fluxes and of the entropy produc-
tion are comparable. Although we used 37 sets of bound-
ary conditions as input, the figure contains only 31 data
points. It proved impossible to find a liquid film thick-
ness that yielded a thermodynamically consistent system
for the other 6 sets of boundary conditions.
There can be different reasons why it might be impossi-
ble to solve the model for some specific cases. It might
be caused by the fixed vapour film thickness we use, or it
could be related to possible inaccuracies in the calculated
resistivities. It can also be related to the fact that we are us-
ing boundary conditions originating from an equilibrium
stage model as input to our rather rate-based like model.
At the moment we do not have sufficient understanding to
predict beforehand which cases are impossible to solve.
The data points from the two different types of bound-
ary conditions are very well in agreement with each other.
The combination of the two gives a good representation of
how the calculated nitrogen flux changes along the entire
length of the column.

4.2. Nitrogen transfer profiles
Based on the mole fraction and flow data in Table 1, it is
possible to calculate how much nitrogen is transferred on
each of the stages. It does not make any sense to make a
direct comparison between the amounts of transferred ni-
trogen and the calculated nitrogen fluxes shown in Fig. 2.
The calculated fluxes are values at a single point and they



are given per amount of interfacial area, while the trans-
ferred amounts are the totals of complete stages. But if
we assume that the interfacial area is constant along the
length of the column and express the fluxes and trans-
ferred amounts as percentages of their column averages,
we can still compare how the two quantities change along
the length of the column. This comparison is shown in
Fig. 3.
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Figure 3: Comparison between the nitrogen fluxes calcu-
lated with the model presented in this work and the total
amounts of transferred nitrogen calculated from the equi-
librium stage model.

The comparison between the two nitrogen transfer pro-
files shows that they follow the same trend; both have a
minimum around the feed stage and maxima around the
centres of the top and bottom parts. But the relative mag-
nitudes of the two maxima are different. The maxima are
comparable in the equilibrium stage model profile. But
in the profile based on the calculations done in this work,
the bottom part maximum is almost seven times bigger
than the top part maximum. A part of this difference can
be related to the constant vapour film thickness that we
have used in our calculations. An increase in the vapour
film thickness would translate into an increase in the to-
tal resistivities, which means that a fixed set of boundary
conditions yields smaller fluxes.
There are two reasons why we expect the vapour film
thickness to be larger in the bottom part of the column.
The first one is related to the vapour flow rates in the col-
umn. As can be seen in Table 1, the vapour flow rate is
about four times larger in the top part of the column. A
larger vapour flow rate corresponds to a larger superfi-
cial vapour velocity, which means a smaller vapour film
thickness. The second reason is related to the viscosity of
the vapour phase. When going from the top to the bot-
tom of the column, the temperature and the oxygen frac-
tion increase. Because oxygen has a higher viscosity than
nitrogen and because the viscosity increases with an in-
creasing temperature, the viscosity must be higher in the
bottom part of the column. A higher vapour viscosity cor-
responds to a larger vapour film thickness. How much

these two effects exactly affect the vapour film thickness
should be investigated in future studies.

4.3. Neglecting coupling resistances
Similar to [8], we have investigated the effect of neglect-
ing coupling between thermal and molar fluxes. This can
be done by setting all control volume resistivities that cou-
ple a thermal and a molar flux equal to zero, while fixing
the film thickness ratio at the value found for the cou-
pled case. We have done this for all data points shown
in Fig. 2 and calculated the relative differences between
the fluxes obtained from uncoupled systems and the fluxes
obtained from coupled systems. Table 2 gives the averages
and standard deviations of these relative differences, sum-
marizing the effect of neglecting coupling for the entire
column.
Table 2: The average and standard deviation of the influ-
ence that neglecting coupling resistances has on the differ-
ent fluxes.

JN2 JO2 J′q,l J′q,v
Average (%) 11 −4.2 −39 −3.3

Standard deviation (%) 11 5.4 29 0.2

Similar to what was found in [8] for a single stage, the ne-
glect of coupling mostly affects the nitrogen flux and the
measurable heat flux at the liquid boundary. The column
average values are lower than the values found for the sin-
gle stage investigated in [8]. The standard deviations in
the effects on the molar fluxes and on the measurable heat
flux at the liquid boundary are of the order of their av-
erages. There is no clear relation between these effects
and the position in the column. The deviations are mainly
caused by deviations in the liquid film thicknesses that
were found. The vapour film thickness was fixed at the
same value for all systems, which partly explains the rel-
atively constant and small effect that neglecting coupling
has on the measurable heat flux at the vapour boundary.
Figure 4 shows how this effect changes along the length
of the column.
The effect that neglecting coupling between thermal and
molar fluxes has on the measurable heat flux at the vapour
boundary is relatively constant along the length of the col-
umn. It increases slowly in the top part of the column, but
towards the bottom of the column it starts decreasing. The
thermal and molar fluxes are central variables in the min-
imization of entropy production in distillation columns.

5. Conclusions
Calculating fluxes from a combination of stage and point
boundary conditions yields a consistent representation of
how the fluxes vary along the length of the entire distilla-
tion column. The trend in the obtained nitrogen flux pro-
file is similar to the one based on an equilibrium stage
model, but the distribution of the nitrogen transfer over
the two column halves does not agree. This disagreement
can be partly explained by the use of a constant vapour
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Figure 4: Effect of neglecting coupling on the measurable
heat flux at the vapour boundary, as function of the posi-
tion in the column.

film thickness. Including a dependency of the vapour film
thickness on the vapour flow rate and viscosity is an im-
portant next step in the development of the model. The
effect of neglecting coupling between thermal and mass
fluxes on their calculated magnitudes is smaller when av-
eraged for the entire column than it is for the single stage
investigated earlier, but it is still considerable and should
be considered in optimization studies.

Nomenclature
Hj partial molar enthalpy of component j, J/mol

J j molar flux of component j, mol/(s m2)

Jq total heat flux, J/(s m2)

J′q measurable heat flux, J/(s m2)

L liquid flow rate, mol/s

m number of control volumes, dimensionless

rmn resistivity coupling driving force m with flux n,
where m, n ∈ q,N2,O2

S j partial molar entropy of component j, J/(K mol)

T temperature, K

V vapour flow rate, mol/s

x liquid mole fraction, dimensionless

y vapour mole fraction, dimensionless

∆abY difference in property Y: Yb − Ya

Greek Letters

µ j chemical potential of component j, J/mol

σ local entropy production, J/(K m2)

Subscripts and superscripts

0 reference point

a, b location indices

i, j component indices

k control volume index

l liquid

n stage index

N2 nitrogen

O2 oxygen

p point

q thermal energy

s stage

tot total

v vapour
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Abstract: The concept of environmental efficiency in equipments is increasingly in tariff with the 
unfolding of global warming, and, among the industrial equipments, the burners have a major impact in 
this discussion because it is an equipment of industrial combustion. Demand for environmentally more 
efficient burners, with the reduction of emissions is essential for the proper use of fossil fuels during the 
transition between this energy sources for alternatives energy, which can last more than fifty years. 
This study evaluates experimentally the technique of oxygen enhanced combustion – OEC – and its 
interaction with the soot formation and thermal radiation in natural gas confined flames. The literature 
shows that works with OEC technique – technique that has important points for improving the thermal 
efficiency of combustion – cause under certain conditions the increase of soot formation. The soot as 
an important participant in the radiant heat transfer, it can, with its interaction with the OEC, bringing 
the increase in thermal efficiency of burners, implementing the heat transfer from the flame for heating 
areas, thereby reducing the consumption fuel, the temperature of flame, and, consequently, reduces 
the emission of NOx. In the experiment was used low enriched with oxygen, which does not require 
significant existing equipment changes. This technology can be an important tool for the adequacy of 
the industry in general, particularly in oil and gas, for the technological challenge of reducing global 
warming. 

Keywords:  Soot, Thermal Radiation, OEC, natural gas. 

1. Introduction 
Soot was defined as carbonaceous particulates 
formed in the gas phase of combustion processes 
[1]. They consist mainly of carbon, and contain up 
to 10% hydrogen on a molar basis.  According to 
[2], soot formation and evolution proceeds in a 
four-step sequence: (i) formation of precursor 
species, (ii) soot particle inception, (iii) surface 
growth and particle agglomeration, and (iv) 
particle oxidation. The emission of soot from 
combustors, or from flames, results from the 
competition between soot formation and oxidation. 
Soot emission occurs when fuel is burnt in 
insufficient oxygen. The phenomenon of soot 
formation is still not fully explained due to the fact 
that the formation process is not slow enough to 
allow the precise observation of each step. 

Oxygen enhanced combustion (OEC), mentioned 
by [3], can improve the combustion process by 
producing improved flame characteristics (larger 
inflammability limit, better ignition, stability and 
shape control); smaller combustion gas volumes; 
increased productivity and thermal efficiency 
(larger heat transfer process efficiency, improved 

product quality; fuel consumption reduction, raw 
material costs reduction, reduced costs of new 
equipment and possibly production increase in 
existing equipment). 
 Atmospheric air contains about 21% of oxygen in 
volume. Low levels of enrichment of the 
combustion air with oxygen, i.e. an O2 index 
below 30%, are usually used in retrofit 
applications in which only small modifications to 
the existing equipment are necessary. 

Data about soot, including the use of chemical 
additives to control its formation, has been 
obtained mostly from studies performed with 
elementary flames as in the present work. These 
flames are usually defined as either premixed, 
partially premixed, or non-premixed (diffusion) 
flames. 

In a diffusion flame the reactants are initially 
separated, and reaction occurs only at the interface 
between the fuel and the oxidizer where mixing 
and reaction both take place. The addition of 
oxygen in diffusion flames can be carried out by 
direct addition to the fuel, or to the combustion air 
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in a burner with an annular, parallel or counterflow 
oxidizer.  
The direct addition of oxygen to a methane 
diffusion flame has been studied by [4] and [5]. [6-
9], and also [5] studied the addition to propane and 
butane diffusion flames. The addition of oxygen to 
ethane diffusion flames were studied [7-10]. The 
addition of oxygen to free turbulent diffusion 
acetylene flames over a wide range of velocities 
and nozzle sizes was evaluated [11].  

 Oxygen enhancement of the air side of a methane 
counterflow diffusion flame was studied [12]. 
They verified that with an increase in oxygen 
content in the oxidizer jet, soot formation was 
enhanced. The range of oxidizer oxygen content 
tested was 21% –100%. They also verified the 
influence of interaction among soot and NOx. 

Literature about the addition of oxygen to 
combustion air in a burner with a parallel annular 
oxidizer flow includes [13-18].  

The influence of the O2 concentration in ethylene 
flames was studied [13]. The O2 index was varied 
between 9 and 50% by the authors. They observed 
that soot formation reached a minimum at around 
24%. This was explained by competition between 
fuel pyrolysis and soot oxidation in the process 
domain. 

Lee et al. (2000) studied the influence of O2 
enrichment in laminar methane diffusion flames 
for conditions of 50 and 100% O2. The authors 
found a reduction in soot production in both 
enrichment conditions with a larger reduction for 
100% O2.  

The influence of O2 enrichment on the air side of 
methane laminar diffusion flames also was 
examined, for 35, 50 and 100% O2 [15]. The 
evaluation parameter was the integrated radial soot 
concentration. The authors observed a reduction in 
soot formation in all three situations, and predicted 
that soot concentration was smaller for flames with 
the larger O2 index due to smaller flame lengths 
and consequently smaller residence time available 
for soot particle growth.  

In [16] investigated the radiation intensity of a 
methane/oxygen flame in comparison with a 
methane/air flame. A laser-induced incandescence 
technique was used to visualize the instantaneous 
and average soot distribution in the flames. 
Different combinations of central or annular fuel-
oxygen supplies were studied to find the best 
arrangement to increase the thermal radiation 

intensity. The results showed that an oxygen-
enhanced inverse diffusion flame (when the 
diffusion direction is opposite to that in the normal 
diffusion flame, where fuel flows from the central 
tube into still air) was very effective in increasing 
thermal radiation compared to a normal oxygen 
diffusion flame. This happens due the increased 
soot production in the inverse oxygen diffusion 
flame. The authors also found a more uniform 
spatial distribution of soot in the methane/oxygen 
flames compared to methane/air flames. 

Furthermore, in 2002 [17] studied the influence of 
the oxygen index on soot, radiation and NOx 
formation characteristics of turbulent jet flames for 
a range of oxygen indices from 21% (air) to 100% 
(pure O2). The jet flame rig used in the 
experiments was designed to produce a vertical jet 
flame in a nearly quiescent air-oxygen coflow. The 
burner consisted of a 3 mm i.d. fuel tube centered 
in a 220 mm i.d. stainless steel flame chamber. 
Before entering the chamber, the air-oxygen 
oxidizer flow passed through a glass bead bed and 
a ceramic honeycomb producing a uniform, 
laminar coflow. 

The oxidizer flow was 4 to 6 times the 
stoichiometric flow. The fuel-jet to oxidizer–
coflow velocity ratios ranged from about 40 to 
450. The combination of maintaining low coflow 
velocities and supplying in excess of the 
stoichiometric oxidizer requirements resulted in 
conditions close to a free flame. The fuel types 
used were natural gas, a methane/ethane blend, 
and propane. 

The authors observed that soot quantities for all 
flames increased with the initial oxygen 
enhancement and then decreased as the oxygen 
content was further increased. The highest soot 
values occurred in the range of 30% to 40% 
oxygen index. As for the effect of the fuel type on 
the flame, the propane flame produced much more 
soot than the methane/ethane blend flame, which 
produced slightly more soot than the natural gas 
flame. The fuel jet velocity had a significant 
influence on soot formation and its dependence on 
oxygen index through residence time. 

The influence of the O2 index on the oxidizer side 
of a partially premixed acetylene/air flame was 
verified [18]. The flame was submerged in 
atmospheric air, and involved by a N2 shield. It 
was demonstrated that soot formation increased in 
the flame with the shield. The first letter of which 



was justified by the lack of O2 available to 
intensify the oxidation process. 
In 2005, [19] presented a comprehensive CFD 
model, which integrated detailed chemistry, soot 
formation and oxidation, radiation and NOx 
formation, for a propane-fueled, oxygen-enriched, 
turbulent, non-premixed jet flame. The results, 
compared with the experimental data available, 
gave an indication of the level of modeling that 
would be necessary. 

Authors [20] explored the criteria for soot 
inception in oxygen-enriched laminar coflow 
flames. In these experiments an axial height in the 
coflow flame is selected at which to identify the 
sooting limit. The sooting limit is obtained by 
varying the amount of inert until luminous soot 
first appears at this predefined height. The sooting 
limit flame temperature is found to increase 
linearly with stoichiometric mixture fraction, 
regardless of fuel type. To understand these 
results, the relationships between flame structure, 
temperature, and local C/O ratio is explored 
through the use of conserved scalar relationships. 
Analysis of experimental results suggests that soot 
inception occurs when the local C/O ratio is above 
a critical value. The values for critical C/O ratios 
obtained from the analysis of experiments using 
several fuels are similar in magnitude to the 
corresponding C/O ratios for premixed flames. In 
addition, temperatures and PAH fluorescence were 
measured to identify regions in these flames most 
conducive to particle inception. Results indicate 
that the peak PAH concentration lies along a 
critical iso-C/O contour, which supports a theory 
that soot particles first appear along this critical 
contour, given sufficient temperature. 

Authors [21] carried out a study into the evolution 
of products of incomplete combustion (PIC) 
emitted from one-dimensional, laminar, 
atmospheric-pressure ethylbenzene flames in the 
vicinity of the soot onset threshold. The objective 
of this study was to identify the role of the fuel-to-
air equivalence ratio in the evolution of polycyclic 
aromatic hydrocarbons (PAH) and other PIC as 
soot precursors, just prior to and subsequent to 
soot onset in premixed flames. Temperature 
measurements and product sampling were 
conducted at various heights above the burner. 
Collected samples were analyzed for soot, PAH, 
oxygenated species, fixed gases, and light 
hydrocarbons. The results indicated that the soot 
onset limit is not a function of flame temperature 

alone; i.e. while the maximum measured flame 
temperatures was kept fairly constant, the flame 
could be either sooting, at the sooting limit or non-
sooting depending on the equivalence ratio.  

The combination of oxygen enrichment and fuel 
dilution for diffusion flames was studied [22]. The 
results suggested that an increase in the 
stoichiometric mixture fraction, Zst, and alters the 
flame structure, i.e. the relationship between the 
local temperature and the local gas composition. 
Increasing Zst has been shown to result in the 
reduction or even elimination of soot. In the 
present work, the effects of variable Zst on soot 
inception are investigated in normal and inverse 
coflow flames, using ethylene as the fuel. 

The oxidation of laminar premixed natural gas 
flames experimentally and computationally with 
variable mole fractions of hydrogen (0, 20, and 
60%) present in the fuel mixture was studied [23]. 
All flames were operated at low pressure (0.079 
atm) and at variable overall equivalence ratios 
(0.74 <  < 1.0) with constant cold gas velocity. 
At the same global equivalence ratio, there is no 
significant effect of the replacement of natural gas 
by 20% of H2. 

The influence of OEC in acetylene open flames 
was evaluated [24]. The results suggested that that 
the simultaneous variation of the oxygen content 
and of the oxidizer velocity can provide control of 
the soot formation and distribution along the flame 
to attend the retrofit load. 
Evaluating the described aspects, control of the 
formation of soot can be an important factor for a 
more rational implementation of OEC. With this 
control, the transferred thermal radiation in heating 
processes can be monitored and the formation of 
NOx controlled. This aspect can be a factor in the 
use of the technology, and its peculiarities require 
further research. 

The effects of the process variables, such as 
oxidizer oxygen content, fuel jet shape, diameter 
and velocity on soot formation and distribution are 
complex and coupled. In almost all the articles 
presented here, the work was with burners open to 
the atmosphere. 

The objective of the present work is to explore the 
effect of the oxygen content in the oxidizer of the 
combustion on the soot concentration and thermal 
radiation along the length of a natural gas 
diffusion confined flame produced in a 
combustion chamber with a parallel annular 



coaxial oxidizer flow, such that the natural gas 
discharge is surrounded by a flow of air, or 
oxygen-enriched air. The applied enrichment 
levels were 23 and 25% O2 and they were used in 
retrofit applications where only small 
modifications in the existing equipment are 
required. 

2. Experimental Setup and Methods  
The experimental setup is shown in Fig. l. The 
flame was generated in a horizontal cylindrical 
combustion chamber, which consisted of burner 
with two concentric tubes: a 5mm i.d. central tube, 
and a 100mm i.d. external tube, and a chamber 
1.35m in length. Natural gas flowed up through 
the internal tube, while air, or enriched air, flowed 
through the annular region between this tube and 
the larger diameter concentric tube. Gas flow rates 
were controlled by valves and metered by 
rotameters. Diffusion air and oxygen were 
premixed before being fed into the combustion 
chamber. 
Soot concentrations were measured along the 
flame length using the laser light extinction 
technique. The laser system was mounted on a 
step-motor driven horizontal translation table, 
which allowed the beam coming from laser to 
reach the flame at any desired level. The laser was 
of He-Ne, with a wavelength of 632.8 nm. As the 
power output from the laser was only about 3mW, 
background radiation was blocked from the flame 
by narrow band pass interference filters, at the 
laser wavelength. The light was transformed into 
an electrical current signal by the photodetectors, 
and registered by data acquisition. 

The thermal radiation was measured in the same 
points that the soot concentration was also 
measured, through radiometer in the narrow band 
of soot radiation influence between 0.6-3 m. 

Soot volume fraction (or concentration) (ppm) was 
calculated from the laser light extinction data 
using the Rayleigh limit of the Mie theory, so that: 

                                                                                  

(1) 
 

                                                                
          

                                             

(2) 
                                                 

 , is the laser wavelength, L the optical path 
length, Io and IL the laser beam intensity, before 
and after traversing the flame, and m is the 
refractive index, adopted as m = 1.90-0.55i, 
according to [25].  

 

(a) View of Combustion Chamber and Rotameters. 

 

(b) View of laser system and ten points for soot 
measurement. 

Fig. 1: Experimental Setup. 

To examine the effect of the oxygen content of the 
combustion air, tests were performed comparing 
experiments with 23 and 25% O2  to experiments 
with plain air (21% O2). In the tests the 
equivalence ratios ( ) were maintained over a 
wide range (1.3 – 0.7). The natural gas flow was 
0.0003m3/s (18 l/min), referred to 20°C and 
atmospheric pressure. The burner power was 
9.76kW. Table 1 summarizes the conditions used 
in the tests. 

Some tests were performed in order to check the 
repeatability of results. In this work, the average 
uncertainty of the soot concentration 
measurements was in the order of 1%. 
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Table 1.  Conditions used in the tests. 

O2 index  

21%, 23% 
and 
25% 

1.3, 1.1, 1.0, 0.9 
and 0.7 

3. Results and Discussion 
The analysis of the soot formation in the process 
was based on the values found for soot 
concentration located in the flame and also by its 
characteristics of luminous soot (radiation 
indicator). The analysis for the thermal radiation 
followed the same methodology.   

Fig. 2 presents the soot concentration in the tested 
conditions through the average value, which is 
found from the performed measurements at the ten 
points shown in Fig. 1(b), in which the 
measurement was possible, representing the 
tendency of the tested condition. The possibility of 
non-detection of the concentration is caused by the 
frequent instability of the confined flame, as well 
as the possibility of non-absorption of the power 
of the laser by very small particles due to flames 
which did not encourage soot formation. 
Therefore, further analysis of the luminous soot 
becomes important. 
Increased soot formation using OEC was found in 
particular 25% O2 index compared to 23% and 
plain air. This possibly occurs because of the 
increased production of radicals that are precursors 
of the soot in the presence of O2 in the pyrolysis of 
natural gas, as well as the best meeting between 
fuel and oxidizer in the confined flames without 
the influence of the external environment. 
Increasing the oxygen concentration increases the 
stoichiometric flame temperature which in turn 
increases the fuel pyrolysis and soot formation 
rates. This tendency occurs in all equivalence 
ratios. The variation of soot concentration with the 
equivalence ratio arises from the variation of 
temperature with the equivalence ratio. 

Detection problems were seen by the flames 
instability in the confined condition therefore the 
characteristics of luminous soot in the tested 
conditions were also evaluated. Using the OEC 
with 23% or 25% O2 index, a stronger yellow 
light, typical feature due to a greater soot 
concentration was verified. In all equivalence 
ratios, this trend was identified. On the other hand, 
the flames with air as oxidant have a typical blue 

colour under the tested conditions. The typical 
aspects of tested flames are shown in Fig. 3. 

Fig. 4 presents the thermal radiation at combustion 
chamber (same points of soot measurement). 
There is a thermal radiation implementation using 
the OEC in the band of the soot influence. With 
the use of the OEC there was an average increase 
of 59% in the transferred energy by radiation, 
compared to burning with the plain air for all 
equivalence ratios. 
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Fig. 2: Soot concentration along combustion chamber. 

The OEC has a tendency to increase the flame 
temperature and consequently increases the 
available energy for the thermal radiation transfer. 
If the flame is composed of components with a 
higher tendency to transfer heat by radiation, more 
energy will be transferred to heat any kind of 
surface or load. 

 

 

(a) Flame without OEC utilization. 



 
(b) Flame with OEC utilization. 

Figure 3: Visual Aspects of Flames with OEC. 

Therefore the temperature of the flame can be 
reduced. With OEC, the formation of soot was 
increased (increase is shown in Fig. 2), which 
caused an increase in the transferred energy by the 
flame (Fig. 4) lowering its temperature. 
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Figure 4: Thermal radiation along combustion 
chamber. 

This can be indirectly seen through the 
temperature of the exhaust gas at the combustion 
chamber exit. In Fig. 5 the temperatures in 
question are identified. Temperature stabilization 
under the tested conditions was verified between 
600-800K (in most tested conditions). 
Even though the OEC tends to increase the flame 
temperature, the temperature of the exhaust gas 
also tends to increase. In the investigation, the 
temperature of the exhaust gas remains close to the 
values found when they are burnt with plain air; 
which confirms the influence of soot in the 
reduction of flame temperature through thermal 
radiation transfer. 
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Figure 5: Temperature of exhaust gas at exit 
combustion chamber. 

4. Conclusions 
This present work investigated the effect of the 
oxygen index in the oxidizer of the combustion on 
the soot and thermal radiation along the length of a 
natural gas diffusion confined flame. The levels of 
air enrichment that were applied were 2% and 4% 
and can applied in retrofit burners, where only 
small modifications in the existing equipment are 
required. 

The results suggest that the use of OEC in natural 
gas confined flames produces an increase of soot 
formation and consequently enhanced thermal 
radiation. This can be a control tool to implement 
radiation heat transfer and soot formation in 
confined burners. 

Nomenclature 
I   signal output, V 

K  absorption section, m-1 

L   laser path, m 

m  complex index of refraction 

Z   stoichiometric mixture fraction 

Greek symbols 

 equivalence ratio 

   wave length of laser, m 

φ   soot concentration, ppm 

Subscripts and superscripts 

st stoichiometric 

o   incident laser signal before the flame 

L   emergent laser signal attenuated for the flame 
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Combustion of Liquid Fuels from Renewable Sources 
and Liquid Wastes 
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Abstract:  Liquid fuels from renewable sources and liquid wastes are nowadays more and more often 
discussed as the source of thermal energy which can be utilized in subsequent processes. In 
comparison to standardized liquid fuels made from oil, these types of fuel are highly variable in their 
properties, such as often unstable chemical composition, changing physical-chemical properties, 
amount of dissolved inorganic compounds and/or presence of large amount of solid particles in fuels. 
The paper is focused on issues of combustion of liquid fuels from renewable sources and liquid wastes 
from industrial production in stationary sources. It tackles basic comparison with standardized fuels. 
Discussion about physical and chemical properties in the view of combustion, namely the conditions 
prior to entering the burner and the conditions for subsequent atomization in the combustion space 
makes up the main body of this text. The aim of the text is then to provide a comprehensive view on 
this issue mainly from technical aspect. 

Keywords:  Atomization, Liquid fuels from renewable sources, Liquid wastes, Standardized liquid 
fuels. 

1. Introduction 
Utilization of fuels from renewable sources and 
wastes for heat production or utilization of more 
preferred cogeneration is supported for many 
reasons, such as the reduction of greenhouse gases, 
the reduction of energy dependence on fossil fuels, 
or the minimization of produced wastes. From the 
point of view of fuel classification according to the 
state, it may be observed that the use of solid and 
gaseous fuels prevails in stationary technologies. 
Possibly one can meet with the combustion of 
products from gasification of solid fuels or waste 
in the facilities intended for common production of 
heat and electric energy. 
The reasons, why the fuels from renewable 
sources are not more used in stationary sources, 
are found in the present form of legislation, 
availability of fuel sources, fuel prices and last but 
not least in technological difficulties with 
combustion of liquid fuels (in comparison with 
combustion of gaseous fuels). All four aspects 
then influence the economical aspect both of 
construction and running of technology. From the 
point of view of legislation and technology design, 
the combustion of liquid wastes is rather 
complicated. The wastes are often various 
mixtures of very badly miscible to immiscible 
liquids with problematic chemical composition, 

since the emissions may contain compounds of 
chlorine, fluorine and heavy metals. These liquid 
wastes are therefore combusted in incinerators of 
dangerous wastes. 
As to the liquid fuels from renewable sources, 
their utilization is supported by legislation. The 
combustion technology is significantly influenced 
by chemical composition of fuels determining 
their physical-chemical properties. It is necessary 
to take into consideration that the available 
agricultural crops, which are suitable for 
production of liquid fuels from renewable sources, 
are simultaneously used for production of 
substances that are admixed in fuels intended for 
means of transport. 
Next the text deals with the technological 
problems of application of liquid fuels from 
renewable sources at the stationary sources. It is 
assumed that the sources are of local character 
with small heat output. The liquid wastes are 
discussed mainly for the reason to realize their 
difference in comparison to standardized liquid 
fuels, even if both substances may come from the 
same raw material – oil. 

1.1 Specific objectives 
The text is focused on liquid wastes and fuels from 
renewable sources that may be used as the main 
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fuel for heat and electric energy production due to 
their proper physical-chemical properties, but not 
only as the substitute of minor part of the main 
fuel coming from non-renewable sources for the 
purpose to save emission permits. The aim of the 
text is to give the overview of technical problems 
related to the substitute of fuels from fossil 
sources. The text does not deal with the recovery 
of investments and operating costs. 

2. Liquid fuels from renewable 
sources 

Liquid fuels from renewable sources are 
considered those liquids that are purposely 
produced from renewable sources as fuels. This 
definition is met by vegetable oils, ethanol and 
methanol. The products coming from pyrolysis or 
gasification of solid biomass can be also classified 
as fuels from renewable sources. In the Czech 
Republic the renewable sources for liquid fuels 
include rapeseed oil, sunflower oil and the 
products of their processing called esters. Also 
great potential is comprised in production of 
alcohol. 
Capacity of individual sources for fuel production 
in the Czech Republic will necessitate 
diversification, which means certain balance 
between requirements on construction of 
individual stationary sources and fuel availability 
will have to be reached. 

2.1. Fats and oils 
Vegetable oils, triglycerides of fatty acids, have 
been known for a long time as a possible source of 
energy for diesel engines [1]. In comparison with 
diesel oil, vegetable oils are characterized for their 
higher viscosity and lower fraction of volatile 
organic substances, which leads to formation of 
deposits on valves and to decrease of engine 
power. From this fact arose an idea to transform 
triglycerides into methyl-esters and ethyl-esters of 
fatty acids with the side product of glycerin. This 
forms three even four substances of different 
physical-chemical properties which may be 
theoretically used as fuels for stationary sources of 
smaller power. 
Triglycerides in the form of fats and oils are esters 
of glycerin and esters of fatty acids which are 
composed of carboxyl acids with long chains. 
Shares and types of individual fatty acids in fats 
are dependent on sources of fat (suet, lard, etc.) 

and oils (rapeseed oil, sunflower oil, peanut oil, 
linseed oil, used deep frying oil, etc.). Formation 
of methyl-esters and ethyl-esters may be described 
in short as a process of combining triglycerides 
with methanol and ethanol which gives rise to 
methyl-esters and ethyl-esters with glycerin as a 
side product; formation of one molecule of 
glycerin is accompanied with formation of three 
molecules of methyl-esters or ethyl-esters. Sodium 
hydroxide or potassium hydroxide are used as 
catalysts. It is necessary to supplement sufficient 
amount of alcohol residue due to requirements on 
total transesterification of fatty acids. Final 
product of transesterification is a liquid mixture 
composed mostly of esters, glycerin, alcohol 
residues and dissolved catalyst. This mixture is 
subsequently separated and esters are acquired. If 
it is financially beneficial and the technology 
allows it, methanol and ethanol are acquired from 
the residues. The so called G-phase is a side 
product if the mixture contains alcohol residue, 
crude glycerin is a side product if the mixture 
contains water instead of alcohol [2]. 
Utilization of G-phase and/or crude glycerin as a 
fuel is disputable due to presence of dissolved 
inorganic compounds such as sodium hydroxide, 
potassium hydroxide. Direct combustion is 
impossible as the heat transfer surfaces get fouled 
with sodium hydroxide and/or potassium 
hydroxide. G-phase or crude glycerin may be 
characterized as combustible substance which may 
be acquired from renewable sources. However, in 
the terms of combustion we might conclude it is 
more of a waste than fuel. 
Utilization of vegetable oil and esters as a 
substitute for liquid fuels coming from fossil fuels 
will be discussed later on. 

2.2. Ethanol 
Production of ethanol from agricultural products is 
among other possibilities of substitute of liquid 
fossil fuels along with utilization of other products 
containing sugars in their structures [3]. This 
involves fermentation of agricultural products 
containing sugar (sugar cane, sugar beet) or starch 
(potatoes, wheat). In the Czech Republic, it is 
possible to use both types of products, i.e. those 
containing sugar or starch. If products containing 
starch are used, starch has to be transformed into 
sugar with subsequent fermentation. 
Besides the above mentioned acquisition of 
ethanol from natural sources, it is possible to 



produce it via purely chemical method of the so 
called synthetic ethanol. Synthetic ethanol is 
produced by direct catalytic hydration of ethylene, 
or by indirect hydration of ethylene. Pureness of 
the ethanol acquired by catalytic hydration may 
reach up to 95 to 100 %. The so called thermo-
chemical method is yet another way of synthetic 
methanol; synthetic gas (mixture of CO and H2) is 
an input raw material. Methanol is formed from 
synthetic gas in the first step which is later mixed 
with synthetic gas in the presence of catalyst or 
other chemical-technological procedures are opted. 
Lower heating value of ethanol is dependent on 
whether it is a waterless alcohol labeled as E100 
(27 MJ/kg) or alcohol with water content (e.g. 
95% alcohol, 5% water) which does not 
necessitate energy intensive production of 
waterless alcohol. Waterless alcohol reaches lower 
heating value of 64 % compared to extra light fuel 
oil. Mixtures of methanol and/or ethanol and 
petrol for operation of motor vehicles are 
commonly produced and labeled as E85 (85% 
ethanol and 15% petrol) or M85 (85% methanol 
and 15% petrol), pure mixture of 95% ethanol and 
5% water. 

2.3. Pyrolysis 
Technology of biomass pyrolysis for production of 
certain chemicals (such as methanol) has been 
used long before fossil fuels became prevailing 
product for chemical and petrochemical industry. 
Any appropriate material coming from renewable 
sources may be used for pyrolysis which is, in 
terms of physical-chemical actions, a thermal 
decomposition of biological materials with no 
access of oxygen. Pyrolysis results in formation of 
solid, liquid and gaseous products. Final products 
of pyrolysis may be used as a source for liquid and 
gaseous fuel as well as a source of hydrocarbons 
for subsequent chemical production. Considering 
the method of pyrolysis, we may either acquire 
more pyrolytic gas or more liquid components [1]. 
Both pyrolytic gas and oil may be used for 
combustion. Pyrolytic gas is a fuel with low to 
middle values of lower heating value (3.9 to 15.7 
MJ/mN

3). Share of individual components (carbon 
monoxide, carbon dioxide, methane, hydrogen, 
ethane, ethylene, higher hydrocarbons, and water 
steam) depends on type of biomass and technology 
used. 
Liquid phase acquired by pyrolysis contains 
complex mixture of water and hydrocarbons which 

have lower average molecule weight than the input 
raw material. If an input raw material used for 
pyrolysis contains high share of cellulose, then the 
liquid phase contains acids, alcohols, aldehydes, 
ketones, esters, heterocyclic derivates and phenol 
compounds, which corresponds to content of 
heavy heat oil and pyrooil coming from processing 
of fossil raw material. Heavy liquid share in the 
form of tar then contains natural resin, 
hydrocarbons with mid-long chains, phenols, 
aromates, aldehydes and other derivates of 
hydrocarbons. In the terms of combustion, these 
tars may be compared to tars coming from 
processing of coal and residues from oil 
processing. 

3. Liquid wastes 
There is an enormous call for application of 
Waste-to-Energy approach with liquid waste 
which that looks for their utilization in production 
of electric energy and heat. Liquid wastes may be 
classified in various ways, each of them reflecting 
a certain aspect of their physical-chemical 
properties. Among the basic properties in the 
terms of dosing into combustion space, there are 
chemical composition, lower heating value, 
flashpoint, dependence of viscosity upon 
temperature, dependence of surface stress upon 
temperature, freezing point, miscibility and 
degradation of individual parts in relation to time 
and temperature. Properties of a specific source of 
liquid wastes have to be accompanied by stability 
of chemical composition which greatly varies 
depending on batch and season of the year. 
Mixtures of ether and petrol and/or mixtures of 
ether and alcohol may be designated as liquid 
wastes used as sources of energy which serve for 
manufacturing of special optics along with various 
residues from processing of oil and coal, mixtures 
of glycerin and alcohols and/or water and other 
substances coming from production of esters of 
fatty acids, etc. 

4. Atomization of liquid fuels 
A necessary requirement for combustion of liquid 
fuels is a high-quality fuel atomization [4], which 
is necessary for complete evaporation and burnout 
of all droplets in the area of flame. If combusting 
fuel was not perfectly atomized into sufficiently 
small droplets, it is assumed with certainty that 
high concentration of carbon monoxide would be 
measured in flue gas indicating incomplete 



combustion. Moreover insufficient atomization is 
characterized with deposition of unburned 
hydrocarbons (UHCs) on the walls of combustion 
chamber. 
The choice of fuel atomization system itself is 
rather dependent on physical-chemical properties 
of fuel and availability of auxiliary atomizing 
medium. From this point of view there are three 
basic types of atomization, namely pressure, 
pneumatic and rotary atomization [5]. Besides 
these, there are other less frequently used types of 
atomization using vibrational, acoustic, ultrasonic, 
electrostatic forms of energy or flash atomization 
[6]. 
4.1. Pressure atomization 
Pressure atomization utilizes transformation of 
pressure energy of the liquid, which after release 
from the atomizer into the combustion chamber 
changes into kinetic energy that causes fuel 
atomization. Depending on the type of atomized 
fuel, the required pressure ranges on the order of 
units of MPa. Quality of pressure atomization 
strongly depends on physical-chemical properties 
of the atomized fuel and is not suitable for 
atomization of liquid fuels of high viscosity. The 
main advantage of this type of atomization is the 
fact that no auxiliary atomizing medium is 
required and there are no movable components on 
the burner. Considering the energy intensity, 
pressure atomization is the least demanding of the 
three main types of atomization. 
4.2. Pneumatic atomization 
Pneumatic atomization (atomization with auxiliary 
atomizing medium) utilizes mostly compressed 
gas energy that secures sufficient disintegration of 
streaming liquid. Depending on the type of fuel, 
compressed air or steam are frequently used media 
for atomization. Compressed air is applied for 
fuels that do not require to be preheated prior to 
entering the burner (extra light fuel oil), possibly 
for fuels with no big temperature difference 
between preheated fuel and atomizing air (light 
fuel oil with temperature of preheating up to 50 
°C). Steam is used for atomization of fuels that are 
necessary to preheat to high temperatures. These 
include medium-heavy fuel oils and especially 
heavy fuel oils and mazut, which require 
preheating temperature significantly above 100 °C. 
Compared to pressure atomization, pneumatic 
atomization is not so demanding on fuel and 
auxiliary medium pressures that in most 

applications do not exceed 1.2 MPa. Considering 
energy intensity, pneumatic atomization is the 
most demanding of the three types of atomization. 
4.3. Rotary atomization 
Rotary atomization utilizes kinetic energy 
transmitted to the atomized fuel by a rotating 
atomizer. The mechanical atomizer rotates 
vertically or horizontally in high revolutions and is 
powered by an electrical engine. Dosing of liquid 
is done under relatively low pressure; atomization 
is then caused by centrifugal force affecting fuel 
particles. Main disadvantage is the presence of 
burner components rotating in high speed. 
Considering energy intensity, rotary atomization is 
more demanding than pressure atomization but 
does not reach the intensity of pneumatic 
atomization. 
4.4. Other types of atomization 
Besides the above described main atomization 
methods, there are other, technically more 
demanding, types such as ultrasonic atomization or 
atomization working on the principle of flash 
evaporation before its injection into the 
combustion chamber. Ultrasonic atomization is 
based on contact of liquid with surface that 
vibrates in the range of ultrasonic waves. Some of 
the advantages of ultrasonic atomization are in its 
low energy intensity and the fact that liquid is not 
supplied under pressure as in the case of pressure 
and pneumatic atomization. The disadvantages 
include low jet flow rate and high investment 
costs, which are caused by high price of ultrasonic 
waves generator. 

5. Substitute of standardized fuels 
The progress in development of combustion 
technology of liquid fuels has come with the 
beginning of petroleum processing. During this 
period the basic types of fuels have been 
standardized, for which physical and chemical 
properties are specified [7]. The standardization of 
required properties has brought substantial 
facilitation not only in burner design and burner 
testing, but also in planning of flue gas cleaning 
technology. From this point of view, the 
standardization of liquid fuels from renewable 
sources was done more quickly, particularly in the 
area of fuels utilized in transportation. 
The substitute of individual liquid fuels acquired 
from fossil sources may be done both by liquids 
from renewable sources, and by liquid wastes. The 



comparison of standardized fuels from fossil 
sources with approximately corresponding liquid 
fuels from renewable sources is carried out in the 
text. The problems with the use of the fuels in 
combustion are discussed with respect to their 
physical-chemical properties. 
5.1. Standardized liquid fuels made of oil 
The possibility to substitute liquid fuels made of 
oil for liquid fuels made of renewable sources 
brings new requirements for combustion facility. 
The comparison of these fuels is done with basic 
standardized liquid fuels used at stationary 
combustion facilities, i.e. extra light fuel oil 
(ELFO), light fuel oil (LFO) and heavy fuel oil 
(HFO). Main differences among these fuels are 
their possibilities of quality atomization in the 
combustion chamber and the concentration of 
pollutants, especially of sulfur oxides. 
As for the quality of atomization, ELFO is the 
least problematic since its viscosity is sufficiently 
low already at ambient temperature (no need for 
preheating). Further, it does not contain long 
chains of hydrocarbons with a tendency to crack, 
to form the sediments and to foul the jets. The 
atomization of ELFO is even characterized with 
the least technical constraints and is well managed 
by the producers of burners. 
In terms of chemical composition LFO belongs to 
liquids with larger fraction of long-chain 
hydrocarbons. In order to achieve of good-quality 
atomization, the preheating of fuel is necessary up 
to 40 to 50 °C for the purpose of lowering its 
viscosity. This temperature does not yet constrain 
to use all types of atomization. 
The last standardized fuel, HFO, contains large 
fraction of hydrocarbons with high number of 
carbon. The properties of HFO give good 
assumption for its use in stationary combustion 
facilities of high heat outputs. Due to high 
viscosity of HFO there is a need to preheat the fuel 
to the temperature above 100 °C. For this reason 
only pressure, pneumatic or rotary atomization 
may be used. 
5.2. Substitute of ELFO 
A comparison of basic properties of ELFO and 
corresponding similar liquid fuels from renewable 
source is shown in Table 1. By detailed 
investigation of individual properties, it may be 
concluded that the greatest differences are in lower 
heating values and flashpoint temperatures. The 

lower heating value of ELFO is about 42.5 MJ/kg 
and the flashpoint has to be at least 56 °C 
according to the standard. As to the methanol and 
ethanol, the temperature of flashpoint reaches to 
11.1 °C and 12.8 °C, respectively. On the other 
hand, the flashpoint temperature of the products of 
transesterification of fats and oils is dependent on 
the base raw material that highly influences the 
viscosity. The values of flashpoint temperatures 
range in most cases above 120 °C. 
Methanol and ethanol reach lower heating value 
approximately of half and two thirds compared to 
ELFO, respectively. Their viscosity is even at 
negative temperatures lower by order of 
magnitude, which enables good pumping and 
atomization without need of preheating. The low 
temperature of flashpoint enables no problematic 
ignition; however, it simultaneously enhances 
requirements for fire safety for their storage and 
manipulation. This fact is probably a handicap for 
fuel substitute mainly at the units of low heat 
outputs. 
The products of the process transesterification of 
fats and oils may substitute ELFO in dependence 
on input raw material and on type of next 
processing – distillation. Further it is necessary to 
take into consideration the fact that compared to 
ELFO, which is the mixture of hydrocarbons with 
relatively low flashpoint, the products of 
transesterification reach higher viscosity and are 
consisted of chemical compounds with high 
flashpoint. As the consequence of this fact is the 
need to stabilize combustion of the 
transesterification products by a fossil fuel. 
Eventually the fuel has to be preheated so that it 
may be atomized in very fine spray. 
5.3 Substitute of LFO 
A comparison of basic properties of LFO and of 
corresponding liquid fuels from renewable sources 
is shown in Table 2. Compared to ELFO, both 
LFO and corresponding fuels need to be preheated 
prior entering the burner. The preheating should 
reach such temperatures that enable to use 
compressed air as the atomizing medium for 
pneumatic atomization, i.e. 60 °C. In terms of 
prices, the price of compressed air is lower by 
order than the price of steam if the pressure 
requirement prior the burner is about 600 kPa 
(which means 800 kPa for compressor). 
Furthermore, using of steam as the atomizing 



medium requires the installation of electrical steam generator. 

Table 1  Comparison of properties of ELFO and corresponding liquid fuels from renewable sources. 
 Rapeseed Oil 

Property 
Extra-Light 

Fuel Oila Methanolb Ethanolb Oilc Methylesterc Ethylesterc Distilled 
Methyl-esterd

Density 
[kg/m3] 

860 796 794 910 880 876 886 

at 20 °C at 40 °C Kinematic 
viscosity 
[mm2/s] max. 6 0.75 1.51 51 5.65 6.17 4.19 

Flash point 
(Pensky and 
Martens) [°C] 

min. 56 11 13 - 179 124 184 

Freezing point 
[°C] 

max. -10 - - -21 -15 -10 - 

Ash content  
[wt %] 

max. 0.01 - - - 0.002 0.002 - 

Sulfur content 
[wt %] 

max. 0.2 - - 0.01 0.012 0.014 max. 1·10-6

Mechanical 
impurity 
content [wt %] 

max. 0.05 - - - - - max. 5·10-6

Higher heating 
value [MJ/kg] 

- - - 40.17 40.54 40.51 - 

Lower heating 
value [MJ/kg] 

42.5 20.1 27 - - - - 

a Adapted from the material safety data sheet of UNIPETROL RPA, s.r.o. [8]. 
b Adapted from [3]. 
c Adapted from [1]. 
d Adapted from the material safety data sheet of company Agrochem a.s. [9]. 
 
LFO may be substituted by distilled residue from 
the distillation process of products of 
transesterification of fats and oils, and by some of 
vegetable oils that reach kinematic viscosity up to 
35·10-6 m2/s (35 cSt) for preheating temperature 40 
°C. This means the assumption that the viscosity 
gets lower to the value of 20·10-6 m2/s (20 cSt) 
during the preheating to 60 °C. This viscosity then 
enables good pneumatic atomization. The using of 
vegetable oils immediately after pressing and 
filtration highly depends on their source since the 
viscosity at 40 °C may differ in order of tens 
percents. For example, the viscosity of soybean oil 
is 35·10-6 m2/s and the viscosity of rapeseed oil is 
51·10-6 m2/s. 
Similarly as for the liquids substituting ELFO, the 
flash temperature of the liquids substituting LFO is 
approximately higher of 100 °C than the flash 

temperature of LFO. This fact together with the 
character of chemical composition (liquids from 
renewable sources contain minor fraction of 
components with low boiling point) emphasize 
high requirements for the quality of atomization in 
very fine spray. If there is a need to decrease the 
emissions, it is then required the stabilization by 
fossil fuel, either by using of gaseous (natural gas, 
propane, propane-butane) or liquid fuel (ELFO, 
LFO). Using of methanol or ethanol as the 
stabilizing fuel is rather complicated. 
5.4. Substitute of HFO 
Substitute of HFO or mazut for liquid fuels from 
renewable sources is difficult since the 
prerequisite is the availability of such fuel. Such 
fuel can be either pyrolysis oils or wastes from the 
process of transesterification of fats and oils, i.e. 
crude glycerin or G-phase (containing methanol 



instead of water). The requirement for combustion 
of crude glycerin and G-phase has its origin in the 
production of products of transesterification of fats 
and oils where these two substances are produced 
in large amount. The aim of combustion of the 
above substances is to decrease the emissions of 
CO2 releasing in the atmosphere during the 

combustion of fossil fuels. This means savings for 
purchase and potential profit for selling emission 
permits. The comparison of some typical physical-
chemical properties of HFO and wastes from 
production of methyl-ester rapeseed-oil are shown 
in Table 3. 

Table 2  Comparison of properties of LFO and corresponding liquid fuels from renewable sources. 
Rapeseed Oil 

Property Light Fuel Oila Soybean Oilb Oilb Distilled Residue of Methylesterc

Density [kg/m3] 915 920 910 923 
at 40 °C Kinematic 

viscosity [mm2/s] 3.2 to 18 33 51 32 
Flash point 
(Pensky and 
Martens) [°C] 

min. 66 - - 218 

Freezing point [°C] 
summer 
winter 

max.10 
max. -5 

-12 -21 - 

Ash content 
[wt %] 

max. 0.02 - - - 

Sulfur content 
[wt %] 

lowsulfur 
midsulfur 

max. 1.0 
max. 2.0 

0.01 0.01 max. 1 

Mechanical 
impurity content 
[wt %] 

max. 0.1 - - max. 0.2 

Higher heating 
value [MJ/kg] 

44-46 39.77 40.17 - 

Lower heating 
value [MJ/kg] 

41.5 - - 36.9 

a Adapted from the material safety data sheet of company G7, Inc. [10]. 
b Adapted from [1]. 
c Adapted from the material safety data sheet of company Agrochem a.s. [9]. 
 
In terms of physical and chemical properties, 
particularly of viscosity, the crude glycerin and G-
phase are the substances requiring high 
temperature for preheating. The pyrolysis oils 
require preheating temperature high above 100 °C. 
The flash point of pyrolysis oils produced by 
biomass pyrolysis is not much different from the 
flash point of oil-based liquids. As to the crude 
glycerin, the preheating temperature is about 80 °C 
depending on the water fraction in the mixture. 
The problems arise during preheating of G-phase 
containing methanol, which starts to evaporate at 
temperatures above 60 °C at the atmospheric 
pressure (the temperature of boiling point of 
methanol is at the atmospheric pressure about 64 

°C). However, in order to decrease the viscosity to 
reasonable value about 20·10-6 m2/s (20 cSt), it 
would be required to preheat G-phase at least to 80 
°C. The manipulation and the storage of this liquid 
is another problem, since its flashpoint fluctuates 
between 20 and 30 °C depending on the content of 
methanol. 
The above stated liquids are possible to atomize by 
using all three basic types of atomization. For 
pressure and rotary atomization it is necessary to 
lower the viscosity to the value required by the 
producers of burners. If the pneumatic atomization 
is used, then the steam has to be used as the 
atomizing medium. Unlike the compressed air, 
steam does not cool down atomized fuel and so 



fuel is not improperly atomized due to substantial 
decrease of its temperature. However, the use of 
steam assumes the availability of the steam source 
at the same time. 
5.5. Substitute with liquid wastes 
Liquid fuels from fossil sources may be substituted 
by liquid wastes as well. This may be done if the 
amount of waste or of more kinds of waste with 
similar physical-chemical properties is large. It is 
necessary to take into consideration the nature of 
substances that pollute the primary hydrocarbon 
and then to analyze, whether the polluting 

admixtures of organic or inorganic origin may 
influence combustion itself and whether they may 
damage the fuel system both chemically and 
mechanically. Opting for the right type of 
atomization should be done with certainty, which 
means that in most cases the pneumatic 
atomization utilizing compressed air of steam is 
preferred. This type of atomization is able to tackle 
certain imbalances in viscosity of the atomized 
substance without affecting quality of the 
combustion [11]. 

Table 3  Comparison of properties of HFO and corresponding liquid fuels from renewable sources. 
G-phase 

Composition [wt %] 
Crude glycerin 

Composition [wt %] 

Property Heavy Fuel Oila

Glycerol 
Water 
Methanol 
Inorganic 

67 
4 

22 
7 

Glycerol 
Water 
Methanol 
Inorganic 

81 
11 
0 
7 

Density [kg/m3] 990 at 20 °C 
at 40 °C 
at 60 °C 

1100 
1086 
1071 

at 20 °C 
at 40 °C 
at 60 °C 

1274 
1261 
1249 

Kinematic viscosity [mm2/s] at 80 °C 
at 100 °C 
at 150 °C 

max 118 
max. 57 
max. 10 

at 20 °C 
at 40 °C 
at 60 °C 
at 80 °C 

261 
82 
28 
- 

at 20 °C 
at 40 °C 
at 60 °C 
at 80 °C 

258 
67 
25 
12 

Flash point (Pensky and Martens)[°C] - 21 °C - 
Flash point in open crucible [°C] min. 110 - - 
Freezing point [°C] max. 40 - - 
Ash content [wt %] max. 0.14 7 7 
Sulfur content [wt %] lowsulfur 

midsulfur 
highsulfur 

max. 1.0 
max. 2.0 
max. 3.0 

- - 

Mechanical impurity content [wt %] max. 1.0 - - 
Higher heating value [MJ/kg] 42-46 - - 
Lower heating value [MJ/kg] 40.9 21.3 20.8 
a Adapted from the material safety data sheet of UNIPETROL RPA, s.r.o. [8]. 
 
Due to enormous variety of types of ELHO, LFO 
and HFO, it is difficult to give a more detailed list 
of their waste substitutes and at least 
demonstrative examples will be provided. 
Mixtures of petrol-alcohol, petrol-ether, alcohol-
ether, etc. may be given as types of wastes with 
properties comparable to ELFO. Polluted solvents 
may be considered as well. Substitutes mostly 
concern liquids with a low ignition point, which 

must be reflected in the type of storage and 
manipulation. Substitute of LFO with liquid 
wastes is possible by combustion of used deep 
frying oil and/or waste oil coming from production 
of fossil fuels which qualify thanks to their 
physical-chemical properties and do not contain 
mixtures of substances such as heavy metals. 
Substitute of HFO with raw glycerin and G-phase 
has been discussed in the previous paragraph 



because of their renewable sources origin and 
availability in large amounts. Other options of 
HFO and/or mazut substitutes include combustion 
of waste oils such as oils coming from transformer 
facilities, etc. 
It is vital to keep in mind that if liquid wastes are 
to be combusted as a fuel and not as wastes, they 
have to comply with related legislation which 
imposes restrictions on their chemical 
composition, especially concentration of harmful 
substances such as chlorine, fluorine, heavy 
metals, etc. Thus it is not very likely that 
combustion of liquid wastes will ever increase due 
to restrictions on these technologies which are 
several times stricter than technologies combustion 
regular standardized fuels. 

6. Conclusion 
Substitute of liquid fuels from fossil sources for 
liquid fuels from renewable sources and liquid 
wastes is generally possible from technical aspect. 
However, it is necessary to carry out proper 
consideration whether it is concerned full 
substitution with the aim to produce heat and 
eventually electric energy for own usage or for 
sale, or it is concerned the co-combustion 
conducted for economical reasons – disposal of 
produced waste and reduction of the amount of 
CO2 produced by combustion of fossil fuels. 
The text outlines the problems of substitute of 
fuels. The discussed obstacles involve the 
differences in basic physical-chemical properties 
that influence the manipulation with liquids and 
combustion itself. It has to be concerned several 
factors during the construction or reconstruction of 
the combustion facility. The main factors are the 
choice of right type of atomization and availability 
of suitable burner, because most of the producers 
(especially the producers of block burners) are 
reluctant to guarantee the operation of their 
burners with the fuels different than standardized 
fuels coming from fossil sources. The utilization 
of power burners, which enable more possibilities 
for setting up, is rather complicated for the reasons 
for higher requirements for built-up space (space 
required for separated air fan and for 
instrumentation and regulation of the burner) and 
for operation. 
The aim of further research is to make up the 
overview of basic problems of combustion of 
liquid fuels from renewable sources based on 

carried out tests. The tests will be carried out on 
power burners enabling the co-combustion of 
liquid fuel from renewable sources and noble 
gaseous or liquid fuel as the stabilizer. 
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Abstract:  In this paper, the review of the experimental investigations on the fuel-NOx formation during 
flameless combustion is presented. The first series of experiments described in the paper were 
conducted using ammonia doped synthetic gases with different compositions. During these 
experiments, the influence of gas composition on the conversion of ammonia (NH3) to NOx is 
investigated. In the second part experiments, in which product gas generated in fluidized bed gasifier is 
subsequently combusted in FLOX®-Burner are presented. These results show the dependences 
between the gasifier operating parameters, product gas composition and final NOx emissions. 
Moreover, the concentrations of the ammonia and hydrogen cyanide (HCN) in the product gas were 
measured in order to calculate the conversion ratios of these compounds to NOx. The results show a 
significant influence of the gas composition and the gasifier process parameters on the final fuel-NOx 
emission. In particular, the hydrocarbon content influences the ammonia to NOx conversion. Lowest 
NOx emissions and therefore lowest conversion ratios were measured when burning gases with lower 
hydrocarbons content. An increase in hydrocarbon concentration of the gas corresponded to a rapid 
increase in the conversion ratios. 

Keywords:  Fuel-NOx, Flameless Combustion. 

1. Introduction 
The wide-ranging applicability of the Flameless 
oxidation (FLOX®) technology for the utilization 
of natural and low calorific value gases has 
already been proven and reported in the literature 
[1-3]. This technology became of interest due to its 
great potential in reducing thermal nitrogen oxides 
(thermal-NOx) while burning natural gas. In 
addition to excellent burn-out, the fact that 
fluctuations in the fuel composition do not lead to 
combustion instabilities, is a reason for the high 
interest in combusting low calorific value gases 
(LCV) in flameless burners. However, the tests 
with biogenous gaseous fuels have shown a 
limited ability to reduce NOx, where most of the 
NOx emissions originate from the fuel-bound 
nitrogen [4,5]. During the gasification process, the 
nitrogen contained in the solid fuel is partly 
released to the product gases as ammonia (NH3) or 
hydrogen cyanide (HCN). These compounds are 
formed as a result of thermal destruction of 
proteins and thus amino acids contained in the 
biomass [6,7]. The NH3 and HCN compounds are 
either converted to NOx or reduced to neutral N2 in 
the combustion process. The selectivity of this 

process depends on the gas composition, 
temperature and mixing of the reactants during 
combustion. In this paper, the review of the 
experimental investigations on the fuel-NOx 
formation during flameless combustion is 
presented. The first series of experiments 
described in the paper were conducted using 
synthetic gases with different compositions. 
During these experiments, ammonia was added to 
the fuel stream in order to investigate the fuel 
nitrogen conversion. The goal of these 
experiments was to investigate the influence of gas 
composition on the conversion of ammonia to 
NOx. Moreover, experiments in which product gas 
generated in a bubbling fluidized bed (BFB) 
gasifier is subsequently combusted in a FLOX®-
Burner are presented. Since the gasifier product 
gas composition depends on the gasification 
process parameters such as air ratio (AR) and 
temperature, the final NOx emission is also 
influenced by these factors. The goal of these 
experiments was to investigate the dependences 
between gasifier operating parameters, product gas 
composition (combustibles, NH3 and HCN 
concentration) and final NOx emission during 
flameless combustion of these gases.  



2. Experimental 
In this section the burner test rig, gas mixing unit, 
fluidised bed gasifier, characterization of the tested 
synthetic and solid fuels, gasifier settings and the 
analysis and measurement methods are presented.  

2.1. Burner test rig 
The experimental facility consists of 20 kW 
FLOX®-Burner coupled either with the gas mixing 
unit during experiments with synthetic gases or 
with the fluidised bed gasifier during experiments 
with solid fuels. The burner, shown in Fig. 1, has 
been originally developed for natural gas and was 
subsequently modified to combust low calorific 
value gases. During start-up the combustion 
chamber is heated in flame mode up to 850 °C 
using natural gas. Above this temperature the 
burner can be switched to flameless mode and 
fired either with low calorific value gas prepared 
in the gas mixing unit or with product gas 
generated in the gasifier. The combustion air is 
preheated while passing through a ceramic 
recuperator pipe. The temperature of the 
combustion chamber is controlled using an air-
cooled pipe. In this type of burner the preheated 
combustion air is introduced separately to the fuel 
into the combustion chamber. The air velocity of 
about 70 to 100 m/s causes high internal 
recirculation of the hot flue gases. These hot 
products are partially mixed with the fuel and 
oxidizer before the mixture ignites. As a result, 
there is no identifiable flame front. The reactants 
are strongly diluted and the temperature field is 
homogeneous without high peaks. 

 

Fig. 1. Scheme of FLOX®-Burner test rig (1 – natural 
gas or LCV gas with ammonia, 2 – natural gas, 
3 – combustion air, 4 – flue gas, 5 – cooling 
pipe, 6 – recuperator pipe, 7 – thermocouples) 

2.2. Gas mixing unit 
The gas mixing unit where the fuel gas is prepared 
allows mixing of CH4, CO, CO2, H2 and N2. The 

flow of each gas is controlled by digital mass flow 
controller. The gases were mixed and supplied to 
the burner at room temperature. Additionally 
ammonia was introduced to the fuel stream to 
simulate the fuel nitrogen oxides precursors.  

2.3. Bubbling Fluidised Bed (BFB) gasifier 
The reactor is made of high-temperature steel and 
is heated by five electrical heating zones which 
can be controlled separately. The heating zone at 
the bottom of the reactor vessel, where the bed 
material is fluidized and the biomass is fed has a 
heating capacity of 11 kWel. Every other heating 
zone above has a heating capacity of 4 kWel. The 
maximum heating zone temperature is 1000 °C, 
while the resulting maximum process temperature 
can be 950 °C.  
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Fig. 2. Scheme of BFB gasifier (1 –reactor tube, 2 – 

electrical heaters, 3 – air preheater, 4– fuel 
feeding unit, 5 – cyclones, 6 –candle filter) 

The fluidization air can be preheated up to 900 °C 
in a two zone electrical gas preheater. The absolute 
pressure in the BFB is controlled through a 
pressure control valve in the range of 0-100 mbar. 
The fuel feeding system is a screw feeder system 
where the fuel volume flow rate is controlled. The 
fuel rate can be set between 1 and maximum 
7 kg/h depending on the type of fuel used. The 
product gas exits the reactor vessel and proceeds 
to two in series connected and electrically heated 
cyclones and consecutively to a candle filter. Thus, 
dragged particles like ashes, char and bed material 
are removed. After the candle filter, a part of the 
product gas is lead through a suction point to gas 
analysis. The main part of the product gas is lead 



via stainless steel pipe heated to 350 °C to the 
FLOX®-Burner. 

2.4. Fuel composition – experiments with 
synthetic gases 

During typical air gasification the main 
combustible components in the product gas are 
carbon monoxide and hydrogen. The amount of 
methane and higher hydrocarbons is usually 
relatively small. However, the composition of the 
gasification product gas depends on the used solid 
fuel, gasifier operating parameters and gasifier 
type. During the experiments with synthetic gases 
the composition of the investigated fuels is similar 
to the product gases from gasification processes. 
In order to cover such big range of different gas 
compositions three synthetic gases with CO/H2 
ratios of 0.5, 0.7 and 1.5 were investigated. For 
each of the CO/H2 ratio, methane content was 
varied between 0 and 10 vol-% to investigate the 
influence of hydrocarbons on the ammonia to NOx 
conversion during flameless combustion. The 
concentration of CO and H2 was kept constant for 
each of CO/H2 ratio. Therefore, increasing the 
methane content in the mixture the nitrogen (N2) 
concentration was decreasing and the lower 
heating value of the fuel was increasing. The 
ammonia concentration of 700 ppmv was constant 
for all experiments. This concentration is related to 
the total mixture of fuel and combustion air to 
ensure the same ammonia partial pressure for each 
working point. All of mentioned experiments were 
carried out at the same power input of 18 kW. The 
compositions of the tested synthetic fuels are 
summarized in Table 1.  

Table 1. Composition and lower heating value (LHV) of 
the synthetic fuels. 
 Gas 1 Gas 2  Gas 3 
CO       (vol-%) 18 18 27 
H2             (vol-%) 16 25 18 
CO2        (vol-%) 15 15 15 
CH4        (vol-%) 0-10 0-10 0-10 
CO/H2 (-) 0.5 0.7 1.5 
LHV    (MJ/m3

stp) 6.2-9.7 5.0-8.5 5.4-8.9 
NH3     (ppmv) 700 700 700 
 

2.5. Solid fuel composition and gasifier 
settings – experiments using BFB gasifier 
In the second part of experiments wood pellets and 
rape cake pellets were used as a fuel for 
experiments in which the flameless burner was 

fired using product gas from the gasifier. During 
the experiments the air was used as a gasification 
agent. The characteristics of the solid fuels are 
given in Table 2.  

Table 2. Characteristics of the tested biomass 

 Wood 
pellets 

Rape cake 
pellets 

Moisture  (wt-% ar) 7.36 8.10 
Ash          (wt-% ar) 0.54 5.94 
C              (wt-% ar) 46.43 45.00 
H              (wt-% ar) 5.77 6.67 
N              (wt-% ar) <0.3 4.98 
S              (wt-% ar) <0.3 0.48 
LHV        (MJ/kg dm) 20.20 17.76 
 
Since rape cake pellets contain a high amount of 
nitrogen, high amounts of NH3 and HCN and 
therefore high emissions of NOx are expected 
during the experiments. Both of the presented 
fuels were gasified under different temperatures 
and gasifier air ratios. All experimental conditions 
are presented in Table 3.  

Table 3. Gasifier operating parameters 

Fuel 
Gasification parameters 

T (°C) Air Ratio 

Wood pellets 
750 0.15 

0.22 

875 0.15 
0.22 

Rape cake pellets 750 0.22 
875 0.22 

 
2.6. Analysis and measurement methods 
In order to evaluate the conversion ratios of the 
fuel-N (injected NH3 for experiments with 
synthetic gases or NH3 and HCN in the product 
gas during experiments with gasifier) to NOx the 
following equation was applied 

fuelfuel

fluegasfluegasx
NOxN VN

VNO
CR

][
][

, (1) 

where: [NOx]fluegas - NOx concentration in the flue 
gas in ppmvdry, [N]fuel - concentration of NH3 and 
HCN in the fuel in ppmvdry, V fluegas - flue gas flow 
in m3

stp/h, V fuel- fuel flow in m3
stp/h. During all 

tests exhaust gas was continuously sampled and 
analysed at the combustion chamber exit with 



respect to O2, CO2, CO, NO, NO2 and NOx. 
During the experiments in which the burner was 
coupled with the gasifier the product gas was 
analysed continuously with respect to CO, CO2, 
CH4, H2 and O2. Moreover, a gas chromatograph 
was used to determine the content of ethene 
(C2H4), ethane (C2H6) and propene (C3H6). The 
ammonia and hydrogen cyanide concentrations in 
the product gas were measured in order to 
investigate the dependences between gasifier 
operating parameters, product gas composition 
(combustibles, NH3 and HCN concentration) and 
final NOx emission during flameless combustion 
of these gases. The product gas was sampled in the 
vicinity of the burner inlet. The gas sampling pipe 
was heated to 350 °C to avoid ammonia and tars 
condensation. The gas was flowing through heated 
filter and was lead to three impinger bottles placed 
in an ice bath. The ammonia was solved in               
a 0.01 M H2SO4 solution and hydrogen cyanide 
was solved in a 2 M NaOH solution. The gas flow, 
temperature, pressure and oxygen concentration in 
the sampling gas was measured to ensure high 
quality of the sampling. The content of NH3 and 
HCN in the solutions was afterwards analysed in 
laboratory according to [8-9]. For each gasifier 
setting two gas samples were collected. The 
content of NH3 and HCN is given as average value 
of the analysed samples.  

3. Results 
In this section the experimental results achieved 
using ammonia doped synthetic gases and product 
gases generated in the BFB gasifier are presented. 

3.1. NOx emission during NH3 doped 
synthetic gas combustion  
In order to investigate the dependences between 
hydrocarbons concentration in the fuel and fuel 
nitrogen to NOx conversion experiments with 
varying methane content were conducted. The air 
ratio was set to 1.5. Since the high dilution of the 
reaction zone caused by the internal recirculation 
of the hot flue gases significantly decreases the 
temperature peaks in the chamber, the combustion 
of all tested fuel mixtures occurs at very similar 
temperature. When increasing the methane content 
the temperature was slightly changing in the range 
of 960 to 980 ºC. However, such small 
temperature difference does not have any 
considerable influence on ammonia to NOx 
conversion ratios [10]. Fig. 3 shows the NOx 
concentration in the flue gas for three different 

CO/H2 ratios as a function of methane 
concentration in the fuel. Increasing the methane 
content from 0 to ca. 6 vol-%, the concentration of 
NOx in the flue gas was rising rapidly. Further 
increase above 6 vol-% of methane content had 
only minor influence on the NOx emissions. At 
concentration of 10 vol-% the emissions reached 
the maximum observed values. Moreover, the 
emission of NOx increases with decreasing CO/H2 
ratio.  
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Fig. 3.  NOx concentration in the flue gas as a function 
of methane concentration in the fuel; 
(tcomb=970 °C, AR=1.5, P=18 kW)  

Fig. 4 presents the calculated ammonia to NOx 
conversion ratios. The results show that the 
investigated CO/H2 ratios had no significant 
influence on the conversion ratios. Therefore, the 
higher NOx emissions by lower CO/H2 ratios were 
observed due to the changing content of water 
vapour in the flue gas generated from the 
hydrogen oxidation. Varying the methane 
concentration, the conversion ratios increase from 
ca. 0.16 for methane-free mixtures to above 0.6, 
when 10 vol-% of methane was present in the fuel. 
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Fig. 4.  Ammonia to NOx conversion ratio as a function 

of methane concentration in the fuel; 
(tcomb=970 °C, AR=1.5, P=18 kW) 

In order to investigate the influence of the burner 
air ratio on the NOx emissions, ammonia doped 



fuel with CO/H2 ratio of 0.7 and varying methane 
concentration was burned with two different air to 
fuel ratios of 1.3 and 1.6. The methane content 
was varied between 0 and 4.5 vol-%. Figure 5 
shows the NOx emissions obtained in these 
experiments. The tests were carried out at 970 °C 
and the power input of 18 kW. Similar to the 
previous experiments the NOx emissions were 
increasing with increasing methane content in the 
fuel for both investigated air ratios. However, for 
methane-free mixtures the air ratio had a minor 
influence on the NOx emissions. Increasing the 
methane content in the fuel, the influence of 
burner air ratio was slightly growing. 
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Fig. 5.  NOx concentration in the flue gas as a function 

of methane concentration in the fuel; 
(tcomb=970 °C, P=18 kW)  

3.2. NOx emission during flameless 
combustion of product gases generated in 
the BFB gasifier 
In order to investigate if similar dependences 
described in Section 3.1 can also be observed 
using product gases generated from biomass 
gasification a series of experiments using wood 
pellets and rape cake pellets as a gasifier feedstock 
were conducted. The product gas generated in the 
gasifier was subsequently combusted using the 
flameless burner. During the experiments product 
gas composition, including NH3 and HCN, and 
flue gas composition were measured 
simultaneously. The composition of product gas 
from gasification process can not be as precisely 
controlled as synthetic gas from mixing unit. 
Therefore, to influence the product gas 
composition the solid bio-fuels were gasified at 
750 °C and 875 °C with the air ratio of 0.15 and 
0.22 in case of wood pellets and 0.22 in case of 
rape cake pellets. Fig. 5 shows the measured 
hydrocarbons concentrations for both fuels for all 
tested operating gasifier parameters. With growing 

temperature and air ratio the total amount of 
hydrocarbons was slightly decreasing and was 
similar for both fuels. During gasification of rape 
cake pellets much higher amounts of C2H4 were 
present in the product gas in comparison to wood 
pellets product gas. Higher gaseous hydrocarbons 
than C3H6 and tars were not measured. 
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gasification 

3.2.1 Fuel-NOx precursors and NOx emission -
wood pellets 

The measurement results of fuel NOx precursors 
obtained during wood pellets gasification are 
presented in Fig. 6. Ammonia was the main 
nitrogen containing compound present in the gas. 
Its concentration was growing with the gasifier 
temperature. In quite opposite manner behaves the 
concentration of HCN which decreases with 
increasing temperature. The influence of gasifier 
air ratio was minor. However, the concentration of 
both of fuel-NOx precursors shows a tendency to 
increase with higher gasifier air ratio and 
temperature.    
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Fig. 6.  NH3 and HCN concentrations in the wood 
pellets gasification product gas 

The product gases were combusted in the 
flameless burner at the average combustion 
chamber temperature of 1050 °C. Although the 



quality and quantity of the product gas was 
changing due to gasification process instabilities 
the combustion process was very stable. The 
amount of combustion air was varied resulting in 
flue gas excess oxygen in the range between 1 to 
8 vol-%. Complete combustion was observed 
already by 1.5 vol-% O2 in the flue gas. By further 
decrease of excess oxygen, particularly below 
1 vol-%, a rapid increase in CO emission was 
measured. Fig. 7a shows the NOx emission 
observed during the experiments. The black 
crosses represent NOx emission while burning 
product gas generated at gasifier temperature of 
750 °C, whereas the grey crosses shows the 
emission achieved by gasifier temperature of 
875 °C. The gasifier air ratio in both cases was 
0.15. The NOx emissions are plotted against the 
excess oxygen in the flue gas.  
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Fig. 7.  NOx emission during product gas combustion 
from wood pellets gasification; a – gasification 
air ratio 0.15, b – gasification air ratio 0.22 

Although, the NH3 and HCN content in the 
product gas generated at 875 °C was higher the 
emissions of NOx are significantly lower. This fact 
confirms that also during combustion of gasifier 
product gases the content of the hydrocarbons is 
crucial for the ammonia and hydrogen cyanide 
conversion ratios. Due to lower hydrocarbons 
concentration much less of nitrogen containing 
compounds in the product gas are converted to 
NOx during flameless combustion. Very similar 

results were observed for higher gasifier air ratio.  
The results are presented in Fig. 7b. Also in this 
case higher NOx emission was measured during 
combustion of product gas generated at lower 
gasifier temperature, and thus containing less 
hydrocarbons. Higher excess oxygen by 
combustion slightly enhanced the NOx formation.  
The influence of the gasifier air ratio was minor. 
However by higher amount of gasification air the 
emissions were slightly lower.  
 
3.2.2 Fuel-NOx precursors and NOx emission –

rape cake pellets 
In opposite to wood pellets the rape cake pellets 
contain a high amount of fuel bond nitrogen. 
Therefore, high concentrations of fuel-NOx 
precursors in the gasifier product gas and 
accordingly high NOx concentrations in the flue 
gas were expected.  
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Fig. 8.  NH3 and HCN concentrations in the rape cake 
pellets gasification product gas 

The concentrations of ammonia and hydrogen 
cyanide measured in the product gas were much 
higher than in the case of wood pellets 
gasification. The concentrations up to 
35000 ppmvdry were observed. Contrary to results 
with wood pellets higher NH3 concentration and 
lower HCN concentration were measured in the 
product gas generated at lower gasifier 
temperature. The total concentration of both fuel-
NOx precursors was lower by higher gasifier 
temperature. The product gas was subsequently 
combusted using flameless burner. The average 
combustion chamber temperature of 1050 °C was 
the same as during combustion of wood pellets 
product gas. The amount of combustion air was 
varied in order to investigate the influence of 
burner air ratio on NOx emission. In the case of 
rape cake pellets product gas, complete 
combustion was possible beginning at excess 
oxygen level of 2 vol-%. The NOx emissions were 



about 2 orders of magnitude higher in comparison 
to wood pellets product gas combustion. The 
results are presented in Fig. 9. Similarly to the 
wood pellets case higher NOx emission was 
measured by lower gasifier temperature. The 
difference was growing with the excess oxygen in 
the flue gas. Higher combustion air ratio 
significantly enhanced the NOx formation.  
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Fig. 9.  NOx emission during product gas combustion 
from rape cake pellets gasification (AR=0.22)  

The lower NOx emission by higher gasifier 
temperature was observed not only because of 
lower concentration of NOx precursors in the 
product gas. Similar to wood pellets experiments 
also in this case lower hydrocarbon concentration 
lead to lower conversion ratios of fuel-nitrogen. 
Fig. 10 shows the calculated conversion ratios for 
product gas from rape cake pellets gasification.  
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Fig. 10.  NH3 and HCN to NOx conversion ratios 

during product gas combustion from rape cake 
pellets gasification (AR=0.22) 

The conversion ratios were calculated according to 
(1). The conversion ratios calculated for 
combustion pf product gases generated at the 
gasifier temperature of 875 °C are lower than by 
750 °C in the whole investigated range of excess 
oxygen. The difference between them is increasing 
with increasing excess oxygen in the flue gas. 

4. Discussion 
During flameless combustion the fuel and 
preheated air are introduced with high velocity 
forming a jet. The high velocity causes strong 
internal recirculation of the flue gases. The mixing 
between the air, fuel and combustion products 
occurs continuously along the stream. Previous 
modelling studies [11] examined the ammonia 
chemistry in flameless jet during combustion of 
methane-free and methane-containing ammonia 
doped gases. It has been found that in the case of 
methane containing gas, the methane ignites with 
delay around the jet location where the air is 
already completely mixed with the fuel. Before the 
ignition occurs, the ammonia conversion is 
inhibited due to the absence of radicals. The 
radicals are consumed by methane decomposition. 
After methane ignition, ammonia oxidises mostly 
to NO. During combustion of methane-free gas, 
ignition occurs rapidly and ammonia decomposes 
in a substoichiometric region of the jet. In [12] 
investigation of combustion characteristics of 
hydrogen-hydrocarbon hybrid fuels is presented. 
This study confirms that the ignition delay can be 
significantly influenced by hydrocarbons. 
Moreover, [13] investigated the ammonia 
chemistry below 1400 K. They also reported that 
the methane in relatively low concentrations can 
strongly inhibits the ammonia conversion under 
fuel-rich conditions.  
Increasing the methane or hydrocarbons content in 
the fuel, ammonia and hydrocarbons can start to 
compete for the same radicals occurring in the 
combustion process. Therefore, the composition of 
ammonia can be shifted toward the fuel lean side 
of the combustion, thus enhancing the conversion 
to NOx. 

5. Conclusions 
The presented experimental studies show the fate 
of ammonia and hydrogen cyanide during 
flameless combustion of different low calorific 
value gases. The first series of experiments in 
which ammonia doped synthetic gases were 
burned under flameless conditions showed that 
depending on the gas composition, large difference 
in the conversion of NH3 to NOx can occur. In 
particular, the methane in low concentrations 
influences the ammonia to NOx conversion. The 
lowest NOx emissions and therefore the lowest 
conversion ratios were measured while burning 



methane-free gas. Increasing the methane content 
from 0 to ca. 6 vol-%, the concentration of NOx in 
the flue gas was rising rapidly. The tested CO/H2 
ratios in fuel had a minor influence on the 
conversion of ammonia to NOx. During the second 
series of experiments product gases generated 
from two different solid bio-fuels in a BFB 
gasifier were burned in the flameless burner. The 
goal of these studies was to show the dependences 
between gasifier operating parameters and thus 
composition of the product gas and final NOx 
emissions during subsequent flameless 
combustion. The results shows the same 
tendencies observed during tests with ammonia 
doped synthetic gases. Also in this case the fuel 
nitrogen conversion was influenced by the product 
gas composition. According to investigated 
gasifier parameters the amount of hydrocarbons 
and fuel-NOx precursors was changing. In the case 
of wood pellets product gas combustion, much 
higher NOx emissions were observed with lower 
gasifier temperatures and thus by higher 
hydrocarbons concentrations in the product gas. 
This was observed even when the concentration of 
NH3 and HCN was lower at lower gasifier 
temperature. In the case of nitrogen rich rape cake 
pellets much higher concentrations of NH3 and 
HCN were measured in comparison to wood 
pellets. Here as well higher hydrocarbon 
concentrations lead to higher conversion rates of 
NH3 and HCN to NOx. In all cases higher 
combustion air ratio was enhancing the NOx 
emissions. This was observed particularly by 
combusting of nitrogen rich rape cake pellets 
product gas.  
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Abstract: The paper presents the algorithms and results of the energy, ecological and economical 
analysis of adapting a power station for the production of heat from the viewpoint of implementing the 
Directive 2004/8/EC on the promotion of high-efficiency cogeneration. Such an analysis is based on 
the duration curve of ambient temperature characterizing the distribution of ambient temperature 
treated as a random value. The distribution of heat loads between the heat exchangers (basic and 
peak load) determines the distribution of the PLC (Power Loss Coefficient) and thus also of the index 
PES (Primary Energy Saving) during the year. The resulting value of this analysis is the relative cost of 
heat (RCH) taking into account the benefits of certificates connected with the production of electricity in 
the mode of high-efficiency cogeneration. The developed algorithms maybe applied in the case of 
district heating/cooling systems. The exemplary results of this analysis concern a power station 
provided with power units of 360 MWel situated near the district heating system with a maximum 
demand of heat amounts 250MWth, presently supplied with heat from the municipal heating plant. 

Keywords: power station, high-efficiency cogeneration, PES (Primary Energy Saving), district heating 

system 

1. Introduction 
One of the ways of implementing the Directive 
2004/8/EC on the promotion of high-efficiency 
cogeneration [2] is the adaptation of already 
existing power stations for the production of heat 
in order to feed a district heating system situated 
within the range of an economical distance of heat 
supply [4,5,6,8,9]. In some EU countries (e.g 
Poland) the potential of high-efficiency 
cogeneration in power stations adaptable for this 
purpose is considerable.  

As has been stressed in the Directive, the 
promotion of cogeneration based on useful heat 
demand is a priority for EU. Besides primary 
energy saving, cogeneration leads to a reduction of 
emissions, particularly greenhouse gases if 
compared with the separate production of heat and 
electricity. The development of cogeneration 
influences also the security of primary energy  
supply and the depletion of the import of primary 
energy. 

Cogeneration in a power station results in losses in 
the production of electricity due to the lack of 
reserves in the capacity of the boiler. This loss can 

be compensated by other power units of such a 
power station or by some other power stations 
within the national electro-energy system. The 
Power Loss Coefficient (PLC) of electricity 
production is the lower, the lower the pressure 
level at which steam is supplied to the heat 
exchangers. Therefore, steam ought to be mainly 
supplied from the regenerative bleeders of the low-
pressure part of the turbine, although practically it 
is much easier to supply heating steam from the 
exhaust of the medium-pressure part of the 
turbine. 

2. Power unit adapted for the heat 
production - Power Loss 
Coefficient 

The adaptation of a power unit for the production 
of heat feeding the district heating system leads to 
cogeneration. The production of heat in a 
condensing power unit results in a decreased 
production of electricity if the consumption of 
chemical energy of fuels remains constant. This 
decrease must be compensated by additional 
production of electricity in the system power 
stations. The effect of electricity reduction is 



determined by means of the Power Loss 
Coefficient PLC: 

th

c

el

Q

N
PLC η

∆−
=  (1) 

where: 

elN∆−  – power loss due to the adaptation of the 

power unit for heat production,  

cQ – heat flux from a power unit adapted for heat 

production,  

thη – efficiency of the transport of heat from a 

power unit adapted for heat production. 

The heat flux cQ concerns the value loco 

consumer (at the point of net heat consumption). 

 

Fig. 1. Power plant after its adaptation for heat 
production; Ech – chemical energy consumption, 
Eel – electricity production before adaptation, 

∆Eel – decrease of electricity production after 
adaptation assuming that Ech=const. 

It has been assumed that the additional supply 
from the steam bleeder for heat production does 
not affect the distribution of pressure in the turbine 
and the temperature of the preheated condensate. 
Basing on the balances of the regenerative 
preheater (condensing power unit and power unit 
adapted for the production of heat - Fig. 1) the 
Power Loss Coefficient can be determined [8]: 

 

( )
( )cbh

mebh

hhm

hmm
PLC

−

⋅∆⋅∆−
=

η
  (2) 

and 

bw

cw
h

hh

hh
mm

−

−
=∆   (3) 

thus  

em

wb

b

hh

h
PLC η

−

∆
=   (4) 

where: 

hm – steam flux supplying the heat exchanger, 

m∆ – decrease of the steam flux supplying the 
regenerative exchanger after the adaptation of the 
power unit for heat production, 

bh∆ – drop of specific enthalpy in the low-part of 

the turbine,  

ch – specific enthalpy of the condensate, 

bh – specific enthalpy of the bleed steam, 

wh – specific enthalpy of feeding water before the 

regenerative exchanger, 

emη – electro-mechanical efficiency of the 

turbogenerator. 

If heat is supplied from several steam bleeders of 
the turbine, the averaged Power-Loss Coefficient 
must be used: 
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where Qi denotes the supply of heat from the i-th 
steam bleeder and PLCi is the Power Loss 
Coefficient for this bleed. 

The method of PLC calculations by means of Eq. 
4 is justified basing on the aforesaid assumptions. 
To some extend the accuracy of calculation can be 
improved by applying the approximated equation 
of Stodola-Flügel [7] concerning the steam flow 
capacity of the turbine. Practically,  however, both 
these ways  of calculations ought to be verified 
basing on measurements of the turbogenerator.   

3. Energy analysis basing on PES 
(Primary Energy Saving) 

The analysis of energy effects due to adapting the 
condensation power unit for heat supply presented 
in this paper is based on the index PES (Primary 
Energy Saving). This approach differs from 
traditionally algorithms applied so far. 

PES (Primary Energy Saving) defined in the 
Directive 2004/8/EC is expressed by the relation 
[2]: 
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where: 

ηHCHP , ηECHP  – the arithmetic partial 

efficiency of heat and electricity production in the 
cogeneration unit,  

Ref Hη, Ref Eη – the efficiency reference value for 
separate heat and electricity production. 

This relation may be transformed to the equation: 

ch  SP

ch  COG

E

E
PES −=1   (7) 

where: 

ch  COGE  - consumption of chemical energy for the 

production of heat and electricity in cogeneration,  

ch  SPE  - consumption of chemical energy for 

separate heat and electricity production. 

The chemical energy of fuel ch COGE  consumed in 

the cogeneration process of heat and electricity 
production is calculated from the equation:  

ch Cch ch COG EEE −=  (8) 

and  

E PU
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E
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η
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E
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η
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where: 

el E  – electricity production before adaptation,  

E PUη  – energy efficiency of the power unit,  

el CE  – electricity production in the condensation 

mode after adaptation,  

E Cη  – energy efficiency of electricity production 

in the condensation mode. 

The production of electricity in the condensation 
mode after the adaptation of the power unit for 
heat production is expressed by the relation: 

QQPLCEE el el C ⋅−⋅−= σ   (11) 

where σ  denotes the coefficient of cogeneration. 

Making use of the Eqs. (8), (9), (10) and assuming 

that E PUE C =  we get: 

Q
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The chemical energy of fuel for the separate 
production of heat and electricity: 
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It has been assumed that the efficiency of heat 
transport from the power station after its 
adaptation and from the heat-generating plant is 
the same. 

The relation concerning PES takes the following 
form: 
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In the considered case the reference values of 
energy efficiency may be assumed on the level Ref 

Hη=0,88 ; Ref Eη=0,405 [3] and the energy 

efficiency of power unit ηE PU=0,4. 
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Fig. 2. PES in the case of a power unit after its 
adaptation for heat production.  

Fig. 2. illustrates the changes of PES depending on 
the Power Loss Coefficient due to the adaptation 
of the power unit for the production of heat, as 
well as the energy efficiency of the power unit 
before adaptation. The lower values of the Power 
Loss Coefficient concern the supply of heating 
steam by the lowest steam bleeder of the low-
pressure part of the turbine, whereas the upper 
range of these values concerns the supply of 
heating steam through the  steam bleeders between 
the medium- and the low-pressure part of the 
turbine. 

4. Relative reduction of noxious 
emissions, including CO2 

Similarly as PES, the index RER (Relative 
Emission Reduction) has been proposed in this 
paper, which can be defined as follows: 
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where: 

COGS – noxious emission in the cogeneration 

mode, 

HrefS  – noxious emission from the reference 

heating plant, 

U PrefS – noxious emission from the reference 

power station. 

The amount of noxious emissions from CHP and 
the separate production of heat and electricity is 
expressed by the following relations: 
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The reference values of efficiency comprise also 
differences concerning the efficiency of 
transporting the heat and electricity, as well as the 
own needs of the CHP and separate production of 
these energy carriers. 

In the case of a power unit adapted for the 
production of heat feeding the district heating 
system the relation concerning RER takes the 
following form: 
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If calculations of RER concern the emission of 
CO2 and simultaneously in both energy 
installations (power unit and heat-generating plant) 
the same fuel is combusted (e.g. the same kind of 
hard coal), then: 

RER = PES  (20) 

Thus, all the conclusions concerning the saving of 
chemical energy of primary fuels hold true also in 
the case of the emission of CO2. 

5. Example of a power station 
adapted for heat production 

The example concerns a system power station 
equipped with 360MWel power units situated 9 km 
from a large district heating system, up to now fed 
by a heat-generating plant equipped with hot water 
boilers fired with hard coal and operating at the 
following nominal temperatures of water: supplied 
hot water – 135oC, return water – 70oC. The steam 
is planned to be supplied from two power units 
making use mainly of steam bleeders of the low-
pressure part of the turbine [1]. The peak 
exchanger will be fed with steam from the exhaust 
of the medium pressure of the turbine. Fig. 3 
illustrates the calculation scheme  of the power 
station system adapted for heat production.  

The presented analysis is basing on the duration 
curve of ambient temperature characterizing the 
distribution of ambient temperature treated as a 
random value. The characteristic of the heat 
distribution network (Fig. 4) is also applied in this 
analysis. In the considered example the quality 
regulation of the district heating system has been 
assumed in the range (-20°C;+2,5°C).  

The equation describing the lines concerning the 
temperature of supplied hot water and return water 
are as follows [9]: 
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Eqs. (21) and (22) hold true over the whole range 
of changes of the ambient temperature during the 

heating season (tsb = +12°C, ta min = -20°C) if there 
are only heating loads. The considered case 
comprises also the demand for warm water. 
Therefore the characteristics expressed by the Eqs. 
(21) and (22) are modified when the temperature 

of supplied hot water reaches 70°C, which is the 
minimum value of the temperature of supplied hot 
water to preheat the warm water. In the considered 
example this is the case then the ambient 

temperature amounts to +2,5°C. The further part of 
the characteristics consist of two parallel straights 
lines, and the regulation of the heating network is 
changed to a quantitative one. In the case of a 
mere heating load the further part of qualitative 
characteristics is denoted by broken lines. At the 
beginning of the heating season the ambient 
temperature has been assumed to amount to 

+12°C. 



 

Fig. 3. Flow sheet of the system of an adapted power 
station for heat supply; MP – medium-pressure 
part, LP – low-pressure part 

Data for the analysis: 

• max heat flux for heating – 

thH MWQ 220max = ,  

• demand for warm water – 30=wwQ MWth  

• duration of the heating season – 

 4800=oτ  hours per year,  

• duration of warm water supply – τww=8000 
hours per year, 

• nominal temperature of water in the heat 

distribution network – C70/135 , 

• capital cost concerning the adaptation of 
power units for heat production – 

PLNmln  5.83=I , 

• annual cost of make-up water – 

PLNmln  5.0=MUWK per year, 

• annual cost of maintenance connected 

with the adaptation – PLNmln  1=MK  

per year, 

• unit cost of pumping the water into the 

heating network – GJPLNk p / 28.0= , 

• annual rate of fixed costs – 

a/1 ,12.0=ρ ,  

• specific cost of electricity – 

MWhzłkel / 150= , 

• ratio of the price of the benefits of 
certificates due to high-efficiency 
cogeneration to the unit cost of electricity 

production in the condensing mode – β, 

• minimum ambient temperature – 

Cta 20min −= , 

• temperature in heated enclosures  – 

Cten 20+= , 

• temperature at the beginning of the heating 

season – Ctsb 12+= , 

• index of SO2 emission from the power 

station – kggSO /1.6e 2PU = , 

• index of SO2 emission from heat-

generating plant – kggSO /12.2e 2HP = , 

• unit cost of heat from heat-generating 
plant – kHP = 18 PLN/GJ (without the part 
of the cost of the ordered thermal power), 

• efficiency of heat transport – ηth=0.95. 

Instantaneous demands for heat: 
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Duration curve of ambient temperature 
approximated by the Raiss equation [9]: 

−+−=
−

−

oooasb

asb

tt

tt

τ

τ

τ

τ

τ

τ
11

2

3

min 

 (24) 

Annual heat demand 

τ
τ

τ

τ

τ

τ

τ
τ

τ

dQQQ
o

o ooo

HwwwwA −−−+⋅= 18,01

2

3max

 (25) 

Fig. 4 presents the ranges of operation of the heat 
exchangers HE1, HE2, HE3. They are denoted by 
broken lines resulting from the constraints of 
saturation temperature of the heating steam. The 
distribution of loads over the particular heat 
exchangers permits  to plot the curve of change of 
the Power Loss Coefficient. 

The dependence of PES on the ambient 
temperature is to be seen in Fig. 5. Fig. 6 presents 
the duration curve of the demand for heat and the 
ranges of the operation of heat exchangers. The 
annual gross production of heat amounts to QA = 
2 529 TJ per year. 

The average annual value of the Power Loss 
Coefficient, determined basing on the distribution 
of the PLC over the year, amounts to: 

127,0=PLC  



 
Fig. 4. Ranges of the operation of heat exchangers and the dependence of the PLC on ambient temperature 
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Fig. 5. Dependence of the PES on ambient temperature 

 

 
 

Fig. 6. Duration curve of the demand of heat and the ranges of operation of the heat exchangers 

PES = 0.3412 



 
 
The value of the average annual coefficient of 

cogeneration corresponding to PLC : 

499,0=σ  

The average value of PES over the year 
amounts to: 

PES =0,338 

The average value of RER  concerning e.g. 
the emission of SO2 amounts to: 

RER =0,842 
 

The relatively low value of the Power Loss 
Coefficient and the high value  of cogeneration 

coefficient corresponding to PLC  result from the 
supply of heating steam by the low-pressure part 
of the turbine. This influences on high value of 

PES . The high value of RER  is due to the lack 
of a desulphurization installation in the heat-
generating plant.  

Assuming that the amount of the chemical energy 
of primary fuel does not change after the 
adaptation of the power unit for heat production, 
the cost of heat comprises the following items: 

• capital cost resulting from the investment 
outlay for the adaptation of the power 
units and the heat-pipeline,  

• reduced income from the sale of electricity 
due to this adaptation (concerning the 
production of heat),  

• income from the sale of certificates 
obtained due to high-efficiency 
cogeneration,  

• cost of maintenance connected with the 
adaptation of the power station for heat 
production,  

• cost of make-up water in the heating 
network, 

• cost of pumping the water into the heating 
network. 

The Relative Cost of Heat (RCH) calculated in 
relation to the unit cost of heat from the heat-
generating plant at the same inlet of the district 
heating system taking into account the efficiency 
of transport, is: 
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Fig. 7. Relative Cost of Heat depending on the benefits 
of certifications 

 
Fig. 7 presents the changes of the Relative Cost of 
Heat in the power station adapted for the supply of 

heat depending on the ratio β of the price of the 
certificate to the unit cost of electricity production 

in the condensing mode. The index β has been 
treated as variable because the benefits of 
certificates due to high-efficiency cogeneration 
depend on regulations valid in the given country. It 
should be stressed that even if these in no income 

from certificates (β=0), the unit cost of heat from 
the power station adapted for heat supply is 0.6 
unit cost from the separately operating heat-
generating plant. 

6. Conclusions 
The adaptation of power units for district heat 
production is an effective way of realizing a high-
efficiency cogeneration. In the case of the most 
frequently applied way of the adaptation of power 
units (supply of heat through steam bleeders 
between the medium- and low-pressure parts of 
the turbine) the PES factor amounts to 25%, which 
is higher than the classical CHP with a back-
pressure turbine also fired with hard coal [9,10]. In 
the considered example the index PES is still more 
advantageous because heating steam is supplied 
from the low-pressure part of the turbine. 

Besides the saving of primary fuels, the adaptation 
of power stations for heat supply provides 
ecological effects. E.g. in the case of SO2 emission 
average annual RER amounts to 0.842. The 
coefficient characterizing the CO2 emission equals 
PES=0.338. 

The economical analysis devoted  to the 
calculation of the unit cost of heat production 
confirms that adapting the coal-fired power station 

RCH 



for heat supply is a more effective way of high-
efficiency cogeneration.  

Nomenclature 
 

E  –  energy, 
e  – index of noxious emissions, 
h  – specific enthalpy,  
I  – capital cost, 
K  – cost of operation,  
k  – unit cost,  
LHV  – Low Heating Value, 

m  – steam flux,  
N  – power,  
PLN – Polish monetary unit, 

Q  – heat flux,  

S – emission. 
 

Greek letters 

β  – ratio of the price of the benefits of 

certificates to the unit cost of electricity 
production in the condensing mode, 

∆  – decrease,  
η  – efficiency, 

ρ  – annual rate of fixed costs,  

σ  – coefficient of cogeneration,  
τ  – time,  

oτ  – duration of the heating season. 

 
Subscripts  
 

A – annual,  
a  – ambient,  
b  – bleeder, 
C – condensing mode,  
c – condensate,  
COG – cogeneration, 
ch – chemical energy,  
E – energy,  
el – electricity,  
em – electro-mechanical,  
en – heated enclosures,  
H – heat,  
h – heat exchanger,  
HP – heat-generating plant,  
M – maintenance,  
MUW – make-up water,  
nom – nominal, 
p – pumping, 
PU – power unit, 
rw – return water, 
SP – separate heat and electricity production, 
sb – beginning of the heating season,  

sw – supplied hot water,  
th – transport of heat, 
w – feeding water,  
ww – warm water.  
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#?% U254! 9)7,/,.,2/! 5/9! -623)?! Q(,-! -.:98! ,-!
726:-)9! 2/! .()! )/0,*2/1)/.54! 62/.*,<:.,2/!
6(5/;)! 5..5,/)9! <8! .()! 9,77)*)/.! *5'! 15.)*,54!
62132-,.,2/! 7))9-! 5/9! 5--26,5.)9! .23242;,654!
742'-()).! 6(5/;)-?! Q()! -,1:45.)9! 62\
;5-,7,65.,2/! 345/.! 5/9! /5.:*54! ;5-! 32')*!
3*29:6.,2/!62/-,9)*-!)L.*56.,2/!5/9!3*26)--,/;!
27!*5'!15.)*,54+!:3!.2!.()!32')*!3*29:6.,2/!.2!
.()! ;*,9+! '(,6(! 62/-.,.:.)-! 5! ]?"*4,-( !0( 9*!-^!
533*256(?! _);5*9,/;! -8-.)1! <2:/95*8+! ,.! ,-!
'2*.(! 1)/.,2/,/;! .(5.! )1,--,2/-! 7*21! '5-.)!
'5.)*! .*)5.1)/.! 345/.-! 5/9! -24,9! 9,-32-54! 5*)!
62/-,9)*)9?! O2*)20)*+! -:47:*! 2<.5,/)9! 7*21!
N45:-! 345/.! ,-! 62/-,9)*)9! .2! <)! )/0,*2/1)/.54!
6*)9,.+! <8! *)9:6,/;! ,.-! 3*29:6.,2/! 7*21! 0,*;,/!
15.)*,54-?!F44!-6)/5*,2-!5*)!62135*)9!<5-)9!2/!
5!7:/6.,2/54!:/,.!27!#O`?!_);5*9,/;!.2.54!32')*!
345/.!3*29:6.,2/!5!-,1,45*!.,1)!(2*,G2/!'5-!-).!
5/9! .()! -51)! 3*29:6.,2/! (832.()-,-! ,/! .()!
)62/21,6!5-3)6.-!')*)!92/)?!!

H/! Q()!Y,7)!N864)!@/0)/.2*8!%YN@"!,-!;5.()*)9!72*!
.()! 9,77)*)/.! -,1:45.)9! 742'-()).-?! X,1:45.,2/!
*)-:4.-! 5*)! :-)9! .2! )-.,15.)! 74:)! ;5-! 5/9! 345/.!
',9)!)1,--,2/-?!Q()!:-)!27!-,1:45.,2/!-27.'5*)!
15J)-!15--!<545/6)-!5/9!)/)*;8!<545/6)-!.2!<)!
1).! ',.(2:.! *)E:,*,/;! 7:*.()*! 95.5! 6()6J-D!
15J,/;! .(,-!533*256(!5!75,*48! *2<:-.!2/)?!Q(,-!
-.)3!62/-.,.:.)-!5!62/-)*05.,0)!533*256(!%,?)?! ,.!
20)*)-.,15.)-! )1,--,2/-"+! ;,0)/! .(5.! .()!
,/9:-.*8! 62134,)-! ',.(! 544! 4);54! )1,--,2/!
*)E:,*)1)/.-+! '(,6(! ,/! 2:*! 5/548-,-! 5*)!
9,-*);5*9)9?! K2*! 544! 2.()*! )6()42/-! -.:9,)9+!



!"#$"% &'(% '()&*(+% *,% -',+.$*#,/0(1*'&$*#,/% ,2%
'&!% 3&*('#&)4% &/+% *'&/4-,'*5% *"(#'%
$,''(4-,/+#/6% 7894% &'(% '(*'#(:(+% 2',3% *"(%
;$,#/:(/*% +&*&<&4(% =>?@A% 9/% *"(% $.''(/*% $&4(5%
-',+.$*#,/% ,2B% $,&)5% -(*$,C(5% /&*.'&)% 6&4% &/+%
,*"('% $,33,+#*#(4% D4.)2.'#$% &$#+5% 4,+#.3%
"E+',1#+(% &/+% ,*"('4F% &'(% '(G.#'(+% 6#:(/% *"(#'%
$,/4.3-*#,/% 2,'% -)&/*% ,-('&*#,/5% &4% 4",!/% #/%
H&<)(% IA% ;$,#/:(/*% 789% #/2,'3&*#,/% !&4%
6&*"('(+%$,/4#+('#/6%*"&*%*"(%-)&/*%#4%),$&*(+%#/%
J-&#/%D;JF5%$,/4(G.(/*)E%6(,6'&-"#$&)%+&*&%2,'%
*"&*% '(6#,/% !&4% $,/4#+('(+% !"(/% &:&#)&<)(5%
!"#)(% *"(% ;.',-(&/% &:('&6(% DK;KF% !&4%
4()($*(+%,*"('!#4(A!

"#$%&!'(!)*++#,-!./!01//&,&23!45&2#,1.!678!,&4*%349!
&:;,&44&0!12!<=>?@AB(!

9/-.*4% J8>% J8L% J8?%

M&'+8,&)N;J% OAOPPO OAOIQQ O

R(*8,C(NK;K% OAOPPO OAOIQQ O

7#3(4*,/(%3#))(+NK;K% OAOO?SL OAOO?PQ O

T&*.'&)%6&4NK;K% OAOOO?O OAOOO?O OAOP>LQ

MLU%+($&'<,/#4(+NK;K% OAPP> OAPPV OAW?Q

8,/4.3&<)(4%D9/,'6&/#$4NK;KF%OAOOOVO> OAOOOVOV OAOOOOWL

U.-.*4% %% %% %%

8UL% OALL?? OAL>>Q OA>?W?

JUL% ?A>L;XOP LAPP;XOP WAOS;XOV

TU1% QAQQ;XOP SAVS;XOP >AWW;XOI

R&'*#$)(4% IALO;XOW IAL?;XOW VAVL;XOW

J,)#+%9/('*%Y&4*(% OAOLQVO OAOLQVO OAOOO>P

Y&*('%*,%Y&4*(%*'(&*3(/*% OAPPQWS OAPPQWS OAVVPPP

J.)2.'%-',+.$(+% OAOO?L? OAOO?L> O
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H&<)(% I% '(4.)*4% 4",!4% *"&*% ),!('% 2.()%
$,/4.3-*#,/%#4%+,/(%2,'%*"(%$&4(%,2% 9Z88%$,X
6&4#2E#/6%<#,3&44A%%J,)#+%!&4*(4%&'(%$,/4#+('(+%
*,%<(%#/('*%&/+%4(/*%*,%&%)&/+2#))5%!"#)(%!&*('%#4%
4(/*% *,% &% !&4*(% !&*('% *'(&*3(/*% -)&/*A%
8,/4.3&<)(4% &'(% $,/4#+('(+% *,% <(% #/,'6&/#$%
$"(3#$&)4%&/+%&%-',1E%789%#4%.4(+%$,/4#+('#/6%
*"(% &:('&6(% -',+.$*#,/% 2,'% 2#'4*% LO% 3,4*%
#3-,'*&/*% #/,'6&/#$% $,3-,./+4A% K(6&'+#/6%
4.)2.'% <E% -',+.$*5% #*% #4% $,33,/% -'&$*#$(% *,%
&)),$&*(% (3#44#,/% &/+% $,/4(G.(/*)E% #3-&$*4%
<&4(+% ,/% 4,3(% $'#*('#&A% M,!(:('% #/% *"#4% $&4(%
!(% "&:(% +($#+(+% *,% .4(% &% 789% ,2% 4.)2.'%
-',+.$*#,/% &/+% $,/4#+('% #*4% -',+.$*#,/% 2',3%

:#'6#/% 3&*('#&)45% $,/4(G.(/*)E% ),!('#/6% *"(%
,:('&))%#3-&$*%,2%9Z88%,-('&*#,/A%

?A! [2*('!&'+45% *"(%7#2(%8E$)(%93-&$*%[44(443(/*%
D789[F5%<&4(+%,/% *"(%-'(:#,.4)E%6&*"('(+%789%
D4((% H&<)(% IF5% #4% -('2,'3(+A% J(:('&)%
(/:#',/3(/*&)% #3-&$*% #/+#$&*,'4% &'(% &:&#)&<)(5%
'(6&'+#/6% +#22('(/*% (/:#',/3(/*&)% #44.(45% 2,'%
*"(% $&4(% ,2% ()($*'#$#*E% 6(/('&*#,/5% '()(:&/*%
(/:#',/3(/*&)% #44.(4% #/:,):(% *"(%(4*#3&*#,/%,2%
#3-&$*4%'()&*(+%*,%$)#3&*(%$"&/6(%.4#/6%Z),<&)%
Y&'3#/6% R,*(/*#&)4% DZYR4F5% '(6#,/&)%
&$#+#2#$&*#,/% .4#/6% [$#+#2#$&*#,/% R,*(/*#&)4%
D[R4F5%&/+%:#'6#/%'(4,.'$(4%$,/4.3-*#,/%.4#/6%
[<#,*#$% \(-)(*#,/% R,*(/*#&)4% D[\R4FA% H"(4(%
3(*'#$4%$&/%<(%$&)$.)&*(+%.4#/6%+#22('(/*%'(&+E%
*,%.4(%789[%3(*",+,),6#(4%4.$"%&4%*"(%8]7%L%
=>I@% ,'% *"(% 93-&$*% LOOL^% =>P@A% U*"('%
$,33,/)E% .4(+% 3(*'#$4% &'(% *"(% ($,),6#$&)%
2,,*-'#/*% D;_F% =>V@% &/+% *"(% $.3.)&*#:(% (/('6E%
,'%(1('6E%+(3&/+%D8;\%,'%8;1\F%=>W@A%H"(4(%
3(*'#$4%"&:(%&/%&66'(6&*#/6%(22($*%&/+%4(':(%#/%
3&/E% $&4(4% ,2% -',1E% ,2% 3,'(% $,3-)(1%
(/:#',/3(/*&)% 3(*'#$4A% 9/% *"(% -',-,4(+%
3(*",+,),6E5%*"(%2,'3('%3(*'#$4%&'(%$&)$.)&*(+%
.4#/6%J#3&-',%=>Q@5%!"#$"%&)),!4%6&*"('#/6%,2%
789% #/2,'3&*#,/% 2',3% *"(% ;$,#/:(/*% =>?@%
+&*&<&4(% &/+% #*4% 4.<4(G.(/*% ,'6&/#`&*#,/% 2,'%
789[% $&)$.)&*#,/A% H&<)(% P5% #/% '(4.)*4% 4($*#,/5%
4",!4% *"(% 789[% '(4.)*4% 2,'% 8;\5% 8;1\5% ;_%
&/+% 8ULX(G% (3#44#,/% &4% !())% &4% *"(%
93-&$*LOOL^% ,:('&))% (/:#',/3(/*&)% #3-&$*%
:&).(4A%%%

IA! _#/&))E5% *"(%78[%'(4.)*4%#/*('-'(*&*#,/%#4%+,/(A%
9*% #4% 2,./+% *"&*% ,-('&*#,/%.4#/6%TZ% #/4*(&+% ,2%
4,)#+%2.()4% '(+.$(4% *"(%8;\%&/+%8;1\A%9/% *"(%
2#'4*% $&4(% *"(% ,-('&*#,/% .4#/6% 9Z88% '(G.#'(4%
&--',1#3&*()E%VOa%3,'(%*"&/%*"(%*,*&)%&3,./*%
,2%(/('6E%'(G.#'(+%#/%*"(%TZ88A%9/%*"(%$&4(%,2%
8;1\5% /(&')E% *"'((% *#3(4% 3,'(% (/('6E% #4%
'(G.#'(+% 2,'% 9Z88% *"&/% 2,'% TZ88b% !"#$"%
$)(&')E% 4",!4% *"(% ),!% G.&)#*E% ,2% (/('6E%
-',+.$(+%2',3%9Z88%$,3-&'(+%*,%TZ88A%H"(%
+#22('(/$(4% 2,./+% #/% *"(% $&4(%,2%;_%&'(%/,*% &4%
6'(&*% &4% #/% *"(% 8;1\% 3(*'#$% &/+% *"(% 4&3(%
"&--(/4% 2,'% *"(%8ULX(GA%[/&)E`#/6% *"(% 93-&$*%
LOOL^% '(4.)*45% #*% #4% 2,./+% *"&*% *"(% ),!(4*%
#3-&$*4% '(2('% *,% *"(% $&4(% ,2% ,-('&*#,/% .4#/6%
TZ88%2,)),!(+%<E%9Z88%,-('&*#,/%.4#/6%,)#:(%
-,3&$(% *,6(*"('% !#*"% $,&)% &/+% $,C(% &4%
2((+4*,$CA%_#6.'(%P%4",!4%*"(%'(4.)*4%,2%93-&$*%
LOOL^% &44(443(/*% 3(*",+,),6E% +#4*'#<.*(+%
&),/6% *"(% +#22('(/*% 3#+% &/+% (/+X-,#/*%



!"#$%&'($)*&+*#,$*-./0*1$#,&2&3&%4*"52*"3&5%*
#,$*2(++$'$5#*)67734*!,"(5*$!,$3&5)8*/5*#,$*!")$*
&+*1(297&(5#*!"#$%&'($)* #,$* 3"'%$)#* (17"!#)*"'$*
"))&!("#$2*#&:*5&5*'$5$;"<3$*$5$'%4*"52*=>?@*
;,(!,* "'$* 1(1(!A$2* <4* #,$* $5297&(5#*
!"#$%&'($):*'$)&6'!$)*"52*!3(1"#$*!,"5%$8*B1"33*
2(++$'$5!$)* "'$* +&652* +&'* #,$* $5297&(5#*
!"#$%&'($)*,61"5*,$"3#,*"52*$!&)4)#$1*C6"3(#4@*
;,(!,*!"5*5&#*<$*#'"!$2*2('$!#34*#&*"*)(5%3$*1(2*
7&(5#* (17"!#* ")* (5* #,$* !")$* &+* '$)&6'!$)* "52*
!3(1"#$* !,"5%$8* D$%"'2(5%* $5297&(5#* (17"!#)@*
(5*#,$*#,'$$*$3$!#'(!(#4*7'&26!#(&5*!")$)@*,61"5*
,$"3#,*(17"!#*"52*$!&)4)#$1*C6"3(#4*"!!&65#$2*
+&'*3$))*#,"5*EFG*&+*#,$*#&#"3*(17"!#@*;,(3$*#,$*
'$1"(5(5%* ;")* "31&)#* $H$534* 7"'#(#(&5$2*
<$#;$$5*'$)&6'!$)*"52*!3(1"#$*!,"5%$*(17"!#)8*
/5* #,$* !")$* &+* /=..* &7$'"#(&5* #,$* <(%%$)#*
&H$'"33* (17"!#* ()* '$3"#$2* #&* #,$*73"5#*&7$'"#(&5*

(#)$3+8* /5* )$!&52* "52* #,('2* 73"!$@* '";*1"#$'("3*
7'&26!#(&5* ()* +&6528*I$)7(#$* #,$* +"!#* #,"#* <&#,*
/=..* )!$5"'(&)* 6)$* #,$* )"1$* 7$'!$5#"%$* &+*
!&"3* "52* !&A$@* #,$('* "))&!("#$2* (17"!#* ()*
2(++$'$5#8* .&"3* 7'&26!#(&5* ()* +&652* 1&'$*
$5H('&51$5#"334*+'($5234*#,"5*!&A$*7'&26!#(&58*
/5*"33*#,$*+&'1$'*$5H('&51$5#"3*1$#'(!)@*#,$*3(+$*
!4!3$*)#"%$)*"))&!("#$2*#&*1&)#*(17"!#*"'$:*'";*
1"#$'("3)* 7'&26!#(&5* J!&"3@* !&A$* "52* K=*
'$)7$!#(H$34*+&'*$"!,*)!$5"'(&L@*+&'*#,$*!")$*+&'*
'$)&6'!$)@* ;,(3$* !3(1"#$* !,"5%$* ()* 26$* #&* #,$*
/=..MK=..*$!,$3&58*B637,6'*'$!&H$'4@*;,(!,*
()* )#62($2* (5* #,$* !")$* &+* /=..*&7$'"#(&5@* (#* ()*
+&652* #,"#* (#* "33&;)* +&'* )"H(5%* 5$"'34* ENG* &+*
#,$*,61"5*,$"3#,*(17"!#*J)$$*O(%6'$*PL@*;,(!,*
&534* "!!&65#)* +&'* 3$))* #,"5* EQG* &+* #,$* #&#"3*
$5H('&51$5#"3* (17"!#R* (5* #,$* &#,$'* !"#$%&'($)*
#,$*$++$!#*()*5&#*"77'$!("<3$8*

*

*
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*
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!"#$%&$%%'"()*"+,)"-.%-/%)01%0,23.%0134)0%"2536)%/-*%
)01%5*-7,6)"-.%,(".#%89::$%

!"#"$%&'()*'$$
"#$%&! '! ()&*&+,*! ,-&! *.//#)0! 12! #%%! 31+*45&)&5!

(&)21)/#+3&! 4+543#,1)*6! 731+1/43! 8#%.&*! #)&!

)&2&))&5! ,1! !9::;6! "-&! &+84)1+/&+,#%! /&,)43*! #)&!
)&%#,&5!,1!&+84)1+/&+,#%!#+5!)#<!/#,&)4#%!4/(#3,*=!

#*! 5&*3)4$&5! 4+! ,-&! ()&841.*! *&3,41+6! >?@@!

1(&)#,41+!4*!21.+5!,1!-#8&!,-&!%1<&*,!@A7!#+5!,-&!

-4B-&*,!&22434&+30!#/1+B!,-&!31+*45&)&5!*3&+#)41*6!

"-4*! /15&! 12! 1(&)#,41+! -#*! ,<1! 8#%.&*! 21)! ,-&!

()43&! 12! ,-&! &+&)B0=! ,-&! %#)B&)! 1+&! -#*! $&&+!

3#%3.%#,&5!<4,-!>?!#*!#!/15&!12!#+!C?@@!(1<&)!

(%#+,6! A+! ,-&! 1,-&)! -#+5D! ,-&! %1<&*,! ()43&! 1+%0!

31+,&/(%#,&*! ,-&! .*#B&! 12! >?D! *1D! 1+%0! ,-&!

4+8&*,/&+,! #**134#,&5! ,1! ,-&! @@! 4*! 31+,&/(%#,&5!

21)! ,-&! ,1,#%! (%#+,! 4+8&*,/&+,6! "@E! #+5! "A@!

8#%.&*! 21)! >?@@! /15&! 31+*45&)! ,-4*! *&31+5!

31+24B.)#,41+6!!

F@G! )&*.%,*! #)&! 4+! 3%&#)! 2#81)! 12! ,-&! .*#B&! 12!

>?@@! 4+*,&#5! 12! C?@@D! #+5! #%*1! *-1<! ,-#,! ,-&!

31HB#*4243#,41+!12!$41/#**!#%*1!)&5.3&*!,-&!18&)#%%!

&+84)1+/&+,#%! 4/(#3,6!G*!&I(&3,&5D!@7J!#+5!7K!

#)&! B115! ()1I0!/&,)43*! 21)! ,-&! 3#*&! 12! &%&3,)434,0!

B&+&)#,41+!<-&)&! )#<!/#,&)4#%! .*#B&! #+5! 3%4/#,&!

3-#+B&! 4/(#3,*!#)&!/1*,! 4/(1),#+,6!L1)&18&)!21)!

,-&!3#*&!12!,-&*&!/&,)43*!<-43-!#)&!/1*,%0!)&%#,&5!

,1!)#<!/#,&)4#%!1)4B4+D!,-&0!-&#84%0!<&4B-,!,-&!.*&!

12!+1+! )&+&<#$%&! 2.&%*! *.3-! #*! 31#%! #+5! 31M&6! C+!

,-4*! *&+*&! 31M&!<-43-! 4*! 31//1+%0! 31+*45&)&5! #!

)&*45.&! 12! )&24+&)4&*! -#*! $&&+! #**4B+&5! NO! 12!

&/4**41+*! #**134#,&5! ,1! 18&)#%%! )&24+&)0! 3).5&! 14%!

31+*./(,41+! P9:DQNRD!#+5!31+*&S.&+,%0! 4,*!&+&)B0!

#+5! &I&)B0! 5&/#+5*! #)&! -4B-6! "-4*! 2#3,! 4*! #%*1!

21.+5! $0! .*4+B! ,-&! C/(#3,! 9::9! /&,)43D! <-&)&!

,1I431%1B43#%! &22&3,*! T-./#+! -&#%,-! 1)! &31*0*,&/!

S.#%4,0U!#)&!*/#%%6!!

;3+41% <$% =1>% 51*/-*23.61% ".7"63)-*% *1(,4)(% /-*% )01%
6-.("71*17%(61.3*"-($%

! V@Q! V@9! V@N!

@7JTLW&SU! '6:! X6'! 96Y!

@7IJTLW&SU! Z69! Y6N! N6Q!

7K!T/
9
#U! :6;:! :6[Z! :6XQ!

C\@@!?]\!TMB@A9&SU! :69;! :69;! :6Q[!

CL\G@"!9::9^!T \,*U! [Z6Y! ['6;! X:6N!

@A7!T!_M]-U! :6:[QZ! :6:'ZN!
:6:'N;!

:6:9XZ!

"@E!T!_M]U! N!QQZ! 9!ZY;! Q!:9[!

"A@!T!_M]0&#)U! 9;N! 9[Q! Q:Y!

722!TOU! N'6YX! N;6;! NZ6';!

!

+"$,-./)('0-.'$
G! +18&%! /&,-151%1B0! <-43-! `14+*! ,-&! .*#B&! 12!

31//&)34#%! *4/.%#,41+! #+5! F@G! 31//&)34#%!

*12,<#)&! -#*! $&&+! ()&*&+,&56!"-4*! ,11%! #%%1<*! 21)!

,&3-+1H&31+1/43!#**&**/&+,!#+5!F@G!12!5422&)&+,!

&+&)B0!31+8&)*41+!()13&**&*6!C,!#%%1<*!24+54+B!#+5!

#**&**4+B! &I(%434,! *1%.,41+*! 21)! C?@@! #+5!>?@@!

(1<&)!(%#+,*6!@1*,*D!&22434&+30!#+5!&+84)1+/&+,#%!

4/(#3,!-#8&!$&&+!31+*45&)&5!#*!M&0!(#)#/&,&)*!21)!

*&%&3,41+! 3)4,&)4#6! C+! ,-4*! <#0D! #! 5&,#4%&5!

3#%3.%#,41+! 12! ,-&*&! (#)#/&,&)*! -#*! $&&+!

5&8&%1(&5! -&)&6! "-&! 5&8&%1(&5! ()13&5.)&! #+5! 4,*!

4/(%&/&+,#,41+! -#8&! $&&+! 8#%45#,&5! <4,-! 5#,#!

2)1/! ,-&! 7F@A?GV! (1<&)! (%#+,6! "-&! /&,-15*!

#+5!,11%*!5&8&%1(&5!31+*,4,.,&!+18&%!#+5!(1<&)2.%!

/&#+*! 21)! 2.),-&)! 4/(%&/&+,#,41+! #,! #!

5&/1+*,)#,41+!*3#%&!,1<#)5*!24+#%!(%#+,!5&*4B+6!
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Irreversibility Parameter of a Combined Cycle Model for Power
Generation
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Abstract: In this paper we study the energetic performance of a series arrangement of totally irre-
versible heat engine models (combined cycle (CC) type). The origin of the irreversibilities is both of the
external and internal types. The external irreversibilities are associated with the heat flows towards and
from the temperature reservoirs, while the internal irreversibilities are associated to all those dissipa-
tive processes that occur within the working fluids. On the other hand, our model includes information
provided by different optimization criteria that are commonly used in studies of irreversible heat engine
models. This model, allow us to analyze two commercial CC–power plants which use fossil fuel and
compare them with two commercial nuclear power plants, from the energetic point of view. Under this
first approach to the comparison, we found that, despite of the high efficiency reported by CC manu-
facturers, the large temperature gradients required by these plants result in irreversibility parameters
bigger than those for nuclear plants currently in operation.This so–called irreversibility parameter is
defined as the quotient between the entropy produced by internal irreversibilities and the thermal con-
ductances involved in the heat fluxes. By means of this energetic approach we find that CC plants
have some economical disadvantages with respect to the nuclear power plants.

Keywords: Non-equilibrium and irreversible thermodynamics, Performance characteristics of energy
conversion systems, figure of merit

1. Introduction
One of the most important topics in Thermody-
namics is that related with the formulation of ap-
proaches to study the operation of real thermal en-
gines. When two or more thermal engines are con-
nected by means of flows of heat and energy, and
all the group is working between two main en-
ergy reservoirs at fixed temperatures, we have an
arrangement of thermal engines. In 1994 de Mey
and de Vos [1] studied, the behavior of two arrange-
ments of thermal engines with a linear heat transfer
law operating between the temperatures T1 and T2
(T2 < T1), under the maximum power output (MP)
working regime. In the present study we analyze
the energetic behavior of the thermal engines in a
series arrangement as that depicted in Fig. 1. For
this study we use the following optimization crite-
ria: Maximum Efficiency (Mη), Maximum Power
Output and Maximum Ecological Function (ME).
The MP criterion has been broadly used to study
thermal engines made by men. However, the dissi-
pation of thermal engines working under this MP–
regime is very high (sometimes comparable or big-

ger than the power output) and the efficiency is not
to high. This issue has motivated to think about
other working regimes, among them the Mη–regime
and the ME–regime [2]. This last regime consisting
in the maximization of the function,

E (η) = P (η) − ε (τ) T2σ (η) , (1)

where ε (τ) = ηMP/ (ηC − ηMP) [3, 4]. Equation 1,
represents a measure of the commitment between
the power output of a thermal cycle and their dissi-
pation, in such a way that a thermal cycle working in
the ME–regime represents a good trade–off among
these two characteristic functions, which is simulta-
neously desirable from the energetic and ecological
points of view. In fact, for a single thermal cycle, the
power output under the ME–regime reaches around
75% of the power output in the MP–regime, but the
dissipation considerably decreases (approximately
25% of the dissipation in the MP–regime)[3, 5].
For these reasons, the ecological function presents
a very important characteristic: the efficiency of a
thermal cycle working in this operation mode is big-
ger than the MP–regime efficiency. On the other
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Figure 1: Series array of two irreversible power cy-
cles.

hand, during the last years, the electric generation
plants vendors have promoted the installation of CC
plants or the transformation of plants of single ther-
mal cycle to CC plants. The main motivation of the
users to acquire these plants is the high efficiency
that the vendors report. In these cycles, it is com-
mon to have a high temperature approximately of
1500 K for the first working fluid. Then the working
fluid goes through the first turbine where descends
their temperature until 550 K. In this stage we ob-
tain vapor of water, which goes across a second tur-
bine, for finally to condense at 300 K. From the
above description, we can model a combined cycle
by means of a series arrangement of two thermal cy-
cles. In this work we carry out the study of a model
of this type which includes both external and inter-
nal irreversibilities; the external irreversibilities are
associated to the flows of heat between reservoirs
and the working fluids, and these heat transfers are
modeled by means of a Newton’s cooling law. The
internal irreversibilities, are not modeled and they
are only considered by means of a lumped quan-
tity that is defined positive, as it demands the sec-
ond law of thermodynamics. In this way we take
into account all and each one of the contributions to
the entropy production, of the irreversible processes
that happen within the working fluids, with the help
of the information that provides the different opera-
tion modes. In the first section we build the series
arrangement model, and we establish their consti-
tutive equations (first law, second law and laws of
heat transfer). We also introduce the characteristic

Figure 2: Characteristic loop shaped curves of
power output versus efficiency of the irreversible
CC.

functions or process variables and the linear combi-
nations of these, that will serve like objective func-
tions for the thermodynamic optimization of the ar-
rangement. The most important hypothesis used in
the construction of the model, is that the working
substances make irreversible cycles, and therefore
their entropy change are null. We find that, contrary
to other series arrangement models [6], the char-
acteristic loop shaped curves of power output ver-
sus efficiency are obtained similar to those observed
in real thermal engines [7]. In these loop shaped
curves, it is possible to locate the points correspond-
ing to different optimization criteria: Maximum Ef-
ficiency, Maximum Power Output and Maximum
Ecological Function (see Fig. 2). In the second
section, we compare the energetic performance of
this series arrangement, under the mentioned differ-
ent operation modes, for three characteristic func-
tions: the irreversible efficiency of conversion, the
irreversible power output and the dissipation of the
process. Additionally, starting from the experimen-
tal reported data, we compare the energetic perfor-
mance of two commercial CC plants, with some nu-
clear modern plants of single thermal cycle, and we
find that the CC plants have a bigger irreversibility
parameter than the nuclear ones. It means that CC
plants are in economic disadvantage with respect the
nuclear plants. This fact is not clearly observed if
we only compare their reported efficiencies. Finally,
we sketch some conclusions on this type of models



and their utility to qualitatively describe the ener-
getic behavior of the real CC plants.

2. Series array model
The total entropy production of the irreversible ther-
mal cycles arrangement, shown in Fig. 1, is given
by,

σT = −
Q1

T1
+

Q1

T1w
− Q2

T2w
+

Q2

T3w
− Q3

T4w
+

Q3

T2
+σi1 + σi2 > 0, (2)

where Q1, Q2 and Q3; are the heat fluxes of the sys-
tem. T1 > T2; are the reservoirs temperatures and
T1w > T2w and T3w > T4w are the working fluid
temperatures respectively. As the second law of the
thermodynamics demands, the internal entropy pro-
duction associated to irreversible internal processes,
such as, chemical reactions of recombination, fric-
tion, viscosity, turbulence, etc., is a positive quan-
tity, i.e., σi1 > 0 and σi2 > 0. Regrouping terms in
2 , we can write:

σT = σs + σst, (3)

where each term is given by,

σs =

[
Q3

T2
− Q1

T1

]
(4)

and

σst =

[
Q1

T1w
− Q2

T2w
+ σi1

]

+

[
Q2

T3w
− Q3

T4w
+ σi2

]
. (5)

The first term in 3, given by 4, corresponds to the en-
tropy change of the energy reservoirs, while the sec-
ond term given by 5, corresponds to entropy change
of the working substances 1 and 2. The total en-
tropy production equation 2, includes the supposi-
tion that in a thermal cycle the flows of heat can
stay finite and the working substance returns to its
initial state, that is the reservoirs entropy production
is positive, while that of the working substances are
null. Since the working fluids are operating in cy-
cles, their changes of internal energy are,

∆Ust1 = ∆Ust2 = 0. (6)

The entropy is also a state function, then the entropy
production of the working fluids satisfy

∆S st1 =
Q1

T1w
− Q2

T2w
+ σi1 = 0, (7)

and
∆S st2 =

Q2

T3w
− Q3

T4w
+ σi2 = 0. (8)

On the other hand, we can write the irreversible
power output of each engine as:

P1 = Q1 − Q2 and P2 = Q2 − Q3. (9)

After the above equations the total power output is:

P = P1 + P2 = Q1 − Q3. (10)

Finally, the thermal efficiency is given by

η =
P

Q1
= 1 − Q3

Q1
. (11)

At this point we introduce the phenomenological
heat transfer law as a Newton’s cooling law,

Q1 = α (T1 − T1w) , (12)
Q2 = g (T2w − T3w) , (13)

Q3 = β (T4w − T2) , (14)

where α, g and β are the thermal conductances
shown in Fig. 1. We also introduce the reduced
temperatures,

ah ≡
T1W

T1
, ai ≡

T3w

T2w
, ac ≡

T2

T4w
, τ ≡ T2

T1
, (15)

therefore, ah, ai, ac and τ ∈ [0, 1]. Using these
definitions we can rewrite the constitutive equations.
The efficiency is given by,

η = 1 −
αT1τ
γ1γ2

[
1

1+γ2− γ1γ2σi2
α − γ2ai

− 1
]

αT1
[
1 − αγ1

α+αγ1−γ1σi1−αai

] , (16)

with γ1 = α/g and γ2 = β/g, and the total power
output is,

P = αT1

[
1 − αγ1

α + αγ1 − γ1σi1 − αai

]

−αT1τ

γ1γ2




1
1 + γ2 − γ1γ2σi2

α − γ2
ai

− 1

 . (17)

The parametric graph of the power output versus ef-
ficiency, shows the loop shaped curve behavior that
characterizes the irreversible conversion of energy
[7] (see Fig. 2). In this graph all the points on the
loop are physically accessible. We mark only four
which correspond to those working regimes that are
of practical interest: the MP–regime, ME–regime,



the maximum efficiency regime, and the minimum
entropy production regime (mep) (which is the ori-
gin of the graph where simultaneously the power
and the efficiency are zero). Finally, the dissipation
function can be written as,

T2σS = αT1τ

[
1 − αγ1

α + αγ1 − γ1σi1 − αai

]

−αT1τ

γ1γ2




1
1 + γ2 − γ1γ2σi2

α − γ2
ai

− 1

 . (18)

Substituting 17 and 18 into 1, an expression is ob-
tained for the ecological function, in terms of the
reduced temperatures and the other physical param-
eters, this expression is not shown in explicit form
because is very extensive.

2.1. Mη, ME and MP working regimes for
the series array

To establish each one of the optimal operation
modes of the series arrangement, it is necessary to
calculate the maxima of the power output, efficiency
and ecological function, respect to the intermediate
reduced temperature ai,
(
∂η

∂ai

)

aiη

= 0,
(
∂E
∂ai

)

aiE

= 0, and
(
∂P
∂ai

)

aiMP

= 0.

(19)
From 19 we find that in the three cases this reduced
temperature is of the form,

ai = aiφ(α, T1, γ1, γ2,σi1,σi2, τ), (20)

where φ means Mη, ME or MP. When we eval-
uate the characteristic functions in each one of the
three optimal reduced temperatures, we obtain the
energetics of the CC in each working regime. In
next section we use the reported data for a commer-
cial unit by TOSHIBA (109FA-MS9001FA): α =
3.9 × 106 W/K, T1 = 1573 T , γ1 = 1/2, γ2 = 2,
σi1 = 5σi2/4, σi2 = 0.155 × 106 W/K and τ ∈
[0, 0.75], to study the energetic performance of the
array.

3. Energetic performance and irre-
versibility parameter

In the study of the energetic performance of the
models of irreversible thermal cycles, the process
variables: efficiency, power output and dissipation
are the quantities that give us the estimated time
recovery of the investment in the power plant con-
struction. In Fig. 3a the efficiencies of each pro-

Figure 3: a) Comparison between the efficiencies
ηMη, PME and ηMP of the Mη, ME and MP work-
ing regimes, respectively. b) Comparison between
the power outputs: PMη, PME and PMP. c) Dissipa-
tions (T2σMη, T2σME and T2σMP ) in each opera-
tion mode.

posed operation mode are shown. As it was ex-
pected, the Mη–efficiency is the biggest one, how-
ever, the efficiency that corresponds to the ME–
regime is very near to the Mη–efficiency but with
a power output larger than the Mη–power output.
On the other hand, the MP–efficiency always goes
under the efficiencies of the other two working
regimes. Respect to the power output, when we ob-
serve Fig. 3b we see that the power output corre-
sponding to the ME–regime always is above of the
Mη–power output and it is reasonably near to the
power output of the MP–regime. Finally, in Fig.
3c we show the plots corresponding to the dissipa-
tion of the series array, here we observe that the dis-
sipation in the MP–regime is bigger than both the
ME–dissipation and the Mη–dissipation within the



typical operation temperatures interval of actual CC
plants (τ ∈ [0.1, 0.3]). On the contrary, the dissi-
pations of these last two working regimes are very
near to each other and they are smaller than the MP–
dissipation in this interval. In summary, these re-
sults show that for a series array of two completely
irreversible power cycles the ecological approach of
optimization reaches a good trade–off between the
power output and the efficiency of the arrangement.

3.1. Combined cycle power plants versus
nuclear power plants

Now, we will use the model developed here to make
a comparison between two commercial CC power
plants and two modern nuclear power plants, this
comparison is carried out by using the parameter,

f =
σi2

α
, (21)

called the irreversibility parameter. From the data
of power output and efficiency, provided by the
vendors of the power plants, and supposing that
these power plants operate in some of the work-
ing regimes studied above, one can solve 16 and 17
for each working regime and obtain the two quan-
tities involved in 21, i.e., starting from the experi-
mental data and the information provided by the op-
timization process, one can quantitatively estimate
the irreversibility parameter for each power plant.
The results obtained by means of this procedure in
the Mη–regime are shown in Table 1, which is the
regime recommend by the vendors for the the oper-
ation of the CC plants.
These results show that in spite of the high efficien-
cies of the CC–power plants, the relationship be-
tween their global conductance and the internal ir-
reversibilities, in this case those associated to the
vapor turbine, are two orders of magnitude bigger
than the irreversibility factors of the nuclear power
plants. This fact means, that the CC–power plants
could have high operation costs rising the price of
the kilowatt–hour.

4. Conclusions
In this work we have shown that the series array of
completely irreversible power cycles, have the qual-
itative properties (loop shaped curves and operation
modes) of the real energy converters. In particular
it was shown that it is possible to operate the CC–
power plants in a working regime representing a
good trade–off between a high power output and low

Table 1: Irreversibility Parameter for some Power
Plants actually in operation: a) Doel 4 (Bel-
gium,1985), b) Cofrentes B (Spain, 1985), c)
Toshiba (2004), d) Alstom (2004).

Plant τ = T2/T1 ηo Po(GW) f

a 0.500 0.35 0.985 0.009
b 0.514 0.34 0.991 0.008
c 0.193 0.48 0.342 0.0396
d 0.206 0.57 0.410 0.0227

dissipation. Later on, with this model it was possi-
ble to make a comparison among power plants with
different types of cycle. This result reissues one
of the most appreciated characteristics of thermo-
dynamic theory: with equivalent process variables
(power output and efficiency) it is possible to study
the energetic performance of two irreversible energy
converters with different internal details. This pre-
vious result would justify an exhaustive revision of
data of CC plants actually in operation, to calculate
their irreversibility parameters and to estimate more
accurately the real costs of operation and mainte-
nance. However, we must take into account that our
study has an important limitation, that is, our ther-
mal engine models are very simplified versions of
the real ones. Nevertheless, our models can be used
to provide general guides to evaluate the thermody-
namic performance of actual engines.
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78.&3(=&>  Presently CO2, as the most important sources of green house gases, should be removed 
from gases exhausting power plants, refineries and sour natural gas. The management of CO2 has 
been regarded as one of the basic concerns in field of environmental issues. Aligned with efforts and 
researches done in this regard, the present paper developed a sequential rate-based model to simulate 
the CO2 absorption process in a contactor column using monoethanolamine (MEA) solution. In this 
model, each stage of the column consists of two virtual boxes, one for mass transfer and another as 
reaction part. The mass transfer box is based on two-film theory, and the reaction box is supposed as a 
batch reactor. After being ascertained of the method function, the effect of various parameters such as 
temperature, flow rate and solvent concentration on column efficiency have been studied. 
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Presently, the exhaust gases of factories and 
petroleum refineries contain some amounts of air 
polluted gases such as CO2 and also in natural gas 
treatment the carbon dioxide is a major 
contaminant that should be removed. CO2 is a 
noninflammable compound that may cause 
suffocation in high concentration and in lower 
concentration it may cause headache in human and 
in natural gas reduces its heating value. On the 
other hand, CO2 is the main consistent of 
greenhouse gases that leads to environmental 
pollution. According to the United Nations 
Framework Convention on Climate Change 
(UNFCCC) in Kyoto, a commitment to reduce 
CO2 emissions by 6% below 1990 levels was made 
by several countries [1]. Industrialized countries 
should take the lead in combating climate change 
and its adverse effects. They were responsible for 
the majority of the historical cumulative 
emissions; thereby they were given quantified 
commitments to reduce emissions in the Kyoto 
Protocol [2]. CO2 absorption or capturing is done 
by various methods that the most popular one is 
the chemical absorption in a contactor by a 
chemical solvent such as alkanolamines [3]. The 
most common alkanolamine solvents are MEA, 
MDEA, DEA, DGA, AMP etc. For years, both 
DEA and MEA have been used as chemical 
solvents, aqueous MEA solution is the most 

frequently used alkanolamines absorbent owing to 
its high reactivity with CO2, low solvent cost, and 
can be regenerated easily [4]. However, the 
maximum CO2 absorption capacity in MEA is 
limited by stoichiometry to 0.5 mol CO2/mol 
amine [5]. 
The different contactor columns such as packing 
bed have been used for CO2 removal [6] so that the 
various approaches such as equilibrium and rate-
based non-equilibrium methods have been applied 
to design the contactor columns. In 1998, Cadours 
and Bouallou [7] used the film theory to study the 
simultaneous effect of mass transfer and chemical 
reaction in a contactor by writing a collection of 
complex partial differential equations. In 2000, 
Rinker et al. [8] studied CO2 absorption in blends 
of MDEA and DEA. They simulated the 
absorption process by using the penetration theory 
together with a wide group of reversible chemical 
reactions so that Newton Homotopy sequence 
method was applied for solving the resulted 
equations.  In 2001, Mandal et al. [9] modeled the 
contactor with mixed absorption of amines 
through equilibrium method so that the algebraic 
equations were simultaneously solved by applying 
the Newton Homotopy continuity method. In 
2006, Van Loo et al. [10] simulated CO2  
absorption from natural gas by MDEA solution 
through non-equilibrium method in a tray column. 
They did not consider the non-ideality of phases 
and pressure drop in the column and considered 
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the contactor as a series of ideally mixed reactors. 
They supposed the mass transfer based on a 
penetration theory and solved the non-linear 
differential equation by a numerical method. In 
2007, Gabrielsen et al. [11] simulated the CO2 
absorption by AMP in a packing tower by 
considering a differential element along column 
and applying a sequential mass and energy 
balances. The enhancement factor was used for 
computation of mass transfer coefficient by 
combining the effects of mass transfer and 
chemical reaction.  
In the present work, a contactor column is 
simulated by rate-based non-equilibrium approach. 
A sequential simulation method is applied for 
modeling of CO2 adsorption column using 
alkanolamine.  
The results of the simulation are compared with 
the experimental data which is gained from 
Ammonia Unit of Razi Petrochemical Company 
[12] which uses MEA solution to remove CO2 
from process stream so that the number of trays, 
temperature and pressure profiles are obtained. 
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The chemical reactions between CO2 and 
monoethanolamine can be considered as follows 
[13]: 

3322
12 HCOOHOHCO k            (1) 

MEAOHMEAHOH k
32

2

                (2) 

32
3 HCOMEAMEACOOOH k      (3) 

So the overall reaction is written as [14]: 

MEAHMEACOOMEACO kkk 321 ./
2 2    

                                                            (4) 

The reaction between CO2 and MEA is considered 
as a simple second order as bellow [14]:  

)( 222 C OC OamamC O PPCkr                             (5)      

where according to the general mechanism the 
equilibrium partial pressure,

2COP , is obtained as 
bellow [14]: 

2)
21

(
2

c
C O K

HP                                  (6) 

Despite the fact that the chemical kinetics of CO2 
absorption in MEA solutions has been the subject 
of numerous studies, there is no universal 
agreement on the kinetic constant so it can be 
written as [6]: 

)8.6863exp(104.4 8

T
k am                    (7)            

On the other hand, considering the high MEA 
concentration compared with CO2, the conversion 
with respect to MEA can be regarded as pseudo-
first-order as: 

][][11 /
2 MEAHMEACOOCO KK    (8) 

and the reaction rate can be expressed as: 

)( 2212 C OC OC O PPKr                             (9) 

where amam CkK .1 . Considering that the 
concentrations of the ionic complexes are equal, 

][][ MEAHMEACOO , so: 

][2][][ MEACOOMEAHMEACOO  (10)     

By showing the sum of concentrations of ionic 
species as Cion = ][][ MEAHMEACOO , so 
the reaction rate is written as [15]:  

ionC O
C Oo

C O
C Oion

C O CKCK
dt

dX
C

dt
dC

dt
dCr 11 2

2

2

2

2
    

                                                            (11) 

By considering o
CO

o
ion CCM

2
/ , one can write Eq. 

(11) as: 

)..().(
2222222 11 C O

o
C O

o
C OC O

o
C O

o
C OC O XCCMKXCCKr

                                                          (12) 

Since in equilibrium the rate of the reaction 
assumed to be zero ( 0/

2
dtdCCO ), so using Eqs. 

(11) and (12) one can obtain:  

e
C O

e
C O

e
C O

e
ion

X
XM

C
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K

2

2

2
11

1                                (13) 

By combining the above relations, the final 
reaction rate can be expressed as: 

)()1(.
22

2

2

2

22

1
CO

e
COe

CO

o
CO

COo
COCO XX

XM
MKC

dt
dX

Cr (14)     
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The two-film theory has been used to describe 
mass transfer between vapor and liquid phases, so 
it is supposed that at the interface, the equilibrium 
concentrations of the CO2 are the same in the both 
sides of the local phases. Thus, no mass 
accumulation exists in the interface so that the rate 
of the mass transfer shall be the same in the both 
phases. So based on the two-film theory, the mass 
transfer flux of CO2 in gas phase can be expressed 
as [16]:  

)( *
, 2222 C OC OC OGC O PPKN                         (15) 

where *
2COP  and 

2COP  are the equilibrium and the 
actual  partial pressures of CO2, respectively, that 
is easily computed by tCOCO PyP

.22
. The mass 

transfer coefficient, 
2,COGK , is the general mass 

transfer coefficient of CO2  that, based on two-film 
theory, is written as [16]:  

2

2

22 ,,,

11

C Ol

C O

C OgC OG k
H

kK
                                (16) 

Since the CO2 solubility in solution is low, Henry's 
law is used here to present the partial pressure of 
CO2 in liquid phase through its concentration. By 
substitution 

2,COGK  into Eq. (15), one can obtain 
as: 

).(
.

.
22

222

22

2
,,

,,
COtCO

COgCOCOl

COgCOl
CO PPy

kHk
kk

fN     (17)    

where f is the correction factor given in Table 2. 
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To describe gas absorption process, each stage or 
tray of the absorption contactor is considered as a 
series of compartments of a superficial box of 
mass transfer and a batch reactor as shown in Fig. 
1. First, the streams of the liquid and gas enter the 
mass transfer box so that the CO2 is transported 
physically across the interface of liquid and gas 
phases. Following mass transport of the gas across 
interface, liquid stream enters the batch reactor, so 
based on the described mechanism the complex 
reactions of MEA and CO2 are taking placed. In 
this model, the non-ideality of gas phase and mass 
transfer of the other components except CO2 are 
neglected. The physical, thermodynamic, transport 
and the other properties such as 

,,l ,ck
lpam CHK ,a,,  

2COH D, are calculated 
tray by tray with considering temperature 
dependency or weight fractions of the components. 
The parameters glgpg kkC ,,, are considered to be 

constant for all the trays. To simulate the 
contactor, the computations are performed 
sequentially downward from bottom tray and 
continue tray by tray up to top tray. 

 

F ig. 1. Schematic diagram of the CO2 absorber column 

Since the stream gas phase loses CO2 partially 
during passing each tray, so its flow rate and flux 
change continuously. In order to prevent this 
continuous change, the flux of the inert gas which 
includes the other components except CO2 is used 
as [14]:  

)1.(. inin yGGyGGinert                     (18) 
During absorption process, the total CO2 separated 
from the gas phase shall be absorbed by liquid 
phase, so, writing a total mass balance for CO2 



component around the whole contactor, the total 
flux of absorbed CO2 is resulted as follows: 
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total               (19) 

where the mole fraction of CO2 in the gas outlet 
stream from top tray of the contactor will be the 
same as the specified composition in the sweet 
outlet gas( yout  yspec). 
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It is assumed that the temperature of the liquid 
stream at the first top tray is equal to the 
temperature of the lean solvent entering the 
contactor, so the overall energy balance over the 
contactor is used to calculate the temperature of 
the rich solvent which existing the column as [10]: 
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                (20) 

where H represents the sum of the heats of both 
reaction and absorption. Also one can assume as: 

out
l

N
l TT                                                        (21) 

and out
g  is the flow rate of the sweet gas exiting 

the column as: 

)1(
)1(out

g ou t

in

y
yin

g                                     (22) 

where the composition of CO2 in the exiting gas 
stream from the contactor is known. In order to 
solve heat balance around the Nth tray, thermal 
equilibrium is assumed between the gas and liquid 
streams leaving the tray [10], so )()( N

l
N

g TT , 
where the subscripts g and l stand for gas and 
liquid phase, respectively. 
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A typical Nth stage or a compartment consisting of 
a mass transfer box and a batch reactor box is 
shown in Fig. 2. The temperature, composition of 
CO2 and concentration of the amine for the inlet 
and outlet gas and liquid streams of this stage are 
shown. The inlet gas temperature (Tg(N+1) ) and  
CO2 mole fraction (y(N+1))  in the inlet gas to the 
contactor are known, but the unknowns are as 
follows: the mole fraction of CO2 in the outlet gas 

(y(N)), amine concentration in the inlet liquid 
(Cam

(N-1)), amine concentration in the outlet liquid 
(Cam

(N)), temperature of outlet gas (Tg(N)) and 
temperature of outlet liquid (Tl

(N)). First, when 
liquid and gas streams enter this mass transfer box, 
some of CO2 is absorbed into liquid film so that 
the composition of acid gas is decreased from 
y(N+1) to y(N) in the outlet gas stream of the box. 

 

F ig. 2. The Nth stage of the column  

Thus, the change of the CO2 flux is shown as 
below:  
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So by knowing that aVNAN jj
tray

)()(  , one 
can write as: 
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On the other hand, based on mass transfer theory, 
the mass transfer flux of the acid gas is calculated 
by Eq. (15) where yCO2 = y(N), so equivalency of 
the two Eqs. (17) and (24) allows one to calculate 
the mole fraction of CO2 in exiting gas stream 
phase (y(N)) at the Nth mass transfer box. As shown 
in Fig. 2, since the gas stream exiting the mass 
transfer box enters directly to the next tray, so in 
fact the composition of CO2 at outlet of the Nth 
tray has been gained. To calculate the changes in 
the next stage, the composition of the unreacted 
CO2 entering to the Nth tray should be calculated 
here. In the batch reactor of the Nth stage, the 
reaction of the amine leads to protonation of 
amine, however some unreacted amount of CO2 in 
the liquid phase is leaving the reactor box. So 



using the total mass balance around the batch 
reactor [15]:  
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where t is the time of the reaction in each stage. 
Here, )1(

22

N
CO

o
CO CC  is the total concentration of 

CO2 in the liquid phase entering to the Nth reactor. 
By combining Eqs (14) and (25) and following 
integration one can obtain as:   
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Where R
COCO CC 22  is the concentration of 

unreacted CO2 exiting the Nth reactor. Using Eq. 
(26), and calculating 

)/()( 33 /
scmcm

LVt , 
2COC is 

computed. Since the exit amine solution from the 
reactor is absorbing some CO2 from the mass 
transfer box, so the concentration of unreacted 
CO2 at Nth tray is calculated as: 
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On the other hand, the concentration of the amine 
exiting  Nth tray should be calculated using the 
mass balance that is based on stochiometry two 
mole amine is used per mole of CO2, so one can 
obtain as: 
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Where for j=N, out
am

N
am CC )( . So, the computation of 

Nth tray is complete here. Consequently, the 
calculation procedure should be continued for the 
upper tray ((N-1)th tray) so that tray by tray 
calculation is continued until the top tray of the 
contactor.  
One should be noted that calculation of the kinetic 
constant of reaction, Henry's constant etc. depends 
on the temperature at each stage. Consequently, 
computation of the concentration of species in 
liquid and gases phases is dependent on 
temperature. So in the first iteration, the 
temperature profile along the contactor is assumed 
to be linear. However, for next calculating the 
temperature profile is modified as:  

     (29)                                
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and )1()1( j

l
j

g TT . As one can see the temperature 

of outlet gas stream ( out
gT ) and inlet lean amine 

( in
lT ) of the contactor are known. 
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The model is developed for absorption of CO2 in a 
contactor using MEA solution as a solvent. The 
mole percent of the CO2 in the feed (sour) gas is 
0.17529 and the rest are inert gas and water. The 
representative input conditions for an acid gas 
absorber are summarized in Table 1 [12].  

Table 1. The operation data and the known variables of 
the contactor [12] 

 
These known data were used in our modeling. The 
correlations and the equations used in the present 
modeling are given in Table 2. The algorithm 
which is used to simulation of the absorption 
column is given in Fig. 3. As one can observe, the 
physical and thermodynamic properties of the 
components are initially calculated. Then by 

    

Gas inlet 
temperature 

Tg
in 336.15 K 

Liquid inlet 
temperature 

Tl
in 319.15 K 

Total Pressure  P 27.34 atm 

CO2 inlet  mole 
fraction 

yin 0.17 - 

CO2 outlet mole 
fraction (spec) 

yout 9 10-5 - 

Total amine weight 
fraction 

in
MEAw  0.24 - 

Liquid inlet 
loading  in 0.00027 emoleA

moleCO
min

2  

Liquid inlet molar 
flow l 41376.71 

hr
kmol

Gas inlet flow G 6755.2 
hr

kmol  



setting the stage number one, the calculation for 
absorption of CO2 into amine are carried out 
through using a compartment of the mass transfer 

and the batch reactor boxes as explained in the 
theoretical part of this work.

Table 2. The correlations and the equations used in the present modeling 
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F ig. 3. The algorithm of simulation of an absorption column using rate-based non-equilibrium model 

The simulation of the column is performed so that 
the partial pressure of CO2 versus tray number, the 

total number of stages and temperature profile 
along the contactor are obtained. The results of the 



simulation using the new model were compared 
with the experimental data gained from Ammonia 
Unit of Razi Petrochemical Company [12]. Fig. 4 
presents the partial pressure of CO2 versus stage 
number of the contactor. Also the results obtained 
by the equilibrium-method using the Electrolyte-
NRTL activity coefficient equation and Kent-
Eisenberg model are given in Figure 4. 

 

F ig.4. CO2 Partial pressure versus stage number in the 
column and comparing the results of new model 
with the experimental data of  Ammonia Unit of 
Razi Petrochemical Company, Electrolyte-
NTRL and Kent-Eisrenberg. 

Fig. 5 shows the temperature profile along the 
contactor that is obtained by the present model and 
compared with the experimental data of the 
Ammonia Unit of Razi Petrochemical Company 
and the equilibrium models 
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F ig.5. Temperature profile in column and comparing 
the results of new model with Ammonia Unit of 
Razi Petrochemical Company experimental 
data, Electrolyte-NTRL and Kent-Eisenberg. 

As one can see the results of the present modeling 
of the absorber is very close to the experimental 
data. To show the deviation of the present model 
and the equilibrium models from experimental 
data of Razi Company, The Average Arithmetic 
Deviation (AAD) are used for partial pressure of 
CO2 and temperature in terms of stage number, 
and also the total number of trays as following: 

Exp

Expcal

P

CO

COCO
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PP
AAD

2

22100%)(         (30)  

Exp

Expcal

T T
TTAAD 100%)(          (31)  

Exp

Expcal

N N
NNAAD 100%)(         (32)  

Table 3 presents the AAD% of total number of the 
stages, partial pressure of CO2 and temperature of 
the top and bottom stages from Razi Company 
experimental data for the present work and the 
other two equilibrium-based models. 

Table 3. The results of the present model, Electrolyte-
NTRL and Kent-Eisenberg in compared to the 
data of Ammonia Unit of Razi Petrochemical 
Company 

 AAD% 

 
Present 
model 

Electrolyte-
NRT 

Kent-
Eisenberg 

yout (spec) 11.11 23.07 30.99 

T bottom  0.82 0.70 0.58 

T top  0.00 0.00 0.00 

Total Stages 0.00 10.00 45.00 

 
As one can observe the deviation of the present 
model is less than the equilibrium models. 
Moreover, a sensitivity analysis is carried out. So 
as Fig. 6 and 7 present the effect of changing in 
two parameters on the number of stages for 
achieving to the specific CO2 concentration level 
in exhausting gas.  
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F ig.6. the number of total stages versus change of the 
total column pressure for absorption of CO2. 
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F ig.7. The number of stages versus change of 
temperature of the lean amine for absorption of 
CO2. 

As one can see from Fig. 6, the number of trays 
required for CO2 absorption decreases as the 
pressure of the column increases. On the other 
hand, as Fig. 7 shows the number of trays required 
for CO2 absorption increases noticeably by 
increasing the temperature of the lean amine. 

!"#$%&'()*+%&#
 Using rate-based non-equilibrium approach, a 
new modeling of an absorption column was 
proposed. The absorber contactor was divided into 
the compartments so that each stage of the column 
is equivalent to a compartment which consisting of 
a mass transfer box and a bath reactor.  The model 
provided in this work was applied to study CO2 
absorption in an alkanolamine solution so that the 
number of trays of the column and partial pressure 
of CO2 in each stage were calculated by sequential 
simulation of the column through this new 
modeling.  This new approach for modeling of an 

absorption contactor is simple so that no need to 
use the wide group of differential equations. 
The results of the new model for absorption of 
CO2 into MEA solution were obtained so that the 
number of stages, temperature profile of the 
contactor and the partial pressure of CO2 are 
compared to Ammonia Unit of Razi Petrochemical 
Company experimental data. The results of the 
new model were compared with the two 
equilibrium models of Electrolyte-NTRL and 
Kent-Eisenberg models. 

,%-.&'(/0)1.#
a  specific contact area (cm2/cm3) 

A cross sectional area of the column (cm2) 

C concentration in the bulk of liquid 
(gmole/lit) 

Cp heat capacity (J/kgK) 

C CO2 concentration of CO2 in the liquid phase 
entering reactor (gmole/lit) 

D diameter of column (cm) 

G molar flux of gas phase entering the 
column (gmole/cm2s) 

Ginert  molar flux of inert gas entering the 
column (considering all components 
except CO2) (gmole/cm2s) 

H  

j tray number 

kam kinetic constant (m3/mol.s) 

ki rate constant (m3/mol.s) 

K1 forward first-order rate constant (1/s) 

K-1 backward  first-order rate constant (1/s) 

KGi overall mass transfer coefficient of 
component i (gmole/cm2satm) 

Kc equilibrium constant 

kg local  mass transfer coefficient of Gas 
phase (gmole/cm2satm) 

kl local mass transfer coefficient Liquid 
phase (cm/s) 

L volume flow rate of liquid phase (cm3/s)  

MWi molecular weight of i component 
(g/gmole) 



N total Number of column trays 

N mass transfer flux of CO2 based on mass 
transfer contact area (gmole/cm2.s) 

)( j
totalN  total amount of absorbed CO2 from first 

tray to jth tray (gmole/cm2.s) 
)( j

trayN
 

mass transfer of flux CO2 between (j+1)th 
tray and jth tray based on cross sectional 
area (gmole/cm2.s) 

P column total pressure (atm) 

Pi partial pressure of component i in the 
bulk gas phase (atm) 

Pi
* equilibrium partial pressure of 

component i in gas phase (atm) 
r reaction rate (gmole/lit.s) 

Tg temperature of gas phase (K) 

Tl temperature of liquid phase (K) 

V volume of liquid on tray (cm3) 

WMEA  MEA mass fraction in the bulk of liquid 
phase 

xCO2 mole fraction of CO2 in the bulk of liquid 
phase (in both reacted and unreacted 
form) 

Xi  conversion of i component in reactor. 

y CO2 mole fraction in the bulk of gas 
phase 

 
Greek letters 
 Liquid loading  (mole CO2/mole Amine)  

 density (kg/m3) 

 viscosity (Pa.s) 

 amine molar flow rate (kg mole/hr) 

 sum of the heats of both reaction and 
absorption (j/mole) 

 
Superscripts  
e equilibrium condition 

j tray number 

R reactor   

t total  

 
  Subscripts 
  am amine 

  g gas phase 

  i species 

  l liquid phase 
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Engineering Application of Exergy Analysis: Gas 
Recovery System in Steel Industry 

Sergio Usóna, Javier Uchea, Juan José Arribasb, Rocío Llerac and Alicia Valeroa 

Abstract:  The Basic Oxygen Furnace (BOF) for steel making produces a stream of waste gas at high 
temperature which contains carbon monoxide. Accordingly, its proper recovery entails important 
energy savings in the steelmaking process. Exergy analysis is applied in this paper to analyze a 
system designed to use both thermal (in order to produce steam) and chemical energy of this gas. The 
system is characterized by transient operation and storing of both gas and steam. Actual plant data is 
used to calculate time evolution of exergy flows and irreversibilities. Besides, integral indicators are 
defined for characterizing the whole recovery cycle. The analysis provides important conclusions for 
improving plant operation, in order to maximize recovered exergy. 
Keywords:  exergy analysis, gas recovery, basic oxygen furnace 

1. Introduction 

2. Development of the model.  
2.1. Description of the system 
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2.2. Thermodynamic model. 

 2.2.1. Gas flows  

2.2.2. Water/steam flows  

 
 

 

2.3. Exergy analysis. 



2.4. Parameters for characterizing the 
whole cycle. 

 

3. Results  

3.1. Exergy and irreversibility versus 
time. 





3.2. Integral cycle indicators. 
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Multistage Production Decision Model under the 
Deregulated Electricity Market (For CCGT) 

Samira Fazlollahia, Dr. Julián Barquín Gilb, 

a EPFL, Lausanne, Switzerland 

b Universidad Pontificia Comillas, Madrid, Spain 

Abstract:  In this paper, we propose a new methodology which is called multi stage production 
decision model that is suitable for companies with multi business line (gas distribution and Electricity 
generation) in the deregulated electricity market. We also consider computationally efficient procedures 
to solve it. Under these conditions, a company, who owns gas for selling in the gas market and also for 
producing electricity, is able to compare between these two markets in order to allocate the optimal 
quantity of gas for selling in the gas market and using it to produce electricity and sell it in the electricity 
market. We express the multi stage optimization problem in which the objective is to maximize 
expected profits and decisions are required to meet the standard operating constraints, under the 
assumption of competitive market and price taking. The volatility of the spot market price of electricity is 
represented by a stochastic model based on the pervious study and it is not in the scope of this paper. 
The mixed integer linear programming is used to solve the optimization problem. 
 
Keywords:  Electricity market, production decision model, MILP, UCP, 

 

1. Introduction 

In the electricity market, electricity price and the 
quantity of production are two main issues for 
utilities. In the regulated electricity market, 
Utilities are price taker which means they could 
not determined the electricity price with open 
competition and the price determined by central 
decision. In this case just quantity of production is 
the main issue for utilities and it is calculated by 
using the centralized Unit Commitment Method 
[1], in the short term based on the cost 
minimization. 

Under the deregulation, the electricity price set by 
open competition so both electricity price and 
quantities of production are key issues for 
producers.  

In this deregulated market the unit commitment 
method (UCP) for an electric power producer; will 
require a new formulation that includes the 
electricity market properties. As mentioned before 
the main difficulty here is that the spot price of 
electricity is no longer predetermined but set by 
open competition. Thus far, the hourly spot prices 
of electricity have shown evidence of being highly 
volatile. The unit commitment decisions are now 

more difficult and the modeling of spot price 
becomes very important in this new operating 
environment. 

The problem is more complicated for companies 
with multi business line in gas and electricity, 
because these companies could switch between 
these two markets in order to maximize their 
benefits. 

In this research new methodology, for solving this 
problem, is proposed, which we call it “multi stage 
production decision model for companies with 
multi business line - in a deregulated market”, and 
beside that the tools for implementing and using 
the mode are designed. This model implemented 
in the gas company in Spain but because of 
confidentially, in this paper we just present 
validation and verification results and not any 
other result. 

Based on this short introduction the research 
motivation is: 

To propose the suitable Model in deregulated 
electricity Market for the company with two 
businesses line in Gas and Electricity which covers 
the following conditions: 
 The deregulated Market properties 



 The flexibility of these companies to switch 
from one market to another in regulatory 
framework 

 The model in different time horizontal for a 
short and midterm planning. 

 The flexible model which could run very fast 
with user friendly interface  

These are the main motivation of this research. 

The proposed model consists of three main stages: 
 The electricity price forecasting 
 The calculation of the marginal value of the gas 
 The calculation of the optimal schedule of 

electricity production 
In the first stage by using stochastic model, the 
hourly electricity price in the market for short 
term, midterm and long term is estimated. For this 
purpose, first we need to estimate the average 
electricity price. Then we could forecast hourly 
electricity price based on the estimation of average 
electricity price.  

There are different methods in the literature for 
average electricity price forecasting [2], [3], [4], 
[5], [6], [7], [8], [9] and [10]. These methods could 
be categorized into three groups, a. Game theory 
models b. Simulation models c. Time series [11]. 

In this research we used MARAPE model. This 
model, referred to as the probabilistic production-
costing model, incorporates the stochastic features 
of load and generator availabilities [12] The 
objective of this model is to allow the electricity 
company to evaluate the future evolution of the 
prices in the market in the midterm, i.e., ranging 
from one month to four or five years, both 
quantitatively and qualitatively.  

In the proposed model the average electricity price 
for long term and mid term, like one month, is not 
useful and we need hourly electricity price 
estimation. We suggest using financial price 
approach [13], [14], [15] to estimate hourly 
electricity price by using historical data and 
average electricity price estimation as an input 
data. Finally the output of this step is hourly 
electricity price estimation (part 3.1). 

The second step of the proposed model is the gas 
model for computing the gas marginal value and 
its optimum allocation for producing the electricity 
in the electricity market. We proposed the 

optimization approach to calculate the marginal 
value of gas. 

The objective function of Gas model, therefore, is 
to obtain optimal allocation of gas for producing 
the electricity in thermal power plants so as to 
meet the system limits at a maximum benefit, 
maintaining a suitable level of reliability and 
guaranteeing compliance with system (technical, 
environmental and regulatory) constraints. The 
main idea is calculating the shadow price of Fuel 
balance equation, which is the marginal value of 
gas for producing the electricity. In other words 
how much the benefit will change by adding one 
extra unit of gas for producing the electricity? In 
this way the company could compare the gas price 
in the gas market with this marginal value and if 
this marginal value is higher than the gas price in 
the gas market then it is better to allocate more gas 
for producing electricity instead of selling the 
original gas (part 3.2). 

The third step is the calculation of the optimal 
electricity production schedule. In this stage we 
propose the optimization mathematical model. The 
objective of this model, therefore, is to obtain an 
hourly schedule for each thermal power plant so as 
to meet the system limits at a maximum benefit, 
maintaining a suitable level of reliability and 
guaranteeing compliance with system (technical, 
environmental and regulatory) constraints.  

Finally the optimization method with Mixed 
Integer Linear Programming (MILP) techniques 
for maximizing the Market revenue is proposed to 
calculate the third stage which is the hourly 
schedule of electricity production for each plant, 
taking in to account the technical characteristic of 
thermal plants and limited gas fuel (part3.3). In 
this part the electricity is an input data which is 
estimated in the first step so the model is represent 
the unit commitment  method (UCP). 

In order to implement the mathematical model we 
need to design a tool. GAMS is a good software 
for simulating and running the optimization model. 

Excel is used for data structuring and also as an 
interface.  

Each company with multi business lines in gas and 
electricity could use this model in order to: 



 Calculate the optimal allocation of the Gas 
quantity for gas and electricity market by 
computing its marginal value  

 Calculate the optimal production schedule of 
electricity for  each plant 

 Considering computationally efficient 
procedures to solve the model and use a user 
friendly tool for it, which is run very fast. 

This paper is organized as follows: Section 2 
explains the Methodology. Section 3 describes the 
proposed model, where as Section 4 focuses on 
model testing which is used to validate the model 
and, finally, Section 5 provides some conclusions. 

2. Methodology overview 

We use optimization method based on mixed 
integer linear programming (MILP) to solve the 
problem. In the following paragraph we will 
explained in details that why we used this method 
and what system optimization method is.  

In mathematics, optimization or mathematical 
programming refers to choosing the best element 
from some set of available alternatives. It refers to 
where there are multiple options but optimization 
is all about choosing the best one, it is the search 
for optimum strategies. 

In the simplest case, this means solving problems 
in which one seeks to minimize or maximize a real 
function by systematically choosing the values of 
real or integer variables from within an allowed 
set. This (a scalar real valued objective function) is 
actually a small subset of this field which 
comprises a large area of applied mathematics. 
More generally, it means finding "best available" 
values of some objective function given a defined 
domain, including a variety of different types of 
objective functions and different types of domains. 

If the unknown variables are all required to be 
integers, then the problem is called an integer 
programming (IP) or integer linear programming 
(ILP) problem. In contrast to linear programming, 
which can be solved efficiently in the worst case, 
integer programming problems are in many 
practical situations (those with bounded variables) 
NP-hard. 0-1 integer programming or binary 
integer programming (BIP) is the special case of 
integer programming where variables are required 

to be 0 or 1 (rather than arbitrary integers). This 
problem is also classified as NP-hard, and in fact 
the decision version was one of Karp's 21 NP-
complete problems. 

If only some of the unknown variables are 
required to be integers, then the problem is called 
a mixed integer programming (MIP) problem. 
These are generally also NP-hard. 

Advanced algorithms for solving integer linear 
programs include: 
 cutting-plane method  
 branch and bound  
 branch and cut  
 branch and price  

Branch and bound (BB) is a general algorithm for 
finding optimal solutions of various optimization 
problems, especially in discrete and combinatorial 
optimization. The method was first proposed by A. 
H. Land and A. G. Doig in 1960 for linear 
programming1 

2.1 General description 

For definiteness, we assume that the goal is to find 
the minimum value of a function f(x) (e.g., the 
cost of manufacturing a certain product), where x 
ranges over some set S of admissible or candidate 
solutions (the search space or feasible region). 
Note that one can find the maximum value of f(x) 
by finding the minimum of g(x) =  

A branch-and-bound procedure requires two tools. 
The first one is a splitting procedure that, given a 
set S of candidates, returns two or more smaller 
sets whose union covers S. Note that 
the minimum of f(x) over S is

, where each vi is the 
minimum of f(x) within Si. This step is called 
branching, since its recursive application defines a 
tree structure (the search tree) whose nodes are the 
subsets of S. 

It was the short explanation about the 
methodology which is used for solving the 
problem. 

2.2 Dynamic Hypothesis 

                                                      
1 http://www.csulb.edu/~obenli/Research/IE-encyc/bb.html 



The following assumptions are considered in the 
model: 

 We just consider one firm in optimization 
model  

 The transmission grid is not included in the 
model 

 We Just consider the combined-cycle plants as 
a technology 

 That is called the single node approach 

 The chronological evolution of the system hour 
by hour must be modeled. 

 The time wise representation of hourly period 
is used 

 An uncertainty is not considered, a 
deterministic approach is used 

 Increasing in the gas consumption in each step 
of running the model is small 

 The Constance start up duration for startup 
ramp is considered 

 The  efficiency curve  (input – output curve) for 
each thermal plant is considered as linear 
function 

In the next part the model specification will 
explained. 

3. Model specification 

The purpose of this part is to explain the proposed 
multi stage production decision model in details 

3.1 Multi stage production decision model 

In the electricity market, electricity price and the 
quantity of production are two main issues for 
utilities and the unit commitment method (UCP) 
for an electric power producer will require a new 
formulation that includes the electricity market 
properties. As mentioned before the main 
difficulty here is that the spot price of electricity is 
no longer predetermined but set by open 
competition. The problem is more complicated for 
companies with multi business line in gas and 
electricity, because these companies could switch 

between these two markets in order to maximize 
their benefits, so they need flexible model to help 
them for making a decision. 

For this purpose, we propose the new model which 
consist of three stages :1) electricity price 
forecasting for each hour during the time horizon, 
2)calculation of gas margin for different available 
quantity of gas to produce electricity,3) optimum 
schedule of electricity production based on profit 
maximization, taking into account relevant 
technical and operational constraints of the 
generation system. 

 In the first stage the hourly electricity price in the 
market for short term, midterm and long term is 
estimated by using stochastic model. The optimal 
allocation of gas quantity for electricity power 
production is done in the second step. The outputs 
of the first and the second stage are inputs for the 
third stag which is the single firm commitment 
problem (figure 3). 

 

Figure 1: multi stage production decision model 

We show that when the spot price of electricity is 
estimated in the first step, it is used in the second 
step as an input data. By using this input data in 
the second step, the marginal value of the gas can 
be calculated for different quantity of gas. The gas 
margin for each quantity should compare with gas 
price in the market. If the gas Margin is higher 
than the gas price then it is better to allocate more 
gas for electricity production instead of selling the 
gas. After fixing the available quantity of gas for 
electricity production, again we should run the 
first step model to update the electricity price 
estimation; because when the electricity 
production is increased by using more gas, then 
the electricity price in the market will change 
because of increase in the supply side. The stage 
one and two behave like one loop. This procedure 
could be continued up to the point where the 
electricity price doesn’t change significantly from 
one run to another. 

In the previous Market modeling with the price 
clearing process as exogenous to the firm’s 



optimization program, the influence of the firm’s 
decisions on the market clearing price neglects but 
in the proposed model this influence considers by 
defining a loop between the first and second stage. 
As mentioned before, in the first stage the hourly 
electricity price in the market is estimated by using 
stochastic model and one of the input data for this 
step is the available quantity of gas for producing 
electricity. The optimal allocation of gas quantity 
for electricity power production is done in the 
second stage based on the output of the first stage 
and also comparing the marginal value of gas in 
electricity market and the gas price in the gas 
market. we should put again this new quantity of 
gas in the first step in order to update the 
electricity price, this loop will continue up to get 
the equilibrium point between electricity price and 
optimal quantity of gas. The outputs of the first 
stage, electricity price, and the second stage, 
available gas quantity, are inputs for the third stag 
which is the single firm commitment problem with 
the maximization objective function Figure 3 
present the proposed procedure.  

3.1 Step one: Electricity price forecasting 

In liberalized electricity markets power producers 
face a wide range of decision problems that 
require modeling of electricity prices as a crucial 
input.  

In the highly liquid and developed financial 
markets the literature on price modeling is 
extensive. To predict future price developments, 
analysts use both technical analysis based on 
patterns in historical market price movements and, 
fundamental analysis based on expectations about 
the development in the underlying market price 
drivers [7]. Electricity markets worldwide are still 
in the development phase and not surprisingly 
there exists conflicting views about the value of 
such modeling tools in electricity markets. 

In this step, the main Idea is to estimate the 
Average of the electricity price for specific periods 
of time, for instance one month, and then estimate 
the electricity price for each hour by using one of 
the electricity price modeling methodologies. 

3.1.1 Price estimation for each hour 

In this research we used financial price approach 
to estimate the hourly electricity price, based on 
the historical data and the estimation of average 

electricity price for each month. The average 
electricity price is estimated by using MARAPE 
model [12]. This model, which is referred to as the 
probabilistic production - costing model, 
incorporates the stochastic features of load and 
generator availabilities. 

In financial price approach the time dynamics of 
market prices is driven by stochastic processes 
generally in the form of stochastic differential 
equations and parameters are estimated using 
market data such as historical spot and derivative 
prices. 

As mentioned before, the out put of this step is the 
estimation of hourly electricity price and it is the 
input for the second and third steps. 

3.2 Step two: Calculation of the gas 
marginal value  

The second step of the proposed model is the gas 
model for calculation of its marginal value. The 
objective of Gas model, therefore, is to obtain 
optimal allocation of gas for producing the 
electricity in thermal power plants so as to meet 
the system limits at a maximum benefit, 
maintaining a suitable level of reliability and 
guaranteeing compliance with system (technical, 
environmental and regulatory) constraints. The 
main idea is calculating the shadow price of Fuel 
balance equation, which is the marginal value of 
gas for producing the electricity or in the other 
words how much the benefit will change by 
adding one extra unit of gas for producing the 
electricity. In this way the company could 
compare the gas price in the gas market with this 
marginal value and if this marginal value is higher 
than the gas price in the gas market then it is better 
to allocate more gas for producing electricity 
instead of selling the original gas. 

The output of the first stage - electricity price – is 
an input data for this step and it is the most 
important model’s characteristic, which means 
price is an exogenous variable for second stage so 
in order to solve the problem the levels of market 
modeling which represents the price clearing 
process as exogenous to the firm´s optimization 
program is needed.  

Consequently, traditional Linear Programming 
(LP) and Mixed Integer Linear Programming 
(MILP) techniques can be employed 



Gas model covers: 
 Calculation of Marginal value of gas in 

electricity market 
 optimal allocation of gas for producing the 

electricity  
It is possible to run the model for more than one 
month in case of significant CPU time. When the 
model become bigger and bigger then it is not easy 
to solve it in a short CPU time. 

3.2.1 Model formulation 

In order to build the Mathematical model it is 
necessary to know: which kinds of constraints 
does the system have, what are the interested 
outputs and result and what are the objective 
function, decision and state variables inside the 
model. In the following paragraphs these items 
will be explained. 

3.2.1.1 Objective function 

The objective function is the maximization of 
benefit in electricity market by considering the 
revenue and the operation cost, Eq. (1).  

-cost [!]                    (1)   

Revenue [!] itself is equal to Electricity price in 
each period (EPp) multiplied by power production 
(qgp) in each period (p) and in each thermal 
plant(g), Eq. (2). 

Revenue [!] =                                (2) 

Total cost per unit of gas consist of the cost for 
getting access to the gas network for each plant 
(ATRg , [!/MWhpcs]) plus emission cost which is 
Factor emission (FEg , [ton/MWhpcs]) multiplied 
by Co2 cost (CO , [!/ton]) . The total amount of 
gas consumption is calculated by using the Input- 
Output (efficiency) curve of each unit. The 
characteristic input-output curve (efficiency of 
each thermal unit) that relate gross output to 
consumption in fuel vary depend on the plant 
technology (coal, fuel-oil, gas, CCGT). In short 
term operation model the fuel cost is generally 
expected as a quadratic function of output. We use 
the historical data of net power output and the 
corresponded gas consumption in the case 
company in order to draw this curve. The result 
shows the linear relation between gas consumption 

and power generation2. g is the fix term of the 
input-output (efficiency) cu g 
is the linear term of this curve [MWhpcs/ MWh]. 

The second part of the cost is equal to start up cost 

in each period for each plant (ypg) plus shutdown 
g) multiplied by shutdown 

decision in each period for each plant (Zgp) and 
plus operation cost for each plant (Og) multiplied 
by working hour of each plant (Ugp) Eq. (3). 

3.2.1.1 Model constrains 

In this optimization model, besides the objective 
function, there are some constraints which are 
related to limited resources and time like Fuel 
balance equation, Upper and lower output limits, 
Ramp constraints. This part describes these 
constraints. 

Total amount of Gas which is available for 
consuming in thermal units (GAS) for producing 
electricity during the specific period is fixed and 
predetermined in step two, so the total amount of 
gas consumption, should be lower than total 
amount of available gas (GAS) during the given 
period Eq. (4).  

g and g are 
representing the efficiency curve, qgp is a Power 
produced by thermal plant g in period p, Ugp is a 
binary Commitment decision variable (0, 1) and 
finally GAS is a available amount of gas for intra 
period.

set cannot produce power above their 
maximum capacity or below their minimum stable 
load. A binary variable, Ugp, is introduced the 
thermal unit connection or disconnection. When 
the thermal unit is connected (after the start up and 
before the shutdown ramp period) its output only 
adapts values within the minimum stable load 
(qming) and its maximum capacity (qmaxg) Eq. 
(5,6).  

                                                      
2  In fact it is not linear but we consider the linear 
approximation 



                                           (5) 

                                                 (6) 

In order to define the ramp constraint another 
variable could be defined to make the deference 
between the production in the ramp period and 
other period Eq. (7)  

´   Or  

´          (7) 

q´gp is the power above the minimum stable load. 
This formulation is very useful to split the input-
output curve or define the start up and shutdown 
ramp 

These constraints, also known as load gradient 
constraints, limit the variations in power output in 
two consecutive periods. The ramping up and 
down constraints is formulated as bellow Eq. (8,9): 

There is start up cost and production which are 
related to start up ramp. There is assumption of 3 
hours start up ramp, and one hour for shutdown 
ramp. Based on expertise Idea this assumption 
doesn’t have huge effect on the result Eq.(10, 11). 

We define Rmaxgp and Rmingp for each plant in 
each period to show the maximum and minimum 
limit of power production considering the 
production during start up and shutdown ramp Eq. 
(12-13). 

Where “s” is equal to 3 hours for startup ramp. 

If we define Rmax and Rmin by using the above 
formula then it is not necessary to consider the 
equations 5 and 6. The Eq. (14) represents the 
relation between, start up (ypg), shutdown (Zpg) and 
unit commitment (Upg) decision variables: 

 
Minimum shut down and operating time 
constraints requires for thermal units to remain on 
or off for certain number of hours after startup or 
shut down before being shut down or start up 
again. The aim is to prevent boiler wear and 

defined as the minimum shut down time for set g 
and  Eq. (15,16): 

The limit number of start up could be presented by 
Eq. (17, 18) 

Where P’ is the first period of each day, which 
means this constrain is define for each day. The 
first constrain shows that, the total number of 
starts per day should be lower than 3 times. And 
the second constrain shows there isn’t any start up 
after specific hour of each day

3.2.2 Expected out put 

By running this part of model, we are interested to 
know a) the added Value of the gas by allocating 
one extra unit of gas for producing the electricity 
in order to do the tradeoff between producing the 
electricity and selling the gas in the gas market, b) 
The optimum quantity of gas for producing the 
electricity. 

3.3 Step three: Optimal schedule of 
electricity production 



The third step of the proposed model is the 
calculation of the optimal electricity production 
schedule.

In the short term, intervals ranging from one week 
to one month, decision makers are faced with the 
problem of optimal hourly scheduling for thermal 
plant. In the competitive market this problem is 
more complicated. Set start up and shutdown 
decisions are impact by the shape of the electricity 
demand curve over the time. In our model, the 
demand curve considered in the first step in order 
to estimate the electricity price so here we will 
consider the estimated electricity price during the 
specific period instead of demand curve to 
calculate the optimal schedule of electricity 
production. In other words, the output of the first 
stage - electricity price – and the optimal quantity 
of gas are input data for this step and it is the most 
important model’s characteristic, which means 
price is an exogenous variable for second stage so 
in order to solve the problem, like the second step, 
the levels of market modeling which represents the 
price clearing process as exogenous to the firm´s 
optimization program is needed.  

The objective of monthly model, therefore, is to 
obtain an hourly schedule for each thermal power 
plant so as to meet the system limits at a maximum 
benefit, maintaining a suitable level of reliability 
and guaranteeing compliance with system 
(technical, environmental and regulatory) 
constraints. 

Monthly scheduling models cover: 
 Generating set operation, including startup 

and shout down decisions and provisional 
hourly scheduling for all generator set. 

 Economic considerations, with operating 
and marginal cost forecasting. 

It is possible to run the model for more than one 
month in case of significant CPU time. When the 
model become bigger and bigger then it is not easy 
to solve it in the short CPU time. 

3.3.1 Model formulation 

The model of the third stage is more or less the 
same as the second step, It has the objective 
function of maximizing benefit and constrains of; 
Fuel balance equation, Upper and lower output 
limits, Ramp up and down constraint, Start up and 
shut down ramp constraint, Logic coherence start 

up, commitment and shut down constraint, 
Minimum shut dawn and operating time 
characteristic, limit in number of Start up (part 
3.2.). 

The decision variables are the generation power
Power generated in period p with thermal plant 

g [MW]. Start up and shut down decision variables 
or unit commitment decision: Commitment 
state of thermal plant t in period p (0, 1),
Startup decision in thermal plant g at the 
beginning of period p (0, 1), Shutdown 
decision in thermal plant t at the beginning of 
period p. 

In addition it is possible to consider the state 
variables like Operational cost in period p [!] 
or fuel consumption

By running this part of model, we are interested to 
know; a) the fuel of each plant for producing 
electricity in predetermined period b) the hourly 
schedule of each plant and start-up shutdown 
planning, for a given period of time, c) the 
estimated benefit and added value of each scenario 
based on gas price and available amount of fuel. 
The model could easily provide these results. 
 
 3.4 Size of the model 
The proposed model is solved by using the mixed 
integer linear programming based on branch and 
bound algorithm. In this way of programming, the 
number of binary variables has a significant effect 
on running duration. In order to solve the model as 
fast as possible we should reduce the number of 
binary variables in the model by using the efficient 
formulas. 
For presenting the minimum operation and shout 
down duration we could use formula with several 
binary variables based on literature, but we 
proposed to use following ones in order to reduce 
the number of binary variables. Consequently, the 
running duration decreased significantly Eg.(19-
20). 

To determine the size of the model, the number of 
variables and constrains should be determined. 



The Monthly model in the case of considering 9 
thermal plant; has 28275 variables. 
The model consist of several constrains, 6 
constrains per period per thermal plants, 2 
constrains per period and 4 free constrains, which 
means the total number of constrains are equal to 
41668. 
 
The monthly model runs in 45 second and it takes 
65 second for reading the data from GAMS and 
importing them in excel. The model is quite fast. 
 
The model for three months, consist of 84819 
variables and the total number of constrains are 
equal to 124996. 
 
This model runs in 12 minutes for running the 
model and reading the data from GAMS and 
importing them in excel. 
 
The models are quite fast, especially for one 
month when the company is interested to running 
the model several times for checking different 
changes in parameters and input data. 
 

4. Model testing 

Investigating the suitability of a model for 
intended objective is very crucial part of our 
model study.  

As mention before, this model implemented in the 
gas company in Spain but because of 
confidentially, in this paper we can not present any 
result but we did validation and verification test to 
make sure the model is correct and valid and the 
expertise in the company analyzed the result. The 
tests which are done are explained in this part. 

For the first step of proposed model -electricity 
price forecasting- we used the available model and 
methodology - which is presented by other 
researcher [12], the evaluation of this model, had 
don by authors so it is not necessary to evaluate it 
again. We test other two steps of model by using 
two methodologies, verification and validation, in 
order to evaluate the suitability of the proposed 
model. 
 
Several tests had performed on Gas model, e.g 
checking the code, dimension analysis, numerical 
error analysis, extreme analysis, expertise 
evaluation and Sensitivity analysis. The model has 

passed them all; and the results were valid and  
accurate enough from the expertise point of view. 
therefore it is suitable for its purpose. 
 
The most sensitive factor is electricity price which 
depend on the quality of output in the First step of 
proposed model. With the better model for 
forecasting the electricity price the efficiency of 
gas model also will increase. 
 
The same tests had performed on the third step of 
model. The model had passed them all; therefore it 
is suitable for its purpose. In this step the most 
sensitive factor was again the electricity price 
which depends on the quality of the output in the 
First step of proposed model. 
 
If better model for forecasting the electricity price 
could be found then the efficiency of model will 
increase. 

5. Conclusion 

In this paper the proposed model, new multi stage 
production decision model for companies with 
multi business line, in a deregulated market, is 
explained. 
 
The model consists of three stages: 

1. The electricity price forecasting 
2. The calculation of the marginal value of 

the gas 
3. The optimal schedule of electricity 

production 

In the first stage the hourly electricity price in the 
market for short term, midterm and long term is 
estimated based on the stochastic model. For this 
purpose, first we need to estimate the average 
electricity price and then forecast hourly electricity 
price by considering average electricity price 
estimation as an input.  
 
There are different methods in the literature for 
average electricity price forecasting. We used 
MARAPE model in this research. This model, 
which is referred to as the probabilistic 
production-costing model, incorporates the 
stochastic features of load and generator 
availabilities [12]. The objective of this model is to 
allow the electricity company to evaluate the 
future evolution of the prices in the market in the 



middle term, i.e., ranging from one month to four 
or five years, both quantitatively and qualitatively.  
 
In the proposed model the average electricity price 
is not useful and we need hourly electricity price 
estimation. We suggest using financial price 
approach to estimate hourly electricity price by 
using historical data and average electricity price 
estimation as an input data. Finally the output of 
this step is hourly electricity price estimation (part 
3.1). 
 
The second step of the proposed model is the gas 
model to calculate the gas marginal value and its 
optimum allocation for producing the electricity in 
the electricity market. We proposed the 
optimization mathematical model to calculate this 
gas marginal value. 
 
The objective of Gas model, therefore, is to obtain 
optimal allocation of gas for producing the 
electricity in thermal power plants so as to meet 
the system limits at a maximum benefit, 
maintaining a suitable level of reliability and 
guaranteeing compliance with system (technical, 
environmental and regulatory) constraints. The 
main idea is calculating the shadow price of Fuel 
balance equation, which is the marginal value of 
gas for producing the electricity or in the other 
words how much the benefit will change by 
adding one extra unit of gas for producing the 
electricity. In this way the company could 
compare the gas price in the gas market with this 
marginal value and if this marginal value is higher 
than the gas price in the gas market then it is better 
to allocate more gas for producing electricity 
instead of selling the original gas (part 3.2). 
 
The third step of the proposed model is the 
calculation of the optimal electricity production 
schedule. In this stage we propose the optimization 
mathematical model. The objective of this model, 
therefore, is to obtain an hourly schedule for each 
thermal power plant so as to meet the system 
limits at a maximum benefit, maintaining a 
suitable level of reliability and guaranteeing 
compliance with system (technical, environmental 
and regulatory) constraints. The optimization 
method with Mixed Integer Linear Programming 
(MILP) techniques for maximizing the Market 
revenue is proposed to calculate the hourly 
schedule of electricity production for each plant, 
taking in to account the technical characteristic of 
thermal plants and limited gas fuel (part3.3). 

 
In order to implement the mathematical model we 
need to design a tool. GAMS is a good software 
for simulating and running the optimization model 
but it doesn’t have a good interface. It is possible 
to make a connection between GAMS and excel so 
excel could be used as an interface. 
In this way we designed the tool to implement and 
use the mathematical model. 
 
We did validation and verification test to evaluate 
the accuracy of model. It is done in the gas 
company in Spain and the expertise in the 
company analyzed the results of all validation and 
verification tests like dimension analysis, 
numerical error analysis, extreme analysis and 
Sensitivity analysis. 
 
The model has passed them all; and the results 
were valid and accurate enough from the expertise 
point of view. Therefore it is suitable for its 
purpose 
 
5.1 Future Research 
In this research we consider several assumptions. 
For future work it will be interesting to work on 
these assumptions. For instance we considered the 
linear start up ramp but it is not the real case. The 
startup ramp depends on shutdown duration before 
start up but in the proposed model the start up 
ramp is defined linear in order to solve the model 
with mixed integer linear programming. For future 
work it is interesting to define it as a non linear 
function and try to solve the model with other 
methodology. 
 
On the other hand, in the proposed model there are 
three steps and each of them solves one after 
another but the best case is to solve them at the 
same time. For this purpose we need a very 
complicated non linear model which could 
calculate the electricity price and production 
schedule simultaneously. It could be an interesting 
work for future research in order to get more 
realistic results. 
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Abstract:  Steam has an impressive role in energy needs for industries because more than half of the 
fuel consumption is used in steam networks. Amount of fuel consumption in the network is varied due 
to boilers and other fuel components .In addition, overall operating costs increase sharply by 
processing and revamping costs and also maintenance costs. Thus the amount of energy save in fuel 
costs will dramatically reduce steam production costs if the optimization modeling is truly implemented 
in the plants. Central utility of IRANLNG Plant will be evaluated in this paper as a case study. The sour 
wet gas is supplied to IRANLNG by dedicated facilities, producing the raw gas from SOUTH PARS 
field. The main power generation facility in the plant is located in the utility area and consists of five gas 
turbine generators and HRSGs and two steam generators, which supply the required power for 
Liquefaction Units and other parts of two trains. Then, various scenarios could be proposed to modify 
the network. In this regard, computer code has been developed in GAMS environment for simulating 
steam network in different condition. Also, optimization has been performed in GAMS software through 
integration of simulation results. The objective of the optimization problem is minimum Total Annualized 
Cost (TAC).  

           Keywords:  Steam Network, Simulation and Optimization, minimized total cost. 
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2. Problem Definition  

 

3. Overview of Methodology 



Fig. 1.  The Overall Methodology 

 

4. Mathematical Formulation of 
Optimization Model 

 
4.1. Objective Function 

 

 
 
 



4.2. Parameters 
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5. Combined Pinch and Exergy 
Analysis (CPEA) 

 

6. Case Study 

7. Simulation and Optimization 

8. Result 



Fig. 2.  HRSG and Steam Turbine Connections 

Table 1.  Reference Case Data. 

Fig. 3.  HRSG with 2 pressure stage which replaced 
with one stage 

Fig. 4.  CPEA 

Table 2.  Reference Case Data 

Nomenclature 
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European Symposium on Computer Aided 
Process Engineering-2. 

Ind. Eng. Chem. Process Des. 
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Ind. Eng. Chem. Res., 
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Appendix A:  
Capital Cost calculassions   
(Bruno et al.) [4] 

 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

 
 



 




































