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PREFACE 

 
 
 

Energy plays a major role in human societies. The supply of 
energy services is also a major contributor to the global and, 
too often, local environmental problems the World is facing. 
According to the International Energy Agency, actions to 
target future CO2 concentrations in atmosphere below either 
550ppm, or even below 450ppm, will have to be primarily 
focused on efficiency. A broader use of renewable, nuclear 
power and perhaps carbon sequestration will also contribute. 
To maintain a viable economic development these actions will 
have to be cost effective while globally reducing all emissions 
and caring about energy and material resources. A systemic 
approach is therefore essential to get a holistic vision, design 
better systems and optimize money and resources utilization. 
 
The ECOS conferences have a long tradition in fostering the 
key aspects and the scientific knowledge that are essential 
for the engineers. The organizers of this 23rd edition are 
proud to acknowledge one of the largest participation ever 
with many original and high quality papers. 
 
Our thanks go to the authors who accepted to travel from all 
continents and meet in Lausanne to present and share their 
scientific contributions. Many thanks also to all reviewers and 
members of the scientific committee who contributed to the 
quality of these proceedings. The conference chairmen are 
also grateful to the local organizing team including in 
particular, Nicolas Borboën, Stina Zufferey, Brigitte Gabioud, 
Yannick Bravo, Suzanne Zahnd and Irène Laroche. Many thanks 
also to the other members of the Industrial Energy Systems 
Laboratory of EPFL, the MEDIACOM EPFL team and the 
sponsors who greatly helped the organization of this fruitful 
event. 
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67/2$*,28 Stirling and Ericsson engines each have great potential for many applications, including 
micro-cogeneration, solar power, and biomass. However, ideal cycles of both types of engines are 
difficult to achieve in practice because neither isothermal compression nor isothermal expansion is 
practical with reciprocating piston engines or with turbomachinery. On the other hand, scroll 
compressor and expander can be very suitable for effective cooling and heating because of the high 
area-to-volume ratio of scroll geometry or the application of two-phase flow. To achieve quasi-
isothermal compression, either a large amount of liquid is injected into the inlet of the compressor or 
the compressor is externally cooled by liquid. Similarly, for quasi-isothermal expansion, either hot liquid, 
such as thermal oil, is injected into the inlet of the expander or the expander is externally heated by a 
heat source. In this current study, we have undertaken a theoretical investigation of thermodynamic 
analyses of several kinds of scroll-type engines, in particular with regard to associated compression 
and expansion processes, adiabatic or quasi-isothermal processes, and the highest cycle temperature. 
We selected power density, or thermal efficiency, as an objective function, and then deduced optimal 
design parameters for the scroll-type engine.  !
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Abstract:  Climate change, environmental legislation and binding targets for renewable 
energy, alongside an increased focus on the economic benefits of energy and fuel 
conservation, are driving the adoption of new technologies as sources of energy. With these 
dynamics, it is evident that waste heat recovery technologies can play a key role in reducing 
the dependency on fossil fuels and in meeting future energy needs. These technologies can 
be important in reducing the CO2 footprint of existing fossil power generation and 
achievement of renewable energy targets. Since the recovered heat is effectively ‘free of 
charge’, there is a direct positive impact on the energy costs to the end user. There has been 
considerable focus on the recovery of high temperature waste heat but less attention has 
been paid to the extensive opportunities that exist to recover lower grade heat. This paper 
focuses on the Organic Rankine Cycle (ORC) as an effective technology for low to medium 
temperature heat recovery. Recovery of low to medium temperature waste heat from 
installations such as power plants, diesel & gas generators, and industrial plants using ORC 
technology can provide additional electrical output, thus boosting overall efficiency and 
reducing the ratio of emissions/kWe produced. When available process heat cannot be 
readily utilized to satisfy a thermal requirement, Organic Rankine Cycle offers flexibility since 
the additional electrical output can be used in many ways, eliminating the associated 
expense and engineering required to use this heat in methods that require site-specific 
design. The availability of a non-flammable working fluid with appropriate thermophysical 
properties is an important aspect affecting the efficiency of the Organic Rankine Cycle. This 
paper describes the properties of HFC-245fa and discusses its potential application in power 
generation systems. The commercially available Refrigeration Grade HFC-245fa meeting 
Air-Conditioning and Refrigeration Institute Standard 700 has provided a viable option for 
safe, flexible, and economically efficient conversion of waste heat to electric power using 
Organic Rankine Cycle technology. 

Keywords:  HFC-245fa, Organic Rankine cycle, geothermal energy, bottoming cycle. 

1. Introduction 
Predictions of the growth in energy consumption 
around the world offer a clear picture that fossil 
fuel energy resources alone will not be capable of 
meeting future energy requirements. Additionally, 
climate change, environmental legislation and 
binding targets for renewable energy, alongside an 
increased focus across the manufacturing sector on 
the economic benefits of energy and fuel 
conservation, are driving the adoption of 
alternative technologies as sources of both thermal 
and electrical energy. On the basis of these 
dynamics it is evident that heat recovery and waste 
heat recovery technologies can be important in 

reducing the dependency on fossil fuel power. To 
date, both the industrial world and the power 
generation sector have predominantly focused on 
the utilization and recovery of high temperature 
heat and waste heat, but less attention has been 
paid to the large number of opportunities that exist 
to recover and use lower temperature heat. 

In terms of off-setting current fossil fuel power 
generation, it is clear that a mix of both renewable 
and cleaner energy technologies will be necessary 
to meet future demand. Geothermal power, for 
example, will be part of this energy mix. In Europe, 
2030 targets are for the geothermal sector to 
contribute to 5% of the total electricity production, 
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and 3.5 % of the total heat generation [1]. In North 
America, geothermal sources hold huge theoretical 
potential for power generation. In the US alone it 
is assumed to be as high as ~350 GW. The 
targeted growth in geothermal electricity 
production will require the development of lower 
temperature geothermal heat sources utilizing 
binary ORC cycles. Quite a number of examples 
of this are already in existence, for example Raser 
Technologies power plant in Utah, and a number 
of other projects are under development, for 
example in Germany, New Mexico, Nevada and 
Mozambique. 

While ORC has become recognized as an 
established technology to recovery lower 
temperature geothermal heat, its implementation to 
recovery low temperature waste heat from 
installations such as power plants, diesel & gas 
generators, and industrial plants is in its relative 
infancy. The opportunity is a substantial one. 
Energetic, Inc has estimated that there may be as 
much as 10 Quads of industrial waste heat energy 
available in the United States [2]. (This equates to 
1016BTUs or approximately 1.06x1013 megajoules).  
However, historically neither the economic or 
regulatory drivers have been in place to stimulate a 
significant focus on this opportunity.  The 
lansdscape is changing however, and as energy 
prices increase, and environmental regulations 
tighten, e.g. anticipated developments come 2013 
in CO2 emissions legislation, commercial 
companies are increasingly being required to take 
additional steps to offset their power costs and 
reduce their environmental footprint. Low 
temperature waste heat recovery using Organic 
Rankine Cycle technology can provide the dual 
benefit of additional electrical output that reduces 
cost by offsetting existing power consumption, and 
the reduction of the CO2 footprint. For example, 
recovery of waste heat streams from a coal fired 
power plant using Organic Rankine cycle 
Technology, provides the opportunity to achieve 
the same electrical power output, but with a lower 
fuel consumption, thus offering a net reduction in 
CO2 emissions. 

A critical element in the design of an Organic 
Rankine Cycle is the selection of the working fluid. 
Thermodynamic properties of a working fluid are 
not the only criteria to be taken into account 
during this selection. The impact of the working 
fluid on total system cost and safety in the end-
user environment are also key criteria as they 

directly impact the economic fit, acceptability and 
ultimately market growth of Organic Rankine 
Cycle systems. This paper examines the suitability 
of one such fluid HFC-245fa or 1,1,1,3,3-
pentafluoropropane, which is a non-flammable, 
single-component hydrofluorocarbon working 
fluid. 

2. HFC-245fa organic Rankine cycle 
applications 

2.1 Organic rankine cycle system 
characteristics 

Figure 1 is a basic ORC system diagram. ORC 
systems convert thermal energy to mechanical 
shaft power.  Typically, the mechanical shaft 
power is then used to drive an electric generator. 

 

 

 

 

 

 

 

 

 

Fig. 1. Simple organic Rankine cycle system diagram. 

ORC can be used for waste heat recovery from 
industrial plants, efficiency improvement in power 
stations, and utilization of geothermal and solar 
heat.  The efficiency of an ORC is typically 
between 10 and 20%, depending on temperature 
levels and availability of a suitably matched fluid.  
ORC is an attractive option for heat recovery in 
the range of 90 ºC to 200ºC, particularly if no 
other use for the waste heat is available on site.  At 
temperatures of 650-980 ºC, water is a very cost-
effective working fluid, whereas; when source 
temperatures drop low enough that a steam cycle 
is no longer thermodynamically efficient, organic 
fluids are more suitable.  One such fluid is HFC-
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245fa or 1,1,1, 3, 3-pentafluoropropane.  Cycle 
performance and heat exchanger limitations 
relating to the use of water, isopentane, and HFC-
245fa as working fluids are discussed later in this 
paper.  In the section that follows is a comparison 
of HFC-245fa and water as working fluids in a 
bottoming cycle application. 

2.2 Bottoming cycle 

Coal-fired thermal power plants consume vast 
amount of fossil fuel.  Interest in efficiency 
improvement is currently high. With some 
systems, it is possible to utilize the low-grade heat 
that might otherwise be abandoned.  Often, not 
quite 40% of the heat imparted to the steam is 
converted to mechanical work, with the rest being 
abandoned to a “cold reservoir”.  Consider a 
simple example where a steam boiler feeds a 
primary turbine (or 1st stage) and then effluent is 
reheated and routed to a secondary turbine 
operating at lower pressure (or 2nd stage).   In 
Table 1 below is an example with conditions 
chosen such that condensation does not occur in 
the turbines.  At the conditions given in Table 1, 
the theoretical cycle efficiency is 36.3%.  
Thermodynamic data used to develop the 
examples and illustrations in this paper were taken 
from NIST Refprop 7.0 [3].   

In this example, if HFC-245fa is used in a 
bottoming cycle arrangement, the overall thermal 
energy efficiency can be improved 25%.  Table 2 
lists example conditions/quantities for the HFC-
245fa cycle.  The energy efficiency improvement 
attainable for a given plant will depend on the 
particular operating conditions. 

Table 3 includes a cursory payback assessment 
which illustrates that for this example, the ORC 
system payback is less than 3 years.   

2.3 Geothermal hot water  

Geothermal power can address growing demand 
for power without consuming more fossil fuel.  
With Rankine cycle systems that obtain heat from 
a liquid source, it is important to consider the 
implications of latent heat of vaporization and heat 
capacity as they bear on boiling and sensible 
heating.  Looking to the previous example where 
water was one of the working fluids, it brings this 
to light.   Since water and HFC-245fa differ 
significantly with regard to latent heat of 
vaporization, it makes the example illustrative.  A 
comparison of HFC-245fa and a second organic 

fluid, isopentane, are discussed in Section 3.2.  
Heat exchange limitations associated with water 
relate to the high ratio of latent heat of 
vaporization to heat capacity.  In Figure 2, point A 
represents the condition for transfer of heat from 
flowing source fluid to the working fluid (10°C 
temperature difference in heat exchanger)   in 
order to supply the heat required to vaporize the 
working fluid.  This determines the maximum 
flow rate for the working fluid.  At those flow 
rates, the heat required to raise the temperature of 
the liquid working fluid from the condensing 
condition to the evaporating condition can then be 
determined.   In Figure 2, the sensible heat 
required is the thermal power difference between 
points A and B (water) or points A and B’ (HFC-
245fa).  The temperature of the flowing source is 
lowered to a greater extent with HFC-245fa (point 
b’) than with water (point b).  Thus, more heat can 
be extracted from the source with HFC-245fa.    
Overall efficiency, defined as the cycle efficiency 
times the ratio of thermal power extracted to the 
total thermal power available, is influenced by 
heat exchange limitations.  In the example of 
Figure 2, the higher cycle efficiency of water is 
offset by a heat exchange limitation and results in 
a lower overall efficiency versus HFC-245fa.  

3.0 HFC-245fa as a Rankine cycle  
working fluid 

3.1 Fluid properties and equipment 
configuration 

ORC cycle fundamentals establish that the greater 
the temperature difference between the source and 
sink, the more work that is available.  However, 
the properties of a particular working fluid will 
dictate the practical extraction points.   When 
HFC-245fa is subjected to isentropic expansion, 
the exiting gas is more superheated than at the 
outset of expansion.  The thermal energy 
associated with this exit superheat provides no 
benefit if it is only to be rejected at the condenser.  
A recuperator (heat exchanger) located between 
the turbine exhaust and the condenser can be 
employed to recover the superheat into the 
condensate return thus improving cycle efficiency.   

Table 4 lists the enthalpy drop associated with 
expansion and the enthalpy difference between 
superheated and saturated conditions at the 
expander outlet.  The data show that increasing 
expander inlet temperature reflects increasing 
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expander inlet superheat and that the enthalpy drop 
associated with the expansion (work extraction) 
step increases with increasing expander inlet 
superheat and with decreasing condensing 
temperature.  Table 4 shows the enthalpy 
difference between the exit superheat and 
saturated condition can be of comparable 
magnitude to the expander enthalpy drop. Thus the 
benefit of a recuperator becomes clear. 

3.2 Comparison of HFC-245fa and 
Isopentane 

When selecting a working fluid for a particular  

application, it is important to match the working 
fluid to the source temperature.  Typically, the 
boiler must operate at a temperature such that the 
corresponding thermodynamic state is sufficiently 
below the fluid critical point so that the latent heat 
of vaporization is not so small as to dictate an 
unrealistically high mass flow rate.  As noted in 
Section 2.3, in the comparison of HFC-245fa and 
water, it is also important to

Table 1. Steam Conditions for Simple Turbine Arrangement.

Outlet Location Temperature, ºC Pressure, kPa Enthalpy,liq. 

kJ/kg 

Enthalpy,vap. 

kJ/kg 

Entropy,vap. 

kJ/kg K 

From Boiler 537.8 8274  3486.7 6.8229 

From 1st turbine 152.0 500.0 640.0 2748.8 6.8299 

From Reheater 482.2 413.7  3446.3 8.1256 

From 2nd turbine 135.0 29.2 552.0 2676.3 8.1274 

From condenser 55.0 19.3 223.9   

From Pump 58.0 8619 243.1   

Net Heat Output 1389.2 kJ/kg steam 

Heat Input  3822.1 kJ/kg steam 

Theoretical cycle efficiency 0.363 

Enthalpy, entropy values use ASHRAE thermodynamic reference state. 

  

Table 2. HFC-245fa Rankine Cycle. 

Outlet Location Temperature,ºC Pressure, kPa Enthalpy, liq. 

kJ/kg 

Enthalpy, vap. 

kJ/kg 

Entropy, vap. 

kJ/kg K 

From Boiler 125.0 2113  490.1 1.811 

From turbine 51.9 213  447.5 1.811 

From condenser 95 213 246.5   

From pump 97.7 2113 249.1   

Work done on 245fa - pump 2.53 kJ/kg 

Net mechanical energy/unit mass 39.95 kJ/kg   

Thermal input to 245fa/cycle 241.0 kJ/kg    

Mass ratio 9.07 kg 245fa per kg steam condensed  

Net ORC Work/unit mass steam 362.7 kJ/kg 

Combined cycle work output  1792.5 kJ/kg  

Combined cycle efficiency  0.456                 

% Increase in efficiency  25.6 (compared to Table 1 case) 

(Enthalpy, entropy values use ASHRAE thermodynamic reference state.) 
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Table 3.  High Level Payback Analysis. 

Mechanical Power (W) = Power in load circuit 

(We)/commercial efficiency 

 1.39 x 109 W or 5.0 kJ/hr 

Steam mass flow (kg/hr) = mechanical power 

(kJ/hr)/heat input with reheat (kJ/kg) 

1.27 x 106 kg/hr steam 

 ORC work = Mass Flow Steam (kg/hr) x Net 

Work Out/Unit mass steam (kJ/kg) 

4.6x108 kJ/hr  or 128MW 

Plant electric output increase, % 25 

ORC System Cost  ($1500 to $2000/KW) $192M to $256M 

Value of Power produced in ORC ($0.085/kWhr)  $95M 

Payback (assumes operating cost is small)  2 to 3 years 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.  Comparison of boiling and sensible heating contributions to overall efficiency.

Table 4. Enthalpy drop and superheat enthalpy

of HFC-245fa (isentropic expansion).

Temperature 

Expander 

Inlet 

ºC 

Temperature 

Condensing 

 
ºC 

Enthalpy 

Drop 

Expansion 
kJ/kg 

Superheat 

Enthalpy   

kJ/kg 

148.9 21.1 56.0 29.3 

162.8 21.1  61.1 48.1 

176.7 21.1 64.9  65.1 

148.9 15.4 60.1 29.8 

162.8 15.4 65.5 48.4 

176.7 15.4 69.9 64.7 

understand the impact of the sensible heating 
component.  One application where sensible 

heating is of particular interest is geothermal 
energy conversion.  In geothermal ORC 
applications, it is desirable to maximize per pass 
heat removal from the source; that is, to lower 
the temperature of the source effectively as this 
impacts overall efficiency.  Both HFC-245fa and 
isopentane may both be considered for use as 
ORC system working fluids for geothermal hot 
water sources.  Examining a hypothetical case of 
a 245fa ORC system and an isopentane ORC 
system each sized so that 5000kJ/s goes to the 
boiler, the following data was derived for a 90ºC 
source and a 120ºC source.  A specific diameter 
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of 4 was assumed (taken from a Balje diagram) 
[4].  To determine the diameter, the equation 

 

 D= ds Q
0.5 / H0.25 ,                                            (1)   

 

was used where 

 

Q is the volumetric flow rate (m3/s),  

H is head (m2/s2) and  

ds is specific diameter (dimensionless).   

 

Head is determined from the equation  

 

PR=[1+( –1) H/ a2 ] / -1 ,                                                   (2) 

where  

 

PR is the turbine pressure ratio 
(dimensionless),  

 is the isentropic exponent (dimensionless, 
for an ideal gas the term is the ratio of heat 
capacity at constant pressure to heat capacity 
at constant volume, Cp/Cv), and  

a is the speed of sound in the particular 
working fluid (m/s).   

The term H was introduced previously.  

 

Table 5.  Geothermal hot water: HFC-245fa and 
isopentane comparison. 

90ºC  

source*  

Mass 

flow, 

kg/s 

Turbine   

Exit 

flow, 

m3/s 

Turbine 

Diameter, 

m 

Theoretical 

electrical 

output,  

kWe 

HFC-245fa 22.4 2.34 0.474 473.5 

Isopentane 11.9 3.94 0.526 476 

120C 

source** 

    

HFC-245fa 20.6 2.30 0.418 646.5 

Isopentane 10.6 4.06 0.470 531 

*30ºC condensing (fluid temperature) 

** exit condition governed by 9:1 pressure ratio 

 

Analysis of the data in Table 5 reveals that the 
isopentane turbine diameter would be 
approximately 11% larger than the 245fa turbine 
diameter for the case of a 90ºC and about 12% 

larger for the 120ºC source.  This would, of 
course, result in an equipment cost increase.  
The electrical output, without de-rating for 
efficiency of the generator, is about 0.5% more 
for isopentane with the 90°C source and about 
4.0 % more with the 120°C source.  The turbine 
and generator efficiency are ignored in this 
comparison.  It is reasonable to conclude that the 
achievable optimized turbine efficiency would 
be comparable for the two fluids.   Bearing in 
mind that equipment is often built at a fixed size, 
it is more realistic to compare the output for a 
given turbine size using the two fluids, HFC-
245fa and isopentane.  

A comparison of electrical output for a 245fa 
system versus an isopentane system for the same 
size turbine is summarized in Table 6.  One may 
think it as “dropping-in” isopentane in place of 
HFC-245fa; essentially replacing HFC-245fa 
with isopentane on a 1:1 volume basis.   
Equation (1) can be rearranged to determine the 
volumetric flow rate from the known turbine 
diameter. Equation (2) can be rearranged to 
determine head at the given conditions.  From 
the volumetric flow rate and density at the given 
conditions, the mass flow rate is found.  
Knowing the mass flow rate and the latent heat 
of vaporization at the conditions of the cycle, the 
corresponding thermal input is derived.  Finally, 
the product of the thermal input and the 
theoretical thermodynamic cycle efficiency 
provides an estimate of the electrical output.  
Theoretical thermodynamic efficiencies used 
were 0.0952 and 0.1344 for isopentane at 90°C 
and 120°C, respectively.  Corresponding 
efficiencies for HFC-245fa were 0.0947 and 
0.1293, respectively.    For the conditions in 
Table 5, using isopentane instead of HFC-245fa 
would result in an estimated 19% reduction in 
electrical output for a 90°C source and nearly an 
18% reduction for a 120°C source.   

An analysis of piping sizing was also conducted; 
however, for the sake of brevity, a detailed 
discussion has been omitted. Looking at the 
90°C source condition, if the piping diameters 
determined for HFC-245fa are used for 
isopentane at the corresponding isopentane mass 
flow, velocities for the expander  outlet and    
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Table 6.  “Drop-in” of isopentane in a turbine initially sized for HFC-245fa.   

 

90°C Source 

Turbine 

Diameter, m 

Volumetric flow rate 

(turbine exit), m3/s 

Mass flow,  

kg/s 

Electrical 

Output, kWe 

% Change kWe 

vs. HFC-245fa 

Isopentane 0.474 3.20 9.6 383 (19.0) 

HFC-245fa 0.474 2.34 22.4 473.5  

120°C Source      

Isopentane 0.418 3.22 8.4 531 (17.9) 

HFC-245fa 0.418 2.30           20.6 646.5  

 

liquid line are outside the acceptable range by 
about 1% and 15%, respectively.  The isopentane 
expander inlet velocity was within acceptable 
parameters.    

In Section 2.3, it was mentioned in broad terms 
that the temperature drop of a flowing source is an 
indicator of how effectively heat is being delivered 
to the organic Rankine cycle system.  If follows 
that a greater temperature drop is more desirable 
since it has a positive impact on overall efficiency.  
An organic Rankine cycle system sized to deliver 
5000kJ/s (from a 90°C source) to the boiler will 
have contributions from the  latent heat of 
vaporization of HFC-245fa at 80°C and the 
sensible heating from 30°C to 80°C totalling  
about 224 kJ/kg.  The product of the 
corresponding mass flow rate from Table 6 and the 
total heat delivered to the working fluid can be set 
equal to the heat given up by the flowing source  

water, which is, in this instance, 5000kJ/s.  From 
the relationship  

 

q=mCp∆T,                                                           (3)  

                                                    

where  

q is the heat removed (kJ/s),  

m is mass flow (kg/s),  

Cp is heat capacity at constant pressure  

(kJ/kg K), and  

∆T is the temperature difference (°C),  

 

the latter can be determined.  Assuming a source 
flow rate of 100kg/s and using the heat capacity of 
water at 90°C, the estimated drop in the source  

 

 

temperature would be 12°C.  As a check, the total 
latent and sensible heat delivered to isopentane, 
419kJ/kg times the corresponding mass flow rate 
in Table 5 results in expectedly 5000kJ/s.  Since 
both systems are sized to 5000kJ/s heat input, the 
temperature drop in the source water would be the 
same 12°C. 

Finally, the most obvious difference between 
HFC-245fa and isopentane is that the former is 
non-flammable while the latter is flammable.  The 
use of a flammable working fluid typically means 
that significant additional costs are incurred 
relating to the end-user site and the equipment.  A 
5MWe geothermal power plant utilizing an 
organic Rankine cycle system containing a 
flammable working fluid could require on the 
order of an additional $500,000 for flammability 
and site safety-related costs [5].  Additional factors 
such as site permitting, which is also more 
involved when a flammable fluid is used and 
impact on insurance premiums also should be 
taken into account when making a choice between 
flammable and non-flammable working fluids.  
Flammability risk would also be a concern with 
transportation, storage, handling, and during 
system operation.  

4. Benefits to the environment 
Increasing the use of solar, geothermal, biomass 
and waste heat energy to produce electricity curbs 
the use of fossil fuels and thereby helps reduce air 
emissions. The additional power output from ORC 
systems appended to power generation systems 
can help meet growing demand for power while 
offering a more attractive emissions profile since 
there is a gain in output without additional fuel 
consumption.  Optionally, integrated 
ORC/distributed generation equipment can be 
downsized relative to unmodified distributed 
generation equipment, potentially using less fuel 
and producing fewer emissions while providing 
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the same power output.  Equation (3) can be used 
to reasonably estimate the electric power that can 
be derived using organic Rankine cycle to convert 
thermal energy from a flowing fluid source [6].  A 
notable example of a flowing liquid source would 
be geothermal hot water. 

 

NEP = [(0.18T – 10) ATP]/278 ,                         (4) 

 

In (4),   

T is the inlet temperature of the flowing source 
fluid  (ºC),  

NEP is the net electric power (kW) and 

ATP is the available thermal power (kW). 

 

The available thermal power is the heat available 
from the flowing source fluid and is typically 
determined using a temperature 10ºC above the 
bottom cycle temperature. With liquid sources 
such as diesel genset engine coolant, organic 
Rankine cycle systems can produce on the order of 
10% to 15% additional electric power from the 
waste heat.  In addition to the increased electric 
power output without consumption of additional 
fuel, there is the concomitant benefit of no 
additional emissions. 

5.0 CONCLUSIONS 
HFC-245fa thermophysical properties make it a 
suitable working fluid for organic Rankine cycle 
applications.  The high heat capacity of HFC-
245fa results in improved theoretical cycle 
efficiency and heat exchanger performance that 
translates into improved overall efficiency.   In a 
bottoming cycle, the advantages of HFC-245fa as 
compared to water include higher cycle 
efficiencies, lower latent heat-to-heat capacity 
ratio (heat exchange pinch point for water), and 
higher gas densities (lower volumes).     
Geothermal, solar, and industrial waste heat 
sources can be used to drive HFC-245fa as the 
working fluid in organic Rankine cycle systems in 
order to achieve useful thermal energy utilization 
via thermal energy conversion to electric power.   
When coupled with fossil fuel-driven distributed 
power generation systems, improved air emissions 
profiles and fuel consumption profiles can be 
realized. 
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 Investigation of the criteria for fluid selection in Rankine 
cycles for waste heat recovery 

M. Aslam Siddiqi a and Burak Atakan a 
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Abstract:  The organic Rankine cycle is a promising way for the conversion of low temperature heat to 
electricity. Different fluids can be used in Rankine cycles for the utilization of waste heat.  The suitability 
of a certain fluid will depend on its thermodynamic properties as well as on the conditions at which the 
heat is available, thus it is often unclear if an organic fluid has any advantage compared to inorganic 
fluids like water. Various substances starting from the refrigerants to high boiling organic liquid have 
been investigated as possible working fluid for the different temperature ranges at which the waste 
heat is available. The present communication reports exemplary the results for three different classes 
of substances, a hydrocarbon (n-heptane), two refrigerants 1.1.1.3.3-pentafluoropropane (R245fa) and 
pentafluoro butane mixture (Solkatherm, SES36), and water in the intermediate temperature range 
(473 to 773 K) where the exhaust gases of combustion engines may be used as energy source for 
cogeneration. In this range it turns out that for many conditions, water and heptanes are a well suited 
working fluids for cogeneration systems. In the present investigation, the attention was not laid on the 
cycle efficiency alone, but also on the total exergy usage from an enthalpy stream (e.g. exhausts gas). 
This is used for defining the total efficiency for the process. The results for the thermodynamic 
parameter total heat recovery efficiency and the surface area of the heat exchanger have been 
discussed. T H diagrams were also used for judging the suitability of a fluid. It turns out that water is 
well suited for many cases in the intermediate temperature regime. 

 
Keywords:  ORC, Rankine cycle, thermal efficiency, T H -diagram, exergy loss, CHP 

1. Introduction 
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2.  Method 

(a) 

 
(b) 

Fig. 1 The ORC system used in this study (a) and the 
related T-s diagram (b). 
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v he air air air surr surr air air surr elE m h h T s s P

k
Description of the model process. 

  
Surroundings:
Gas Stream:

Heat Exchangers:

Condenser: 

Table 1: Temperature TF,3, mass flow rate of the 
working fluid mF, total thermal efficiency 

 , rate of exergy loss Ev and the required 
surface area of the heat exchanger A at 16 bar 
and 523.15K boiler temperature. 

Fm kg s vE kW A m

3. Results and Discussions 
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Fig. 2 The total thermal efficiency of the process for n-
heptane as a function of upper pressure level 
and the turbine entrance temperature T3. 
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Fig. 3 A comparison of the total thermal efficiency of 
the process for various working fluids at 16 bar. 
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Fig. 4 - H diagram n-heptane for superheating to 
523.15 K at 16 bar, the condenser pressure is 
71.2 kPa (Tsat=363.15K).  
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Fig. 5 - H diagram R245fa for a superheating at 
523.15 K as a function of upper pressure level.  
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Fig. 6 T- H diagram water for a superheating at 523.15 
K as a function of upper pressure level. 
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Fig. 7 - H diagram n-heptane for a superheating at 
523.15 K at a reduced condenser pressure of 
0.3007 bar at pboiler = 16 bar. 
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4. Conclusions 
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Evaluation of fuel saving and economics for an Organic 
Rankine Cycle as bottoming cycle in utility vehicles 

Richard Aumann, Andreas Grill, Andreas Schuster and Hartmut Spliethoff 

Institute for Energy Systems, Technische Universität München,  Germany 

Abstract:  Waste heat recovery for power production by means of ORC is on the threshold to market 
and can be considered to be state of the art in the power range above 50 kWel. However the utilization 
of waste heat from internal combustion engines in vehicles is being discussed very recently. In this 
paper the fuel and respectively the cost saving potential for the national economies with such systems 
is evaluated and discussed. Measurement results of waste heat potential in real driving cycle are 
presented and compared to test bench data. An approach for the design point identification for highway 
driving of heavy utility vehicles is shown. Based on a simulation of real part load behavior of 
components like heat exchangers and expansion machines the system efficiency of an experimental 
ORC system is calculated. Finally fuel saving potential for an experimental prototype set up is 
determined. The potential of this technology for national economies is calculated in an elementary way 
and compared to other technologies. 

Keywords: dynamic heat source, Organic Rankine Cycle (ORC), utility vehicles, waste heat recovery. 

1. Introduction 
Organic Rankine Cycle (ORC) systems in the 
power range of 50 kWel up to several megawatts 
can be considered to be state of the art or at least 
are on the threshold of being introduced into the 
market. They are applied for electricity generation 
from low grade waste heat, geothermal energy or 
biomass [1,2]. 

The cost effectiveness of such applications from 
the plant operator point of view is linked very 
closely to the availability of waste heat, which is 
free of cost but mostly is dependent on granted 
feed in tariffs for example for geothermal 
electricity or biomass. For waste heat from non 
regenerative sources such as industrial processes 
normally no feed in tariff is established although 
the additional power production can be considered 
as CO2 free. When considering a conversion 
system for waste heat into electricity at an 
industrial site, the power produced by the ORC 
replaces power consumption from the grid and 
therefore has to compete with very low prices for 
industrial electricity supply and is regularly 
discarded because of that reasons. 

Considering utility vehicles like buses and heavy 
duty trucks the situation is different. Internal 
combustion engines (ICE) show typically 
efficiencies above 40 % at nominal load [3]. 
However the cost for mechanical energy onboard 
can reach up to 0.40 € per kWhmech depending on 
the fuel price and efficiency loss when operating 

in part load. If an ORC system could be built in a 
suitable power range and for an acceptable price to 
be applied for production of additional power from 
the waste heat of the ICE this additional power 
would replace a part of the energy coming from 
the ICE. It would increase the total efficiency of 
propulsion and decrease fuel consumption. The 
market for ORC applications in utility vehicles is 
immense and therefore the impact of the ORC 
technology on reducing primary energy 
consumption and CO2 emissions is considerable. 

Two main challenges have to be solved when 
designing an ORC as a waste heat recovery unit 
for vehicles. First there has to be mentioned the 
small system power of the ORC below 10 kW 
results in new types of components for the ORC 
system. Especially one stage radial inflow turbines 
which are quite common in state of the art ORC 
applications above 50 kWel run into problems of 
very high rotational speed [4]. Other expander 
technologies such as volumetric expanders have 
shown that they are more eligible for the power 
range below 50 kWel. [5-7] 

The second challenge lies in the dynamic behavior 
of the waste heat source in contrary to stationary 
operation of normal power production cycles. 
ORC plant control has to ensure that the ORC 
reacts very fast on heat load variations so that the 
cycle is operated in stable behavior. This 
important question will not be discussed in this 
paper, because it is part of another work. 
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The dynamic behavior of the ICE has also a big 
influence on finding the optimum nominal power 
capacity for the ORC system. Taking into account 
only averaged heat load over a complete driving 
cycle would be misleading. 

For the correct dimensioning of ORC systems for 
utility vehicles there have to be considered 
realistic driving cycles and a good simulation of 
the cycle behavior in each load point. In the 
following paper the dimensioning question is 
discussed on the example of an experimental 
mobile ORC which will be attached to a utility 
vehicle for the purpose of proof of concept. It will 
be attached to an existing vehicle with a very low 
degree of integration. The here calculated and later 
on the measured fuel saving potential will give a 
bottom line for improvement of vehicle propulsion 
by means of ORC. In a future second step the 
efficiency of the ORC could be improved by 
deeper integration of the cycle into the vehicle. 

2. Driving cycles for utility vehicles 
In a utility vehicle with a diesel ICE there are three 
potential sources of waste heat. The intercooler i.e. 
inlet air cooling with useable temperatures from 30 
to 40 °C. Heat from engine coolant with 
temperatures of 75 to 90 °C and exhaust gas with 
temperatures between 300 and 500 °C. 
Approximately one-third of the total diesel energy 
leaves the engine via the exhaust gas [8]. This high 
heat load and the high exergetic level of the 
exhaust gas make it favorable for utilization in 
processes of energy conversion i.e. Organic 
Rankine Cycle (ORC). Furthermore the low 
impact on the internal engine management by 
extracting energy via a heat exchanger offers the 
possibility to demonstrate the technology in 
mobile applications with reasonable efforts. 

In a first step driving cycle data is analyzed in 
order to obtain boundary conditions for the design 
of an ORC system. Measurements from engine test 
bench experiments [9] are evaluated and 
afterwards validated by on-the-road measurement 
on a traveling coach. Finally the design methods 
are presented and fuel saving potential for 
highway driving is calculated via a multi point 
steady state simulation. 

2.1. Test bench data 

For the analysis of the exhaust gas heat load test 
bench data for a typical utility vehicle diesel 
engine is used: 

 Table 1.  Diesel engine data [9] 

Type Euro2, R6 

Displacement (l) 12.1  

Nominal power (kW) 279 

 

The data comprises exhaust gas parameters for 
stationary tests as well as transient tests with real 
driving cycles[9]. Those were used in order to 
compare different cycle parameters. Raw data for 
mechanical power, fuel consumption, exhaust gas 
mass flow and temperature (after turbo charger) 
are given for a specific power of 12.5 kW/t. 

The specific power is a parameter that 
characterizes the level of motorization of utility 
vehicles. The considered value of 12.5 kW/t is 
typical for low loaded trucks or heavy loaded 
intercity coaches. 

In the test scenario three different typical driving 
cycles were measured: 

 City 

 Interurban 

 Highway 

The main parameter for the comparison of the 
different cycles is the heat load of the exhaust gas. 
It is calculated from measurements of the exhaust 
gas mass flow and the temperature and is defined 
for a maximal cooling down to 0 °C.  

( )),°0(-),(= pEGpEGEGEGEG cChcThmQ  (1) 

For the calculation of the specific heat capacity 
constant gas composition and constant pressure is 
assumed. 

In a first step the mean heat load for the three 
different cycles are compared 
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Fig. 1.  Exhaust heat load and standard deviation of 

different driving cycles 
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As a measure for the energetic variation of heat 
that can be expected in each cycle the standard 
deviation is shown in Fig. 1.  

The average heat load in the city cycle is at 
approximately 30 kW with high relative variance. 
The interurban cycles show higher performance at 
similar standard deviation. The lowest relative 
variation and the highest mean heat load can be 
found for highway driving. 

2.2. On-the-road measurements 

In order to validate absolute values as well as the 
realistic definition of the transient characteristics 
of the heat load for highway driving an on-the-
road measurement was performed. The 
measurement was done on a 280 kW travel coach 
(Euro2, 12 l). The set up was placed at the end of 
the exhaust piping and was comprised of: 

 Mass flow calculation from measurement of 
dynamic pressure via Prandtl probe 

 Temperature of exhaust gas (Thermocouple) 
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Fig. 2.  Measurement of temperature and mass flow for 

real highway driving of a 280 kW coach 

In Fig. 2 the highly transient behavior of exhaust 
gas parameters during a representative highway 
driving is shown. The heat load is changing 
according to mass flow and temperature changes. 
Due to the large inertia of the exhaust piping 
material the temperature respond is rather slow.  
Therefore the heat load is highly correlating with 
changes in mass flow. This could also be observed 
in the maximal gradients of the measured 
parameters. The maximal gradients that were 
measured are 130 g/s² for the mass flow, whereas 
temperature changes are in a range of a few K/s. 
As a result the heat load changes with gradients 
up to 44 kW/s. Needless to say that the dynamic of 
the heat source causes widespread challenges for 
the ORC system, which can only be overcome by 
smart design and control strategies. As mentioned 

before it shall not further be considered in this 
paper since it is part of additional work. 
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Fig. 3.  Duration curve of exhaust gas parameters for 
the highway on-road-measurement 

In the duration curve (Fig. 3) of the highway 
measurement the heat load is sorted from highest 
(approx. 150 kW) to lowest (approx. 30 kW) with 
correlated temperature and mass flow. For each 
heat load a corresponding, cycle specific, mass 
flow and temperature curve can be defined which 
finally are used as input values for the ORC 
simulation. 

The following table shows major parameters of the 
measurement in comparison to the test bench data. 

Table 2.  Mean exhaust gas parameters for test bench 
and real highway driving measurements (incl. standard 
deviation) 

 Test bench On-the-road 

temperature (°C) 336 ± 13% 295 ± 11% 

mass flow (g/s) 235 ± 30% 227 ± 22% 

heat load (kW) 80.0 ± 39% 70.6 ± 31% 

 

The temperatures of the on-the-road measurement 
are slightly lower than from the test bench. 
Besides the fact that the compared engines are not 
identical, the highway characteristics and the 
measurement of the temperature at the end of the 
not insulated exhaust piping, could explain these 
small differences. Nevertheless the characteristic 
distribution of mass flow and temperature are 
almost identical. Hence the test bench data could 
be seen as highly realistic. 

3. Design point optimization for 
mobile ORC 

In order to find the optimum design for an ORC 
system with a highly dynamic heat source, the 
distribution over time is analyzed. 
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In Fig. 4 heat load distributions of different cycles 
are shown. Maximal values for city as well as for  
interurban driving are found for low heat loads of 
around 10 kW. For highway driving heat loads are 
predominately in between 60 to 100 kW with a 
second high power peak around 130 kW. 
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Fig. 4.  Time based distribution of power for different 
driving cycles 

Since the energy content rather than the power is 
decisive for the reachable fuel saving there is a 
shift of importance towards higher heat loads.  

Therefore the energy content, i.e. the power 
distribution multiplied by the time, gives 
information about which range of heat load is 
important to be considered for the design of ORC 
systems in terms of adaption to different cycles.  
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Fig. 5.  Energy based distribution of energy for 
different cycles 

Since utility vehicles in the transport section show 
highest full load hours per year and predominant 
highway driving can be expected, the design of an 
exhaust gas utilization system is done in 
consideration of the heat load distribution of 
highway driving as illustrated in Fig. 4.  

In comparison to the time based distribution a shift 
of importance towards higher heat loads can be 
seen in Fig. 5.  

For an optimized design of the ORC system all 
components must be dimensioned in such a way 
that a rather wide range of heat loads, 
approximately 50 to 140 kW, can effectively be 
transformed into mechanical work. 

In order to ensure high effectiveness within the 
whole range of operation some general rules of 
design should be taken into account: 

 Expansion machine with good part load and 
overload characteristics 

 Exhaust gas heat exchanger with sufficient heat 
exchange area and low back pressure 

 Sufficient condenser performance to avoid high 
losses for peak load operation 

 Smart control for optimization of power output 
and save operation of transient conditions 

4. Fuel saving potential for highway 
driving 

In a next step the characteristic distribution of heat 
load, i.e. temperature and mass flow of the exhaust 
gas, together with a component-fixed model of an 
ORC cycle was used to obtain a realistic fuel 
saving potential for highway driving. 

Exhaust gas

ORC system

 

Fig. 6.  Scheme of an ORC system for exhaust gas 
utilization 

The cycle-specific heat loads in terms of variation 
in temperature and mass flow are used as input 
variables for the exhaust gas heat exchanger of the 
ORC System. 

Main characteristics of the model are: 

 Physical behavior of volumetric expander 

 Simulation of heat transfer fluid loop 

 Fixed heat exchanger areas for realistic part 
load calculations 

 Fixed Isentropic efficiencies: 

o Pump: 70% 

o Expansion machine: 70% 
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In order to determine the performance of the ORC 
system an overall, comparable system efficiency is 
calculated. It is defined as the product of thermal 
efficiency and exhaust gas heat exchanger 
efficiency [10]. In all calculations real fluid 
properties were used [11]. 
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Based on the typical curves for temperature and 
mass flow in the highway driving cycle (see Fig. 
3) a characteristic efficiency curve for the ORC 
system is evaluated (Fig. 7). 
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Fig. 7.  ORC system efficiency with variation of heat 
load for highway driving 

The highest efficiency of more than 8 % is reached 
at a heat load of 90 kW. Due to limitations in the 
heat exchanger area and the condenser power the 
efficiency declines for high heat loads to values of 
about 7 %. For heat loads lower than 40 kWth, a 
lower temperature of the exhaust gas and part load 
operation of the ORC system lead to a sharp drop 
of efficiency. Moreover a useful operation for heat 
loads lower than 15 kWth is not possible. 

The mechanical power of the ORC expander is 
determined according the efficiency curve for each 
load point as evaluated for highway driving in 
chapter 3. 

( ) ( )tQmTP EGEGEGORCsystemORCmech ;,, ⋅=η  (5) 

The integrated ratio of ORC power and ICE 
efficiency gives the energy-saving-potential: 

= dt
P

E
ICE

ORC
FS  (6) 

The saved energy in terms of fuel divided by the 
total energy of fuel that was consumed during a 
fixed period of driving: 

Fuel

FS
FS E

E
E =(%)  (7) 

For a measured efficiency of the internal 
combustion engine of 40.4 % during highway 
driving the potential of fuel saving via an ORC 
system was determined to be 5.6 %. 
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Fig. 8.  Sensitivity of fuel saving on ORC system 
efficiency 

A sensitivity analysis (Fig. 8) shows an increase to 
7.4 % of fuel save for 30 % increase in ORC 
efficiency and an improvement of 3.0 percentage 
points in ICE efficiency. 

Finally it has to be pointed out that the ORC 
modeling was done based on realistic assumptions 
for a first step experimental set up with further 
potential of optimization,  e.g.: 

 Staged ORC system in order to minimize exergy 
destruction (e.g. use of engine coolant as 
second heat source) 

 Direct vaporization  

 Supercritical cycles 

 Better insulation of exhaust gas piping 

 Better integration in ICE 

Although the current design of the presented 
bottoming cycle for exhaust gas show results that 
are worth being tested, further improvements in 
efficiency and therefore fuel saving for heavy 
utility vehicle applications are desirable and 
realistic to be implemented in near future. 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-63



5. Economic analysis 
After having discussed design methods for mobile 
ORC systems it should be determined whether it is 
favorable for the individual market actors e.g. a 
freight transportation company as end user. 

As well the price of CO2 reduction for the 
economy as a whole can be calculated in order to 
get to a conclusion whether such measurements 
are favorable from the point of view of policy 
makers. The price for the specific reduction for 
1 ton of CO2 allows good comparison of costs with 
completely different measurements for CO2 
reduction e.g. renewable energy or carbon dioxide 
capture (CCS) and storage. 

All the following economic calculations are 
elaborated with the fuel saving potential taken 
from the proposed experimental system design 
which was calculated in chapter 4. It has to be 
emphasized that this potential was calculated for a 
experimental demonstration and not for a future 
product. 

It is obvious that any predictions concerning 
product price or manufacturing costs for vehicle 
ORC applications are highly uncertain. Because of 
that it was decided to calculate the acceptable 
investment cost for a given value of annual benefit 
or for a given CO2 reduction price. This gives the 
target price at which ORC systems in vehicles start 
to be cost effective. 

5.1. Cost effectiveness for single market 
actor 

For a future scenario it can be assumed that a 
transport company has the choice of operating 
vehicles with built in waste heat recovery ORC or 
without. The additional ORC might result in a 
difference of investment cost but decreased fuel 
consumption. This is compared to a conventional 
vehicle. 

The assumptions for all calculations (single market 
actor and macroeconomic) are shown in Table 3. 
For an economic analysis a single market actor 
would take into account for his decision: 

 Surplus prize for a vehicle with ORC 

 Personal rate of interest for capital  

 Fixed cost due to maintenance 

 Price for saved fuel without VAT but including 
petroleum tax 

 Driving distance/year and rate of fuel saving 

The typical lifetime of 9 years for utility vehicles 
is shorter than lifetime of industrial applications. 
However the expected lifetime does not 
correspond to the typical time span that a freight 
transportation company considers for its business 
decisions. A typical time span for this business is 
only 3 years. 

Table 3.  Assumptions mobile cost calculation 

specific investment cost (€/kWmech) ? 

rate of interest for capital (%) [12] 4.76 

average rate of inflation (%) 2.50 

annual cost for operation and maintenance 
(€/kWel / year) 

50  

kilometers per year 

(full load hours per year) 

167,500 

(2791) 

net price for replaced diesel fuel 
consumption (€/liter) without VAT [13] 

0.97 

cost for production of 1 liter diesel (€/liter) 
[13] 

0.45 

average consumption of truck without ORC 
for waste heat recovery (liter/100 km) [14] 

34 

average consumption of truck with ORC for 
waste heat recovery according to 
calculations of this paper (liter/100 km) 

32.1 

time span under consideration for 
macroeconomic analysis (years) 

9 

time span under consideration for single 
market actor analysis (years) 

3 

 

The economic analysis following [15] is done for 
fixed annual revenue. The corresponding 
calculated investment cost for the additional ORC 
system is shown in Table 4. 

Table 4.  Acceptable product price and revenue 

aimed revenue of ORC 
System (€/a) 

acceptable investment cost (€) 

0 7,214 

500 5.864 

1,000 4,478 

1,500 3,310 

2,000 1,743 

 

It can be seen that the given ORC system starts to 
be cost efficient for the end user at investment 
costs below 7,214 € for a single unit and for a 
considered time span of only 3 years. The target 
cost is apparently realistic due to cost reduction 
potential for mass production. 
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5.2. Macroeconomic analysis  

The macroeconomic analysis considers not only 
the cost effectiveness for a single market actor but 
the sum of costs for all market actors. The global 
optimum is reached when the sum of costs for all 
actors reaches the minimum. Macroeconomic 
analysis will give the conclusion whether waste 
heat recovery with ORC systems in vehicles shows 
positive or negative influence on economic 
growth. Policy makers can use the calculated 
macroeconomic costs for decisions whether 
mobile ORC systems are more favourable for CO2 
reduction than other measurements, or not. 

For the macroeconomic analysis prices for which 
individual market actors buy and sell goods are not 
of interest because they include cost for 
production, revenues and taxes. Here only real 
costs for the production of goods must be 
considered [16]. Fuel price without taxes [13] still 
includes revenues of refineries and petroleum 
companies. In order to reduce the problem it was 
assumed, that 10 % of this price forms the revenue 
and the rest represents the real costs of production. 
The authors accept that it could be discussed 
controversial whether this is realistic or not. 

The rate of interest for capital in this analysis is 
not equal to the rate that a single market actor has 
to pay for his capital because this rate includes 
also the revenues of banks. For the whole 
economy the realistic cost of capital is equal to the 
average rate of inflation which represents the 
discounting of the total capital of a national 
economy.  

The considered time period should correspond 
with the expected lifetime of the vehicle with 
waste heat recovery unit, because this is the 
average time in which it will create benefit for the 
economy and save CO2 emissions. 

According to driving distance and decreased fuel 
consumption, the given mobile ORC unit will save 
8.5 metric tons of CO2 per year. 

Table 5.  CO2 reduction cost for mobile ORC units 

aimed cost for CO2 
reduction (€/t) 

acceptable production cost for 
mobile ORC unit (€) 

40 11,154 

13 9,317 

0 8,432 

-10 7,751 

-20 7,071 

Facing again the problem of lacking data for 
production cost for mobile ORC units, the 
corresponding equilibrium production cost for 
ORC units was calculated for fixed prices for CO2 
reduction. 

Results in Table 5 show, that for production cost 
below 8,432 € per ORC unit, the fuel reduction 
does not only decrease CO2 emissions but also 
shows negative costs, which is favourable 
economic growth. The mark of 13 €/t represents 
the current average price of CO2 EU emission 
allowances. [16] showed, that worldwide all 
measures that can reduce CO2 emissions for costs 
below 40 €/t should be taken in order to reach the 
450 ppm goal for CO2 concentration in the 
atmosphere. The calculated costs can be compared 
very easily with other measures shown in Fig. 9. 

Fig. 9.  Cost of CO2 reduction overview [17] 

6. Conclusion 
This paper showed design calculations in order to 
find the suitable power range for ORC units for 
heat sources with dynamic behavior e.g. the ICE 
of utility vehicles. It could be shown that even 
with a very simple arrangement of extracting the 
heat on the end of the exhaust pipe as planned for 
a demonstration experimental setup a fuel saving 
of 5.6 % can be achieved. Even with this rather 
moderate improvement of efficiency the 
technology can be attractive for end users and 
offers high cost effectiveness for CO2 reduction 
compared to other technologies. Further 
improvements can be achieved by integrating the 
ORC module better into the vehicle and engine 
system.  
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Nomenclature 

Q   heat load, kW 

P  power, kW 

E  energy, kJ 

T  temperature, °C 

m   mass flow, g/s  

Subscripts  

mech  mechanical 

HEX  heat exchanger 

ORC  Organic Rankine Cycle 

th   thermal 

EG  exhaust gas 

ICE  internal combustion engine 

FS   fuel saving 

ppm  parts per million 

Greek letters 

  efficiency 
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Implementation of a scroll booster compressor into a
single-stage air-water heat pump for peak winter day

Michele Zehnder a, Jürg Schiffmann b, Jean-Baptiste Carré c, and Daniel Favrat c
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Abstract: This paper shows an implementation of a scroll booster compressor mounted at the suction
line of a single-stage air-water heat pump. The compressor selected to be used as booster is a belt-
driven scroll compressor initially dedicated to automotive refrigeration. For the tests reported here,
it is driven by an electrical motor and has been modified to obtain a lower built-in volume ratio. The
computations for those modifications have been made with our own software called GeoScroll. Tests
of the heat pump at A-11/W65 show a large improvement of the heat output, which is doubled (raising
from 7.39 kW, in the normal single-stage configuration, up to 15.7 kW) while the COP decreases by
less than 10% (from 2.08 to 1.89). This performance degradation is not due to bad performances of
the booster compressor, that are at the level expected, but to a decrease of the evaporation pressure
(1 bar, which is equivalent to 11 K), as the evaporator has not been designed for such heating powers.
Even with working conditions outside its design range, the heat pump behavior with the booster has
been proved to be very stable (the experiments were performed over few weeks). Furthermore, no oil
accumulation has been noticed in the booster compressor, which is favorable to an integration of the
device into existing heat pumps, currently in service. Indeed, it can be easily included into existing
single-stage heat pumps with few adaptations. The concept is attractive in comparison to backup
with heating devices, used in case of low temperatures, with a far better exergy efficiency and with
contribution to the reduction of the electric demand peak.

Keywords: booster, scroll compressor, single-stage, two-stage, heat pump, Air/Water heat pump

1. Introduction

Heat pump application and market exhibited a con-
siderable increase over the last two decades, espe-
cially in Switzerland, in Austria, and in the Scan-
dinavians countries. In the time period 2005–2008
the volume of the heat pump units has particu-
larly developed in Europe from 250 000 to 580 000
units [1]. This increase corresponds to an aver-
age growth of over 30% a year. A further increase
can be expected due to European Union commit-
ments of a CO2 reduction until 2020. The major
part of this development is linked to the new house
market with low heating temperatures (floor heating
or large size radiators), where the economic bene-
fits are comparatively the highest. Already during
the 90s emerged new ideas to boost the heat pump
technologies towards higher temperature lifts in or-
der to substitute fossil fuel fired boilers in existing
houses and satisfy the domestic hot water as well.
This development coincided also with a tendency

to get away from the direct electrical (Joule) heat-
ing boosters, meeting the whole demand with the
electrical heat pump alone. Variable speed com-
pressors started also to be considered. An example
of this development is a two-stage heat pump pro-
totype tested in [2]. The latter included a variable
speed first stage compressor. However oil migra-
tion problems as well as the low cost of the fos-
sil fuels during the 90s slowed down these devel-
opments. A cheaper alternative (“the two-stage cy-
cle of the poorer”) proposed to use of a single-stage
scroll compressor with vapor injection port [2, 3, 4]
showing a slight increase of coefficient of perfor-
mance and a substantial increase of heat power. Re-
cently full two stage units with two separate her-
metic units of scroll compressors lubricated with oil
have been introduced on the market [5]. In paral-
lel and for air-water heat pumps, enhanced evapora-
tor tubes have been proposed primarily with internal
microfins. In most of the quality range however oil
tends to degrade the local heat transfer coefficients
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so that new oil-free single or two-stage compres-
sor concepts are appearing [6, 7, 8]. The latter are
based on high speed direct electrically driven minia-
ture turbo-compressors on refrigerant vapor bear-
ings. The present paper presents the results of an
intermediate two stage concepts potentially applica-
ble to the retrofit of air-water heat pumps. It con-
sists in adding a booster compressor to a prototype
air-water heat pump to increase the heating power
during the very cold days while keeping an accept-
able exergy efficiency. The prototype heat pump
described in [2] includes a scroll compressor with
two vapor injection holes and an intermediate econ-
omizer heat exchanger (The original circuit of the
commercial Air/Water domestic heat pump used as
reference, the intermediate injection circuit, and the
booster module, are represented Fig. 1).

2. Design of the booster module
2.1. Booster module
For the tests, the vapor injection lines of the main
scroll compressor are shutoff and the vapor is de-
viated to the discharge line of the booster and the
suction line of the main compressor. The booster
compressor module is represented with blue dashes
and red dots on Fig. 1. The red dotted part rep-
resents the booster compressor setup with its by-
pass and the junction between the two compres-
sion stages. The booster compressor is to produce
a pre-compression (pt. 1 to pt. 2). The blue dashed
part shows the economizer circuit which is added
after the condenser outlet. It is constituted by an
economizer heat exchanger and an expansion device
(capillary tube or thermostatic or digital expansion
valve). Some subcooled liquid is removed from the
main line (pt. 8), expanded to intermediate pressure
(pt. 6), and heated by the main subcooled liquid line
(pt. 6 to pt. 7). The wet vapor resulting from those
operations is then injected between the two com-
pression stages (pt. 3).
The booster module results in two simple and com-
pact elements (blue dashed and red dotted parts)
which can be added to existing single-stage heat
pumps requiring only few modifications of the pip-
ing system.

2.2. Selection and adaptation of the
booster compressor

A booster compressor, when the study has been per-
formed, did not exist with the needed characteris-
tics. Consequently, a compressor had to be selected

Booster compressor

Built-in volumetric flow rate 85.7 cm3/rotation
Displacement volume 15.3 m3/h @ 50 Hz
Refrigerant R134a
Contained oil 150 cm3

Weight 3.8 kg
Electric supply2 12 V DC
Diameter of the pulley 100 mm

Electrical motor

Electrical power 4 kW
Nominal voltage 380 V
Nominal current 8.9 A
Maximum rotational speed 1420 rpm
cos φ 0.83

Table 1: Initial characteristics of the booster com-
pressor and the electrical motor selected for this
study.

and modified. The requested compressor had (a) to
require only few modifications to match the charac-
teristics (high suction volume rate, notably), (b) to
be variable-speed-compliant, (c) to offer only little
space for oil retention, (d) to be adapted to refriger-
ation applications (i.e. be compliant with the refrig-
erants used in domestic heat pumps circuits), (e) to
be immediately and easily available. An automotive
scroll compressor used for vehicle air-conditioning
purpose has been selected with the characteristics
detailed in Tab. 1. Since it is an automotive com-
pressor, it is a belt-driven compressor connected
with an electromagnetic coupling to an electrical
motor. Originally designed for R134a applications,
it has been used with R407C in this project. Ma-
terial compatibility has been assumed, but the per-
formance is being negatively affected due to higher
density of the used refrigerant blend. To be used in
this installation, the motor which drives the booster
compressor has to provide 1 kW of electrical power
and 3 kW during the starting phases. Thus, a 4 kW
motor has been selected and is used with an inverter.
Its characteristics are summarized in Tab. 1. To en-
sure the needed maximum rotational speed of 4260
rpm, a factor 3 pulley has been mounted on the mo-
tor.

The volume ratio required by our application ranged
between 1.5 and 3. Thus, the built-in volume ratio

2Electric supply is needed to power the electromagnetic
coupling pulley.
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Figure 1: Principle of the updates performed on the single-stage heat-pump.

had to be modified mechanically. This was achieved
by drilling holes in the fixed scroll in order to al-
low an earlier communication with the exhaust port
and therefore reducing the effective internal vol-
ume ratio. By using a dedicated inhouse software2,
the scroll system has been modeled, based on mea-
surements performed on the booster compressor and
presented in Tab. 2. This modeling has been used to
determine where to drill the two porting holes nec-
essary to adapt the volume ratio. Those holes can be
seen on Fig. 4. As the first positions computed with
GeoScroll was located above the compressor dis-

2GeoScroll is a software developed in the Industrial Energy
Systems Laboratory. It is dedicated to the simulation and de-
sign of scroll compression devices.

Generation radius 3 mm
Thickness of the volute 4.6 mm
Height of the volute 30.5 mm
Excentricity4 4.82 mm

Table 2: Measured characteristics of the booster
scroll system.

charge line check valve and was consequently not
able to achieve they function, two new holes posi-
tions have had to be calculated and drilled.

4The excentricity has been computed with GeoScroll.
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Figure 2: Increase of the heat transfer rate obtained
by the addition of the booster module to the single-
stage heat pump.

3. Performances indicators and
measurements

The coefficient of performance is defined in Rel. (1)
as the heat power transferred to the water in the con-
denser Q̇−cd over the electrical power consumed by
the motor(s) of the compressor(s) and the fans and
pumps Ė+cons.

ηI,real = COP =
Q̇−cd

Ė+cons
(1)

with Q̇−cd = Ṁcdw cpcdw

(
Tcdw,out − Tcdw,in

)
(2)

Figure 3: Global view of the domestic heat-pump
booster compressor (opened).

Figure 4: Views of the modified booster compressor
fixed scroll.

The exergy efficiency (Rel. (3)) is calculated with a
simplified relation using the ratio between the real
COP and the Lorenz’s COP, more convenient to use
with experimental data than the usual and more rig-
orous definition given in [9].

ηII,Lorenz =
ηI,real

ηI,Lorenz
=

(
1 − Tev,in + Tev,out

Tcd,in + Tcd,out

)
· ηI,real

(3)

with ηI,Lorenz =
Q̇−cd

Q̇−cd − Q̇+ev
=


1 −

Q̇−ev

Q̇+cd



−1

Thermodynamic properties of refrigerant are deter-
mined through pressure and temperature measure-
ments and computed with a homemade MatLab
computation code, called Flint, which is based on
Refprop [10], a real gas computational code. The
pressure is measured with piezo-resistive sensors
ranging between 1 and 30 bar with an uncertainty
of ± 0.05 bar (1%). The temperature in the refriger-
ant system is measured with thermocouples type K.
They range between -20°C and 150°C with an un-
certainty of ± 0.1°C. Relative humidity is measured
with an hygrometer which ranges between 35% to
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100% of relative humidity. Its uncertainty is ± 1%.
The water flow rate is measured with a Coriolis-type
flow meter in liquid phase ranging from 0 to 250
l/min with an uncertainty of ± 0.2 l/min. The 3-
phase electric power is measured with a power anal-
yser ranging from 0 to 5 kW with an uncertainty of
± 0.1% and the auxiliaries electric power is mea-
sured with a power analyser ranging from 0 to 2 kW
with an uncertainty of ± 0.5%. The uncertainty on
the heat power is of ± 2%, and the uncertainty on
the COP is of ± 2.1% (details below with Rel. (4)
and Rel. (5)).
The uncertainties on the calculated heat power (cal-
culated with water-side data) and the COP are esti-
mated through the following expressions:

(2)⇒ Q̇−cd = V̇cdwρcdw cpcdw
(Tcdw,out − Tcdw,in)

∆Q̇−cd

Q̇−cd

=

∣∣∣∣∣∣
∆V̇cdw

V̇cdw

∣∣∣∣∣∣ +
∣∣∣∣∣∣
∆ρcdw

ρcdw

∣∣∣∣∣∣ +

≤0.1%︷!!!︸︸!!!︷∣∣∣∣∣∣
∆cpcdw

cpcdw

∣∣∣∣∣∣

+

∣∣∣∣∣∣2
† · 1

3

‡
· ∆(Tcdw,out − Tcdw,in)

Tcdw,out − Tcdw,in

∣∣∣∣∣∣

= ±(0.5% + 0.2% + 0 + 1.33%)
= ±2.0% (4)

† 2 times the single-sided uncertainty as to be consid-
ered.

‡ There are 3 thermocouples at each measurement
points on the water-side.

≤ 0.1% Uncertainties below 0.1 % are neglected.

(1)→ ηI = COP =
Q̇−cd

Ėcons

∆ηI

ηI
=

∣∣∣∣∣∣
∆Q̇−cd

Q̇−cd

∣∣∣∣∣∣ +
∣∣∣∣∣∣
∆Ėcons

Ėcons

∣∣∣∣∣∣

= ±(2.0% + 0.1%) = ±2.1% (5)

∆Ėcons
Ėcons

This uncertainty is equal to 0.1% as the electric
power uncertainty is of 0.1 %.

4. Booster module performances
Data presented in Tab. 3 and 4 bring the following
observations. By simply adding the booster mod-
ule to the existing single-stage heat pump, the heat
pump power is more than doubled for the more re-
strictive operation points (Fig. 2) while COP is de-
creased by about 10% (Fig. 5). As illustrated by

Reference Ref. with booster module
without inj. cap. 2m cap. 2+1.4m

T air ev inlet [°C] −7.3 −7.0 −6.9
T water cd outlet [°C] 59.9 59.8 59.7
Rel. humidity [%] 77.2 75.1 74.7
P ev [bar] 3.3 2.2 2.3
T in booster [°C] – −5.7 −4.4
T out booster [°C] – 56.2 50.4
P out booster [bar] – 7.6 6.7
PR booster [-] – 3.5 2.9
Elpow. boost. mot. [kW] – 3.31 3.08
Boost. isentropic eff. [-] – 70.2 68.3
Boost. elmeca. eff. [-] – 76.4 76.7
Injected mass flow [g/s] – 25.6 11.8
T main cp outlet [°C] 122.7 115.9 125.1
P main cp outlet [bar] 24.4 25.4 25.3
Elec. power cp [kW] 3.35 4.66 4.39
Tot. PR [-] 7.4 11.6 11.1
Heat power [kW] 8.03 16.89 15.57
Tot. h.p. elec. pow. [kW] 3.67 8.29 7.79
COPExt [-] 2.19 2.04 2.00
COPCarnot [-] 4.95 4.98 5.00
Exergy eff. [%] 44.2 41.0 40.0

Table 3: Data for the operation point A-7/W60.

Reference Ref. with booster module
without inj. cap. 2m cap. 2+1.4m

T air ev inlet [°C] −11.1 −11.4 −11.1
T water cd outlet [°C] 59.0 64.6 64.7
Rel. humidity [%] 74.6 78.1 77.5
P ev [bar] 3.0 1.9 1.9
T in booster [°C] – −7.5 −6.9
T out booster [°C] – 57.8 50.8
P out booster [bar] – 7.3 6.2
PR booster [-] – 3.9 3.2
Elpow. boost. mot. [kW] – 3.18 2.89
Boost. isentropic eff. [-] – 72.4 69.7
Boost. elmeca. eff. [-] – 74.8 75.6
Injected mass flow [g/s] – 28.0 12.8
T main cp outlet [°C] 119.7 120.6 133.4
P main cp outlet [bar] 24.2 27.9 27.8
Elec. power cp [kW] 3.24 4.82 4.55
Tot. PR [-] 8.1 14.7 14.6
Heat power [kW] 7.39 15.7 14.18
Tot. h.p. elec. pow. [kW] 3.56 8.32 7.76
COPExt [-] 2.08 1.89 1.83
COPCarnot [-] 4.74 4.44 4.46
Exergy eff. [%] 43.9 42.6 41.0

Table 4: Data for the operation point A-11/W65∗.
∗ : The operation point A-11/W65 has not been

reached for the reference configuration (the regular
single-stage heat pump, without modification) due
to a too high compressor outlet temperature for the
compressed vapors. Consequently, for the reference
configuration, the A-11/W65 operation point is in
fact a A-11/W60 operation point.
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Fig. 6, the efficiencies of the booster compressor are
at reasonable levels. Indeed, the electromechanical
efficiencies are common values for open-type scroll
compressors and the isentropic efficiencies, consid-
ering the modifications made on the compressor, are
at the level expected. The decrease of the COP is
in fact mainly due to the significant decrease of the
evaporation pressure. This decrease can reach 1 bar,
which is equivalent to a 11K-decrease of the evap-
oration temperature, and is due to the undersized
evaporator, which has not been designed to trans-
fer such a heat power. The phenomena taking place
in the evaporator in those conditions are (a) the in-
crease of the temperature pinch, (b) the increase of
the pressure drop. Moreover, since the fan speed
was not modified, the air temperature drop increase
from 3°C to 6°C.

We consider the case of a house requiring 15.7 kW
of heat power when the outside temperature is -
11°C, which is the heat power delivered by the
single-stage heat pump chosen as a reference in this
study, with the additional booster module (operation
point A-11/W65). If this house was to be heated
with the single-stage heat pump and with backup
electrical (Joule effect) devices, the COP and the
exergy efficiency of the whole system would only
reach 1.32 and 19.36 % respectively. However if
heated with the single-stage heat pump with the
booster module proposed here, the COP and the ex-
ergy efficiency of the whole system reach 1.83 and
43.9 %. Moreover, the total electric consumption
of the first solution would reach 11.97 instead of
8.29 for the second solution (booster). Thus, the ad-
dition of the booster module represents a decrease
of the electric consumption of 30% for this exam-
ple taken at a given operation point. This reduc-
tion suggests that using booster modules in addition
to heat pumps instead of backup electrical devices
could help to reduce electric demand peaks which
occur in winter. It also suggests that this booster
module could be used to downsize heat pumps to the
heat capacity needed during most of heating period,
the extra heat needed being provided by the booster
module when the heat pump capacity is exceeded.

5. Conclusion

This paper presents a booster concept taking the
form of a module that can be added to an exist-
ing single-stage domestic heat pump. The exper-
iments revealed a doubled heat pump capacity for

Figure 5: Decrease of the coefficient of performance
and the exergy efficiency with the addition of the
booster module. Same legend than Fig. 2.

Figure 6: Evolution of the booster compressor effi-
ciencies between the two studied operation points.
Same legend than Fig. 2.
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a decrease of the COP up to 10%, for extreme op-
erating conditions (up to A-11/W65). The booster
concept is very interesting for high temperature lift
heat pump applications, as it allows a wider opera-
tion range, a high heat output at the extreme operat-
ing conditions, and enables an adapted functionality
at the more frequent temperature range, of the mid-
winter season or for the hot water preparation. It can
also be imagined as an optional feature to a standard
or an intermediate injection heat pump. During sev-
eral weeks of testing, no significant oil hold up in
the booster could be detected. The concept as pre-
sented is viable, and different points can be further
optimized to increase the system efficiency: her-
metic booster compressor and two level speed fan
for the evaporator.

Acknowledgments: The authors gratefully ac-
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Nomenclature

Roman and Greek Letters

COP Coefficient of Performance

cp specific heat at constant pressure,
[

J
kg·K
]

Ė power, [W]

h specific enthalpy, defined as u + vP,
[

J
kg

]

Ṁ mass flow rate,
[
kg/s
]

P pressure, [Pa]

Q̇ heat power, [W]

T temperature, [K]

V̇ volume flow rate, [L/min]

∆ difference

η efficiency, [−]

ρ density,
[ kg

m3

]

Subscripts and superscripts
+ which enters the frontier of the system
− which leaves the frontier of the system

˙ rate,
[
s−1
]

cd condenser

cons consumed

cp compressor

ev evaporator

I relative to the First Law

II relative to the Second Law

w water

For more details about the nomenclature, please re-
fer to [9].
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Development and application of an energy and 
environmental certification method for residential 

buildings 
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Abstract: The energy and environmental certification of buildings is a strategic tool to evaluate the 
sustainability of a building from the beginning of construction to the final demolition and disposal, taking 
into account not only the energy consumption, but also many other aspects like quality of design and 
living. In this paper, some of the most used energetic and environmental certification procedures in 
Italy have been studied and applied to a residential building. Among them the following protocols were 
compared: ITACA in its reduced form, LEED Italy, VEA, BIOVER, SB100 and SBC. Particular attention 
was dedicated to the SBC protocol developed by IISBE (International Initiative for a sustainable Built 
Enviroment), developed for commercial, office, high rise and school buildings, which takes account of 5 
thematic areas: selection of the site, energy and resources consumption, environmental impact, indoor 
ambient quality and quality of the services. Starting from this protocol and comparing it with the other 
ones, a novel proposal of a protocol for the energetic and environmental certification of residential 
buildings was developed. This novel protocol was created by joining the essential issues and 
eliminating those that are not applicable or not interesting for residential buildings. To this aim, a new 
calibration of the weights of the five thematic areas was also considered. The novel protocol was 
applied to a residential building located in Città di Castello (Umbria, Italy). 

Keywords:  Sustainability, Environmental Certification, Life Cycle Assessment, Building.   

1. Introduction 
ENEA has recently published the results of a 

calculation of the energy consumption of buildings in 

Italy, based on data provided by the Italian Ministry of 

Economic Development, from which it is clear that the 

primary energy consumption of this sector accounts for 

23% of the overall Italian energy consumption but it has 

also increased from 42 to 45 MTOE from 2005 to 2008. 

This shows that energy consumption in buildings has 

continued to increase notwithstanding the slow 

economic development which has affected other 

economic and industrial sectors in the same period [2]. 

Therefore, it is of prime importance to enforce all kind 

of policies aimed at increasing the energy efficiency of 

buildings, which allow to reduce energy consumption 

and mitigate greenhouse gases emissions. This is 

nowadays possible by means of new technologies, 

materials and building design criteria [3]. Within this 

framework, the environmental certification of buildings 

becomes a strategic tool to evaluate the energetic and 

environmental performance of buildings. These kind of 

certification allows to determine the environmental 

sustainability of the building and its impact from the 

design process, through the construction, utilization and 

demolition until its final disposal [4]. In the last decade, 

the research activities in this field have developed 

different international protocols for the evaluation of 

energy and environmental certification of buildings: the 

BREEAM, the LEED and the Green Building 

Challenge (GBC). In Italy, due to the absence of 

national guidelines for the environmental certification 

of buildings, a number of different methods and 

procedures have been proposed by some organizations 

and research centers, which have often defined in quite 

different ways, criteria and points to be used in the 

protocols. 

From the general methodology developed by the Green 

Building Challenge the SBC protocol was proposed. 

This protocol is based on the evaluation procedure 

SBMethod developed IISbe (International Initiative for 

a Sustainable Built Enviroment) for use in commercial, 

office, high rise and school buildings. This protocol is 

quite complete and takes into account a large number of 

parameters and criteria, but it cannot be directly applied 

to residential buildings. 

However, the SBC protocol was considered the most 

complete and suitable one to be the starting point for 

the proposal of a new protocol, which could be 

integrated with other parameters taken from the most 

widely used protocols in Italy. Therefore, the SBC 

protocol was modified with the addition of a few 

criteria taken from other protocols and adapted to be 

applied to residential buildings. To this aim, a new set 

of weights in the calculation of the final mark was also 

proposed. 
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Among the most widely used protocols in Italy for the 

certification of sustainability of building the following 

were considered: LEED Italy NC v. 0.9 (Leadership in 

Energy and Environmental Design) [10], ITACA 

(Institute for Transparency, Updating and Certification 

of Contracts, reduced form TN1) [11], VEA 

(Evaluation of the Energetic and Environmental 

Quality) [12], Umbria Regional protocol for the 

sustainability of buildings [13], ITACA (complete) 

[14]. In order to evaluate the validity of the proposed 

new protocol, it was applied to a group of residential 

buildings, newly built in Città di Castello in central 

Italy, that had already been studied with the BIOVER 

[15]  (System of Energy and environmental evaluation 

for buildings) and SB100 [16]  (Sustainable Building in 

100 actions) protocols in a previous paper [17].  

2. A novel energetic and 
environmental protocol for 
residential buildings 

The SBC Protocol was considered the basis of the 

proposed new protocol which is aimed at residential 

buildings. The SBC protocol allows to evaluate the 

energetic and  environmental performance of a building 

for the tertiary sector during its life cycle: design, 

construction, utilization, demolition and final disposal. 

Five thematic areas are considered in the evaluation of 

the environmental sustainability of a building according 

to the SBC protocol: selection of the site including 

project and urban planning, energy and consumption of 

natural resources, environmental impact, indoor quality, 

quality of the service. Within each area, the criteria are 

further grouped into sub-categories. The evaluation 

criteria are relevant from the environmental point of 

view, may be quantified with measurable parameters, 

have been validated scientifically, and are based on 

international and national legislation. Each criterion 

may be assessed by using a form, where the method and 

the verification procedure are described and a 

performance index may be calculated. The performance 

index may be a measurable or a qualitative parameter 

which allows to identify the performance level in 

comparison with the best and worse practice. To each 

evaluation criterion a mark ranging from [-1] to [+5] 

may be assigned. The [0] is generally assigned when 

the case under study may be considered equal or very 

close to the benchmark, which may be assumed as the 

construction practice which follows the current 

standards and legislation. From a weighted average of 

all the marks it is possible to define the degree of 

energetic and environmental sustainability of the 

building. Each evaluation criterion in each thematic 

area has a different weight as a function of its 

importance (Table 1). It is worth noticing that the 

Energy and Natural Resources Consumption area has 

the largest weight, whereas the quality of the services 

the smallest. 

Table 1. Thematic areas and weights in the SBC 
Protocol. 

SBC Protocol

Thematic area Weight(%) 

Selection of site, project and urban planning 7.42% 

Energy and natural resources consumption 49.29% 

Environmental impact 19.55% 

Indoor quality 21.02% 

Quality of the service 2.73% 

 

In order to apply the SBC protocol to residential 

buildings it was necessary to make changes to the 

performance indexes, by adding new fields and 

parameters in the thematic areas and evaluation criteria. 

Those new fields were generally taken by other 

protocols and adapted to the insertion in the SBC 

protocol. The general structure of the SBC protocol and 

its division in five thematic areas was left unchanged. 

2.1. Selection of the site, project and urban 
planning 

The first thematic area, concerning the selection of the 

site and project and urban planning, was greatly 

enlarged to allow a more accurate evaluation of it. The 

SBC protocol is not very exhaustive in this area, and 

some criteria are missing. At the same time, the LEED 

Italy protocol presents a very detailed and precise 

analysis of the site and a few criteria extracted from the 

"Sustainability of the site" have been transposed to the 

proposed new protocol. Table 2 shows the structure of 

the first thematic area in the new protocol. Newly added 

criteria are shown in red and marked with a star (*), 

whereas the old ones already included in the SBC 

protocol are shown in black.  

In particular, it was considered quite important to add 

the criterion of the LEED protocol concerning the 

pollution prevention during construction, which has 

been included in the first thematic area. In order to 

prevent pollution of the soil in the construction phase, 

the "Planning for control of the erosion and 

sedimentation", to be included in the "Planning for the 

environmental management of the construction site", 

was added. In the same category two additional criteria 

were also included for the site selection. The first is to 

encourage planning of new buildings in already 

developed areas, to avoid damage to still undeveloped 

areas. The second is to build on areas which are subject 
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to redevelopment and soil remediation. In addition it 

was considered of prime importance to plan the 

development of new housing towards urban areas where 

services and infrastructures are already in place. This 

was evaluated by adding a performance index based on 

inhabitants density and vicinity to services. 

Table 2. Thematic Area 1. 

Thematic Area #1: Selection of the site, Project Planning and 
Urban Planning 

Selection of the site 

A.1.1 
*Pollution prevention during 

construction 

A.1.2 Ecological value of the site 

A.1.3 

*Avoiding edification in 
inappropriate areas to mitigate 
the environmental impact due 

to the site localisation 

A.1.4 Contamination level of the site 

A.1.5 
*Recovery and redevelopment 

of contaminated sites 

A.1.6 
*Inhabitants density and 

vicinity to services 

A.1.7 
Distance from public 

transportation 

Project planning A.2.1 
Collection and recycling of 

wastes 

Urban planning 

A.3.1 
*Habitat protection and 

remediation 

A.3.2 *Maximising green spaces 

A.3.3 
Support to the use of bicycles 
and access* to bicycle* lanes* 

A.3.4 Use of local vegetation 

A.3.5 
*Alternative transportation: 

low or zero emission vehicles 

A.3.6 
*Alternative transportation: 
capacity of parking spaces 

 

2.2 Energy and natural resources 
consumption 

No modification was proposed in the category of 

"Project planning", whereas the third and last category 

"Urban planning" was completed by adding few criteria 

implemented from the LEED Italy protocol. Those 

added criteria were chosen to privilege the attention to 

the conservation of natural areas and existing 

agricultural landscape, by promoting the development 

of green areas such as gardens and public green spaces. 

The added criteria were also selected and implemented 

to consider an increased utilization of alternative means 

of transportation such as bicycles, low or zero emission 

vehicles, car sharing and car pooling.  

The second thematic area is dedicated to energy and 

natural resources consumption. The area was originally 

divided into five categories grouped in two sub-areas. 

The proposed new protocol includes a sixth category 

which was inserted in the first sub-area. The first 

category of the second thematic area "Energy and 

natural resources consumption", dedicated to the "Non 

renewable energy requested during the life cycle", was 

left unchanged, because all the current and existing 

laws and regulations are followed. Similarly, no change 

was considered necessary for the second category 

concerning the peak demand of electric energy during 

building utilization. Instead, it was considered very 

important to add a new category called "Energy 

saving", containing six criteria which allow to evaluate 

the technologies to save energy in the building. Some 

criteria were taken from other protocols and some were 

newly created. They include: thermo-hygrometric 

properties of the building components and shell, the 

type of heat generation and distribution, the presence of 

active or passive solar systems, the presence of 

technologies to favor natural lighting of indoor spaces, 

the behavior of the building in summer without air 

conditioning. In table 3, the criteria included in the first 

sub-area of the second thematic area are listed. The new 

criteria are listed in red. 

The second sub-area of thematic area #2 includes the 

categories of renewable energy, materials and water 

saving. The "Renewable energy" category was left 

unchanged because it was considered complete in all its 

criteria. 

Table 3. Thematic Area 2: First sub-area. 

Thematic Area #2: Energy and Natural Resources 
Consumption 

Non-renewable energy 
during the life cycle 

B.1.1 
Yearly primary energy 

demand for winter heating 

B.1.2 
Yearly primary energy 

demand for summer 
cooling 

Electric energy: peak 
demand during 

utilization 
B.2.1 

Electric energy: peak 
demand during utilization 

*Energy saving 

B.3.1 
*Thermo-hygrometric 

properties of the building 
components and shell 

B.3.2 *Heat generation 

B.3.3 *Heat distribution 

B.3.4.1 *Natural lighting 

B.3.4.2 
*Indoor solar radiation 

and lighting 

B.3.5 *Passive solar systems 

B.3.6 Passive cooling 

B.3.6.1 
Indoor temperature 

without cooling systems 

B.3.6.2 Control of solar radiation 

B.3.6.3 
Phase displacement and 
attenuation of thermal 

wave 
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In the "Materials" category two new criteria from the 

LEED and VEA protocols were added. The main goal 

was to give more importance to the type of materials 

which are used in the building, with particular attention 

to materials provided with environmental certifications 

and coming from local or regional manufacturers and 

producers. An additional criterion is the "Management 

of disposal of building materials" to keep track and 

possibly reduce the disposal of wastes in landfill during 

the construction phase. The last category of the second 

thematic area concerns "Water utilization". It was 

assumed important to expand this concept to all types of 

water for indoor and outdoor utilization, without 

limiting it to potable water. For this reason, the title of 

the category was changed to "Water saving". Since the 

SBC protocol only takes into account potable water for 

indoor and outdoor utilization, the criterion of the VEA 

protocol, which considers control and pollution of 

water, was included. Table 4 shows the changes in the 

structure of the second sub-area of thematic area #2. 

The thematic area dedicated to the environmental 

impact of the building is titled "Environmental impact" 

and the criteria are listed in table 5. The criteria 

included in this area are sufficient to thoroughly 

evaluate the environmental impact of the building. The 

only changes are in a different weighing of the criteria 

which will be described later.  

Table 4. Thematic area 2: Second sub-area. 

Thematic area #2: Energy and Natural Resources 
Consumption 

Renewable Energy 

B.4.1 
Renewable energy not produced 

on-site 

B.4.2 
Renewable energy produced on-

site (thermal energy) 

B.4.3 
Renewable energy produced on-

site (electric energy) 

Materials 

B.5.1 Recycling of existing structures 

B.5.2 Use of recycled materials 

B.5.3 
Use of materials produced with 

renewable energy 

B.5.4 
Use of cement substitutes in 

concrete 

B.5.5 
Use of recuperated/unmounted 

materials 

B.5.6 
*Reduction of landfill disposal 

of construction materials 

B.5.7 *Use of local materials 

B.5.8 
*Use of materials with 

environmental certifications 

Water saving 

B.6.1 
Use of potable water for 

irrigation 

B.6.2 Indoor use of potable water 

B.6.3 *Pollution control of water 

B.6.4 Soil permeability 

The fourth thematic area "Indoor quality" concerns the 

quality level and comfort inside the building, by means 

of controlling the ambient conditions in terms of 

temperature and humidity and the presence of different 

types of pollutants and noise. Since SBC is mainly 

focused on buildings for the tertiary sector, the 

evaluation of indoor quality is done by using criteria 

and parameters which are either not always influential 

for residential buildings or disregard some important 

parameters. Due to these reasons, new criteria have 

been added and some were eliminated and new weights 

have been defined. In addition, since some of the newly 

added criteria concern outdoor quality, the thematic 

area was renamed as "Indoor and outdoor quality", 

similarly to the VEA protocol (Table 6).  

Table 5. Thematic Area 3. 

Thematic Area #3: Environmental impact 

Greenhouse gas 
emissions 

C.1.1 
Greenhouse gas 
emissions during 

utilization 

Other emissions 

C.2.1 
Yearly emissions of 
acidifying pollutants 

C.2.2 
Yearly emissions of 

photo-oxidants 

Solid wastes C.3.1 
Solid wastes during 

utilization 

Sewage waters C.4.1 Sewage waters 

Impact on the local 
environment 

C.5.1 
Thermal effect of solid 

outdoor floors 

C.5.2 Thermal effecf of roofs 

 

In the "Ventilation" category the SBC protocol only 

addresses forced ventilation systems which are 

commoner in the tertiary sector buildings. Since these 

technologies are not commonly used in residential 

buildings, a new criterion was added, which is included 

in the ITACA protocol and takes account of natural 

ventilation in indoor spaces. The “Indoor air quality" 

was extended to outdoor pollutants, such as it is done in 

the VEA and ITACA protocols. This allows to 

consider, not only the radon emissions, but also those of 

mineral fibres, VOC, and outdoor pollutants as 

commonly measured in urban areas. In the same 

category, the criteria considering the migration of 

pollutants among spaces. which may be common in 

tertiary sector buildings, but not in residential ones. 

This category is mainly dedicated to buildings where 

industrial activity are close to offices and there might be 

a migration of pollutants from the former to the latter. 

The "Air temperature and humidity" category was 

modified to make it more suitable for residential 

buildings. The SBC protocol criteria, focused on 

monitoring of temperature and humidity inside the 
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buildings, which can be easily done with air 

conditioning systems, was replaced by the one in the 

ITACA protocol, which is more focused on the 

evaluation of indoor comfort. The criterion "Natural 

and artificial lighting" was replaced by the LEED 

"Control and management of lighting plants". To this 

aim the LEED criterion was modified to make it more 

suitable for residential buildings. One specific feature 

that has been included is the automatic control and 

switching of artificial lighting depending on natural 

lighting. In the same category, the “Level of lighting 

and quality of artificial lights" criterion aimed at 

buildings of historical and artistic value as well as the 

"Natural lighting in main spaces" criterion were 

eliminated, being the first of limited interest for 

residential buildings and the second being transferred to 

the energy saving category of thematic area #2. The 

criterion titled "Dazzling", which is typical of working 

places, was replaced by "Artificial lighting" described 

in the ITACA protocol and aimed at guaranteeing the 

users a good artificial lighting level in indoor spaces, in 

terms of both quality and quantity. In the category 

"Electromagnetic pollution" the single criterion 

included in the SBC protocol was replaced by two 

divided as a function of the frequency of the 

electromagnetic fields: 50 Hz and high frequency (100 

kHz to 3 GHz). A new category was eventually inserted 

to provide a significant relevance to the acoustic 

comfort of living spaces. This category is completely 

disregarded in the SC protocol, but is becoming more 

and more relevant to define the indoor quality of spaces 

and it is more and more important in residential 

buildings. The inserted criterion is based on the 

"Acoustic insulation" criterion in the VEA protocol. 

The aim of this criterion is to evaluate all the measures 

to reduce the transmission of outdoor, adjacent 

buildings' and technical plants' noise indoor. In the fifth 

and last thematic area "Quality of service", the three 

original categories of the SBC protocol were left 

unchanged. However in the category titled "Keeping the 

performance level" a new criterion was added from the 

ITACA protocol, where the importance of informing 

the users on the utilization of the building and the 

technical plants is stressed. The criterion "Flexibility 

and adaptability" was changed to include the flexibility 

of indoor spaces and technical plants. Table 7 shows the 

structure of the thematic area "Quality of the service". 

After the definition of the new criteria to include in the 

SBC protocol, to make it applicable to residential 

buildings, new evaluation forms were created for each 

criterion. 

Table 6. Thematic Area 4. 

Thematic Area #4: Indoor and outdoor quality 

Quality of indoor and 
outdoor air  

D.1.1 
*Pollution from mineral 

fibres 

D.1.2 *Pollution from VOC 

D.1.3 Monitoring of air quality 

D.1.4 
Control of air pollution 

(Radon) 

D.1.5 *Atmospheric pollution 

Ventilation 

D.2.1 *Natural ventilation 

D.2.2 
Quality of air and 

ventilation in spaces with 
forced ventilation 

D.2.3 
Speed of air in spaces 
with forced ventilation 

D.2.4 
Ventilation efficiency in 

spaces with forced 
ventilation 

Air temperature and 
humidity 

D.3.1 *Winter Air temperature  

D.3.2 
Vertical distribution of 

temperature 

Natural and artificial 
lighting 

D.4.1 *Artificial lighting 

D.4.2 
*Artificial lighting 

control and management  

Electromagnetic 
pollution 

D.5.1 
*Electromagnetic 

pollution/industrial 
frequency (50Hz) 

D.5.2 
*Electromagnetic 

pollution/high frequency 
(100KHz – 3GHz) 

*Acoustic pollution D.6.1 *Acoustic insulation 

 

Thirty new forms were created on the basis of SBC 

forms, and each of them needed the definition of a new 

performance scale and performance index to be 

weighed to provide the final result. When the new 

criterion was transferred from other protocols, it was 

enough to scale the performance index of the other 

protocols to that of the SBC. When the criterion was 

created for this purpose, it was necessary to define the 

benchmark and the two extreme values of the index. 

Table 7. Thematic Area 5. 

Thematic Area #5: Quality of the service 

Controllability E.1.1 BACS and TBM 

Keeping the performance 
level 

E.2.1 
Keeping the 

performance level of the 
building shell 

E.2.2 Maintenance plan 

E.2.3 
Conservation of 

technical documents "as 
built" 

E.2.4 Performance monitoring 

E.2.5 
Records of the history of 

the building 

E.2.6 *User's manuals 

Flexibility and 
adaptability 

E.3.1 
Possibility of changes of 

the building 
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After the definition of new categories, new criteria and 

new performance indexes it was necessary to create 

new weights for criteria and thematic areas. Starting 

from the weights used in the SBC protocol, the new 

ones were defined as follows: the "Energy and natural 

resources consumption" thematic area was considered 

the most important one for two reasons: it has a very 

significant impact on the environment and the 

utilization of the building and all performance indexes 

it can be quantified precisely and accurately. Due to this 

reason the new weight was fixed at 50%. The remaining 

50% was distributed among the four other areas as 

described in Table 8. Similarly, new weights were 

assigned to each category and criterion. The largest 

weights were given to those criteria that are most 

important in the environmental and energetic impact. In 

most cases the weights assigned in the SBC protocol 

were left unchanged. The proposed new protocol for the 

energetic and environmental certification of residential 

buildings based on the framework of the SBC protocol 

consists of: 5 Thematic areas, 23 Categories, 72 

Criteria. An application of the proposed protocol was 

studied to validate the new criteria and weights on a 

residential building complex. This complex had already 

been studied with two other certification protocols: 

SB100 and BIOVER.  

Table 8. Thematic areas e and new weights. 

New weights 

Thematic areas 
weight 

% 

Selection of the site, project and urban planning 10% 

Energy and natural resources consumption 50% 

Environmental impact 18.6% 

Indoor and outdoor quality 18.6% 

Quality of the service 2.8% 

 

3. The case study  
The residential building complex that was studied 

consists of three buildings arranged on line, designed 

and built by Coop Umbria Casa in Città di Castello (in 

central Italy) following the criteria to have a high 

energy efficiency and low environmental impact. The 

object of the study is the third building block with 12 

apartments. 

The following features were considered in the design to 

improve the quality of living and comfort of inhabitants 

and to reduce the energy consumption:  

- Ten vacuum tubes solar panels facing South-

East which allow to reduce by 60% the energy 

consumption for warm sanitary water and to 

avoid 5134 kg/year of CO2 emissions;  

- Fiftyfive Aleo S18 multicrystal silicon PV 

panels with a peak power output of 220 Wp 

facing South-East, with an overall peak power 

output of 1 kWp per apartment and avoiding 

7656 kg/year of CO2 emissions;  

- Centralized heat generation with a geothermal 

heat pump with a nominal thermal power of 44 

kW with an overall thermal energy production 

of 146.9 MWh/year;  

- Heat distribution with a radiant low 

temperature floor with expected saving of 5%-

10% in comparison with traditional systems; 

- Walls and windows with a very low thermal 

conductivity (lower than 0.4 W/m2K). The 

very large thickness of insulation (larger than 

7.5 cm) also ensures an improved thermal 

inertia;  

- Very good acoustic insulation of walls;  

- Silencers in ventilation bores to avoid noise 

passing through air openings;  

- Passive solar systems such as six sunspaces in 

six apartments facing South-West;  

- Active solar systems such as aluminum shields 

on the South-West side;  

-  Rainwater collection system for irrigation of 

public green spaces which allow savings of 

water of more than 50% for this purpose; 

- Network switches to mitigate electromagnetic 

pollution.  

4. Results of the application of the 
new protocol  
The compilation of the 72 forms to calculate the 

performance indexes of each criterion allowed to 

calculate the parameters of each thematic area and to 

calculate the level of energetic and environmental 

sustainability of the building. The final mark is +2.4 out 

of a maximum of +5. This means that the case study is 

in the interval between +2 and +3 which corresponds to 

a level between an "improvement" and a "significant 

improvement" in comparison with the current 

regulations and current practice. 

In Fig. 1, the five thematic areas are shown with the 

marks obtained in each area. It is possible to note that 

the building has marks higher than +2 in each area. This 

shows that the design criteria and the technical 

solutions are better than average in several aspects. 

In order to show the contribution of each thematic area 

to the overall mark, the weighted marks of each area are 

plotted in the pie chart in Fig. 2.  
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Fig. 1. Results for the thematic areas 

 

Fig. 2: Weighted marks of each thematic area. 

Figure 2 provides a more general view of the areas and 

categories that contribute more to the sustainability of 

the building. The largest contribution is due to the 

"Energy and natural resources consumption" which 

accounts for 1 point. The most relevant contribution to 

this area is due to the primary energy for winter heating 

(40.4 kWh/m2year) and for summer cooling (10.7 

kW/m2year). The smallest contribution is given by the 

thematic area "Quality of the service" with 0.08 points. 

The areas of "Environmental impact" and "Indoor and 

outdoor quality" have a quite similar influence on the 

overall results with 0.56 and 0.54 points respectively. In 

the former area the final mark was mainly determined 

by the low emission values of CO2, SO2 and ethylene 

equivalent. In the latter, the criteria with the greatest 

influence are the internal temperature distribution the 

very good acoustic insulation of the building shell and 

technical plants. In the thematic area "Selection of the 

site, project and urban planning" the final mark is 0.19 

where the categories which have the largest influence 

are the vicinity to services and availability of public 

transportation.  

5. Validation of the new protocol 
The application of the new protocol is simple and 

quick, allowing a correct evaluation of all the 

characteristics of the building which are fundamental to 

evaluate its sustainability. In most criteria, the 

calculation of the performance indexes was possible 

with a simple visual examination of the building, 

whereas in other criteria calculations with simple 

spreadsheets is necessary.  

The new protocol was validated by comparing the 

results with those obtained by two different protocols 

for the energetic and environmental certification of 

buildings: the SB100 and the BIOVER which were also 

applied to the same building complex. In all three 

protocols the final results reached an intermediate mark 

corresponding to a level between an "improvement" and 

a "significant improvement" in comparison with current 

legislation and practice (Table 9). 

Table 9. Final marks obtained with the three protocols. 

Building final marks 
New protocol BIOVER SB100 

2.4 
[scale: -1 / 5] 

2.71 
[scale: -1 / 5] 

63 
CLASS D  

[scale: 0 / 100] 
 

In all three protocols, the thematic areas which have 

contributed most to the final marks are the consumption 

of energy and natural resources, the indoor comfort and 

environmental impact. It can be noted that the new 

protocol provides a more detailed analysis including 

more criteria that define the sustainability of a building. 

The first thematic area allows a more complete 

definition of the site and the urban planning. Such 

aspects are completely disregarded in the BIOVER 

protocol, where only the mobility and distance from the 

services is considered. Similar comments can be done 

of the SB100 protocol. A second important 

characteristic of the new protocol is the possibility to 

evaluate the technologies for energy saving, for which a 

specific category titled "Energy saving" was included in 

the protocol. This new category consists of 6 criteria 

which consider different aspects of energy saving. This 

category is absent in the BIOVER protocol and is 

partially included in the "passive behaviour of the 

building" criterion in the SB100 protocol. If we 

compare the new protocol for residential buildings with 

the BIOVER protocol it is possible to state that in all 

the five thematic areas the former allows a more 

detailed and comprehensive definition of the 

characteristics of the building. As an example, in the 

"Indoor and outdoor quality" area the new protocol keps 

track of many more pollution sources than the BIOVER 

and it is also possible to evaluate either the natural and 

the forced draft ventilation. The new protocol is 
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therefore, valid, accurate and does not require more 

complicated calculations than other protocols, but it 

considers many more characteristics of the building and 

more parameters that are important in the definition of a 

sustainable building. The comparison among the 

proposed new protocol and two other ones has allowed 

to validate the changes that have been proposed and the 

consistency of the new categories and criteria in the 

general framework for the evaluation of residential 

buildings. 

6. Conclusions 
The new protocol proposed in this paper allows to 

improve the SBC protocol for the energetic and 

environmental certification of buildings expanding it to 

the evaluation of residential buildings. The new 

protocol is based on the SBC protocol with the addition 

of new categories and criteria to the five thematic areas 

in which it is divided. The new categories have been in 

part transferred from other protocols and in part created 

from scratch. The 72 criteria are quite easy to be 

calculated and do not require specific tools but only the 

use of simple expressions which have been 

implemented in spreadsheets and the required input data 

are normally available from the technical 

documentation which is available and required to build 

a building. The new protocol was also compared to 

other protocols which are commonly used in Italy for 

these kind of evaluations and the results are comparable 

with them. The structure of the protocol and its division 

in thematic areas, categories and criteria is the same 

used in similar cases and the final index which 

represents the sustainability is given by means of a 

mark which identifies within a scale which is the 

energetic and environmental quality of the building in 

comparison with the current practice and legislation.  
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Prototype of a thermally driven heat pump based on integrated
organic Rankine cycles (ORC)

Demierre, J., Henchoz, S. and Favrat, D.

Ecole Polytechnique Fédérale de Lausanne, LENI-IGM-STI, Station 9, 1015 Lausanne, Switzerland

Abstract: The concept studied in this work is a low power ORC-ORC system (about 20 kW heat at the
condenser) which is composed of an ORC engine cycle driving a reversed ORC heat pump cycle, both
using the same fluid. The radial compressor and turbine are directly coupled on the same shaft rotating
on refrigerant gas bearings. This gives the system the advantage of being oil-free, fully hermetic and
with low maintenance costs. The paper presents the development of an ORC-ORC prototype, with
HFC-134a as working fluid. The main critical parts of the system are the compressor-turbine unit,
the supercritical evaporator and the pump. The selected type of heat exchanger for the supercritical
evaporation is the double tube coil (DTC). A first experimental setup has been built to test the pump
and the supercritical evaporator. A comparison has been done between the results obtained with an
in-house supercritical evaporator simulation tool and the measurements made on the DTC. The design
steps of the compressor-turbine are briefly presented. The compressor-turbine unit has been balanced
and tested, with air, at speeds up to 140’000 rpm.

Keywords: thermally driven heat pump, ORC, supercritical evaporator, gas bearings, residential
heating, oil-free, high speed

1. Introduction
Single combustion in boilers is a very inefficient
way of heating. The higher cost of fuels and pol-
lution concerns are likely to put more and more po-
litical pressure to prevent the use of boilers for most
heating purposes. Alternatives are all linked to heat
pumps allowing to value the renewable heat from
the environment. Thermally driven heat pumps
from a variety of fuels including wood pellets or
natural gas are usually realized using an absorp-
tion heat pump or by a combination of heat en-
gine cycle with a compression heat pump cycle or
a combination of both. One concept of the sec-
ond category has been proposed by Strong [1] and
is based on the use of an ORC engine cycle driv-
ing a reversed ORC heat pump cycle, both using
the same fluid. Such a concept can be made us-
ing a scroll expander and a scroll compressor usu-
ally lubricated with oil or by an oil-free high speed
dynamic compressor-expander assembly rotating on
refrigerant vapor bearings. Unfortunately earlier at-
tempts of the latter failed because of lack of appro-
priate materials and of the problematic of the CFC
refrigerants, which were, at the time, among the best
candidates for high temperature cycles. Progress in
materials and in finding new fluids, to substitute the

CFCs with a reasonably high temperature chemical
stability and/or acceptance, allow the reconsidera-
tion of this approach with HFC-134a or R600 as key
working fluid candidates. The recent demonstration
of one concept of miniature high speed centrifugal
compressor directly driven by a high speed elec-
tric motor rotating on refrigerant gas bearings [2, 3]
opens the way to such devices with or without elec-
tric motor.

2. ORC-ORC High Speed Concept

An ORC-ORC system is composed of an ORC en-
gine cycle and a reversed Rankine heat pump cycle
(see Fig. 1). The condenser (and the subcooler if
introduced) is common to both cycles. The power
from the ORC turbine is used to drive the compres-
sor of the heat pump cycle. This system works be-
tween three main temperature levels and is therefore
similar to an absorption heat pump. Heat is provided
at high temperature (by a boiler for example) at the
supercritical evaporator of the topping ORC and at
low (geothermal probe) temperature at the evapo-
rator of the heat pump ORC. Heat is supplied to
the house heating system by the unit condenser at
medium temperature.
The studied concept is a low power system (about
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20 kW heat at the condenser in the case treated here)
with one-stage radial compressor and turbine. The
compressor and turbine are directly coupled on the
same shaft rotating on refrigerant gas bearings. This
gives the system the advantage of being oil-free,
fully hermetic and with low maintenance costs in
spite of the more complex circuitry. Because of the
characteristics of dynamic compressors and turbines
a low density fluid is preferred and refrigerant HFC-
134a has been selected at this stage. It is chemically
stable at relatively high temperatures (at least up to
180◦C).

Entropy

Te
m
pe
ra
tu
re

Figure 1: Schematic flowsheet and T-s diagram of a
simple ORC-ORC heat pump unit

3. Preliminary Design
A preliminary design was made based on the re-
sults of previous studies [4, 5]. An ORC-ORC sys-
tem design and optimization tool had been devel-
oped. The tool consists of a model developed on a
commercial flowsheeting software, Belsim-Vali [6]
that is linked to an in-house energy integration
tool [7] and an in-house multiobjective optimization
tool [8]. The three pieces of software are linked us-
ing an interface, OSMOSE, developed at our labora-
tory.
The ORC-ORC system design and optimization tool
enables to calculate the optimal pressure and tem-

perature levels, the optimal refrigerant mass flow
rates, as well as the optimal compressor and tur-
bine preliminary design (rotational speed and di-
ameter of the wheels). A polynomial approxima-
tion of the correlation of Rohlik (1968) [9] is used
to model the turbine isentropic efficiency ηt. This
relation gives the maximum efficiency that can be
achieved for a fixed turbine specific speed nst. The
compressor isentropic efficiency ηc is modeled fol-
lowing a similar method. A correlation (adapted
from Balje 1981 [9, 10]) that relates the maximum
efficiency to the compressor specific speed nsc is ap-
proximated. Pressure drops in the heat exchangers
and pipes, and heat losses are neglected. The ex-
pansion in the valve is considered to be isenthalpic.
The pump isentropic efficiency is considered to be
constant and equal to 0.5. The losses related to the
compressor-turbine shaft are calculated using the
model given in [2, 3]. (eventually, details on how
the wheel diameter is estimated)
The ORC-ORC heat pump studied in this work is a
system for residential heating purpose. The system
has to be designed to produce hot water at 60◦C (wa-
ter initial temperature is 10◦C) and to heat up water
for floor heating from 30◦C to 35◦C. The total heat-
ing power (hot water production + floor heating) is
about 20 kW. The hot heat source is the combustion
gases resulting from a stoichiometric combustion of
methane that cools down to a temperature as low as
possible (for example to 4◦C in winter time of our
calculations). The cold heat source is the glycol wa-
ter from a geothermal probe (that cools down from
4◦C to 0◦C in our calculations).
A bi-objective optimization was done, with the con-
ditions given above, with the system COP (coef-
ficient of performance) as first objective and the
compressor-turbine unit (CTU) rotational speed as
second objective. The CTU rotational speed is cho-
sen as second objective, because for such low power
compressor and turbine the optimal rotational speed
becomes critically high. The COP of the system is
defined as follows:

COP =
Q̇−W

Q̇+f umes +
(
Ė+pump/0.56

) (1)

Q̇−W is the heat given to the water (hot water and
heating), Q̇+f umes is the heat given by the fumes re-
sulting from the methane combustion and Ė+pump is
the electrical power consumed by the ORC-ORC
pump (which is the only electrical power consumed
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by the ORC-ORC). Ė+pump is divided by 0.56 to take
into account for the efficiency of a modern com-
bined cycle power plant that produces this electri-
cal power, in order to define a COP which is strictly
based on the conversion of the fuel (here, methane)
into heat. At first approximation, in our calcula-
tions, Q̇+f umes is evaluated as follows [11]:

Q̇+f umes ! ṁF · ∆h0
i (2)

ṁF is the mass flow of the fuel (methane, in our cal-
culations) and ∆h0

i is the lower heating value of the
fuel (here, for the standard state, P0 = 1.01325 bar
and T 0 = 25◦C).
The Pareto curve resulting from the optimization
with the system COP and the rotational speed of the
CTU as objectives is shown at Fig. 2. Each point
corresponds to a particular design solution. It ap-
pears that the COP increases with the CTU rota-
tional speed to reach a maximum value of about 1.7
at a speed of about 250’000 rpm. In theory, the opti-
mal compressor and turbine rotational speed is even
higher than 250’000 rpm, but the losses linked to
the shaft (gas bearings losses and windage losses)
increase with the increase in rotational speed. This
result shows the importance to use a bearing tech-
nology that enables to reach high speeds and so, jus-
tifies the use of gas bearings.
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Figure 2: Pareto curve of the optimization with the
COP and the CTU rotational speed as objectives

The optimal values of some main design parameters
as a function of the COP are plotted in Fig. 3. It ap-
pears that the optimal temperature, of almost all so-
lutions, is about 180◦C, that corresponds to the up-
per limit that was set in our calculations and which
is assumed to be the temperature limit of the HFC-
134a (chemical stability). Following those results,

the values of the preliminary design parameters for
the ORC-ORC prototype were chosen and are given
in the Tab. 1.
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Figure 3: Design parameters regarding the COP

Table 1: Values of the preliminary design parameters
supercritical evaporation pressure : 65 bar
turbine inlet temperature : 180◦C
condensation temperature : 40◦C
heat pump evaporation temperature : -5◦C
turbine wheel diameter : 18 mm
compressor wheel diameter : 20 mm
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4. Prototype layout
The layout of the prototype is shown at Fig. 4. In
this first prototype, instead of having a unique con-
denser for both cycles, there is a condenser for each
cycle in order to control easily the system. This
gives also the possibility to test the turbine and the
compressor “more” independently, since, with this
layout, the turbine outlet pressure and the compres-
sor outlet pressure can be different. Two on/off
valves enable to connect both condensers together
in order to simulate a unique condenser. The CTU
housing is connected to the low pressure of the heat
pump cycle and a valve enables to regulate the pres-
sure in the gas bearings. The turbine bypass and
the valves at the turbine inlet and outlet allow to
start and heat up the cycle without the working fluid
passes through the turbine, in order to start the tur-
bine only when it is guaranteed that the refrigerant
at the inlet is entirely in vapor form. In fact, at high
speed, any droplet would damage the CTU rotor. A
vertical tube with a large section (about 150 mm di-
ameter) after the heat pump cycle evaporator serves
as separator to ensure that there is no droplet at the
compressor inlet.

Figure 4: ORC-ORC prototype layout

5. Selected equipment
Supercritical evaporator
The supercritical evaporator has to work under rel-
atively severe conditions. In fact, the supercritical
evaporator has to allow to reach refrigerant pressure
up to 70 bar, to heat up the refrigerant, in the worst

case, from 15◦C to 180◦C and to work with a tem-
perature of thermal oil (Syltherm 800) up to about
200◦C. Several types of heat exchanger have been
reviewed (details are given in [12]). The selected
type is “the double tube coil” (DTC) (see Fig. 5). A
DTC heat exchanger is composed of a tube inside
an other that are coiled together. This design allows
to work with high temperature differences and high
pressures.

Figure 5: Double tube coil (DTC) heat exchanger

Engine cycle pump
The pump has to work with a pressure difference
up to 55 bar. Another constraint is that there must
be no contact between the refrigerant and the pump
lubricating oil. Consequently, a diaphragm pump
has been selected.

6. First test rig
A first test rig was built to test the critical tests
equipment (the supercritical evaporator and the di-
aphragm pump) before the construction of the com-
plete prototype. Several tests were performed to
characterize the diaphragm pump and the DTC heat
exchanger under supercritical conditions.

6.1. layout
The test rig corresponds, more or less, to the en-
gine cycle without the turbine (see Fig. 6). The tur-
bine is replaced by a manual regulating valve (noted
V in Fig. 6). The R134a is evaporated in the DTC
with the thermal oil (Syltherm) coming from a reg-
ulated electric boiler. The refrigerant condenses in
the plate heat exchanger (PHX) with water at about
9◦C at inlet as cold fluid. The diaphragm pump
(P) is connected directly at the outlet of the con-
denser (the plate heat exchanger) and is followed by
a check valve (c). The mass flow of the refriger-
ant is measured with a coriolis flow meter (M). The
R134a temperature is measured at inlet and outlet
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of each heat exchanger with thermocouples (T1, T2,
T3 and T4). The refrigerant pressure is measured
at three points with piezoresistive pressure sensors
(P1, P2 and P3). The water temperature is mea-
sured with thermocouples (TC1 and TC2) at inlet and
outlet of the condenser and the thermal oil tempera-
ture is also measured with thermocouples (TH1 and
TH2) at each side of the DTC. A pressure relief valve
(s1) is connected from the high pressure side to the
low pressure side of the cycle. It opens when the
high pressure exceeds 70 bar. Another pressure re-
lief valve (s2) opens when the low pressure exceeds
17 bar. The pressure limits of 70 bar and 17 bar cor-
respond to the maximum allowable operating pres-
sures, respectively, at the outlet and inlet of the di-
aphragm pump. A pressure gauge (PVin) is placed
after the DTC to check directly the level of the high
pressure when the manual regulating valve (V) is ac-
tuated.

Figure 6: First test rig

6.2. Test results
Supercritical evaporator
The tested DTC has the following specifications:
! Heat transfer area: 0.23 m2

! inner tube outer diameter: 1/2 inch
! inner tube wall thickness: 0.049 inch
! outer tube outer diameter: 1 inch
! outer tube wall thickness: 0.083 inch
! material: stainless steel
! estimated tube roughness k: 50 µm
! tube thermal conductivity λ: 15.2 W/m K
Tests were performed with different values of R134a
mass flow ṁR, thermal oil temperature at the DTC
inlet TH1 and R134a pressure at the DTC inlet P2.
The tested values are approximately:

! ṁR (kg/s): 0.05, 0.08, 0.1, 0.13
! TH1 (◦C): 50, 120, 180, 220
! P2 (bar): 45, 55, 65
The volume flow rate of thermal oil is approxi-
mately the same for all tests and is about 4 m3/h.
The R134a temperature at the DTC inlet T2 is more
or less different for all tests and between 15◦C and
50◦C. By combining the different values given to
ṁR, TH1 and P2, measurements were done for 41
operating points.
The measured heat load is between 0.5 kW and
30 kW. The overall heat transfer coefficient U
calculated with the measurements is between
360 W/(m2K) and 1020 W/(m2K). The overall
heat transfer coefficient is evaluated as follows:

U =
Q̇R

A · ∆Tlm
(3)

where Q̇R is the heat power given to the refrigerant,
A is the heat transfer area of the DTC and ∆Tlm is
the log-mean temperature difference. The log-mean
temperature difference is calculated as follows:

∆Tlm =
∆T2 − ∆T1

ln (∆T2/∆T1)
(4)

where

∆T1 = TH1 − T3 and ∆T2 = TH2 − T2 (5)

The experimental results have been used to validate
an in-house DTC supercritical evaporator simula-
tion tool [12]. Several correlations for the evalua-
tion of the Nusselt number Nu and the friction fac-
tor f are implemented in the tool (see Tab. 2 for Nu
and Tab. 3 for f ). Five heat transfer correlations
have been considered:
! Gnielinski with Darcy-Wiesbach friction factor

(G D-W)
! Gnielinski with Gnielinski friction factor (G G)
! Gnielinski with Filonenko friction factor (G F)
! Petukhov-Kirillov-Popov with Filonenko friction

factor (P-K-P F)
! Dittus-Boelter (D-B)

The 41 operating points, that were tested, were sim-
ulated. For each operating point, the simulations
were done for all possible combinations of heat
transfer correlations (25 combinations). The error
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Table 2: Heat transfer correlations implemented in
the DTC model ( f is given in the Tab. 3)

correlation range of application

Gnielinski:
Nu =

f
8 (Reφ−1000) Pr

1+12.7
√

f
8 (Pr2/3−1)

2300 < Reφ < 5 · 106

0.5 < Pr < 2000

Petukhov-Kirillov-Popov:
Nu =

f
8 Reφ Pr

1.07+12.7
√

f
8 (Pr2/3−1)

104 < Reφ < 5 · 106

0.5 < Pr < 2000

Dittus-Boelter:
Nu = 0.023Re4/5

φ Prn

with n = 0.4 for heating
and n = 0.3 for cooling

Reφ > 104

0.7 ≤ Pr ≤ 160
L
φ > 10

Table 3: Friction factor correlations implemented in
the DTC model

correlation application

Gnielinski:
f = (0.79 ln Reφ − 1.64)−2 smooth pipe

Filonenko:
f = (1.82log10Reφ − 1.64)−2 smooth pipe

Darcy-Wiesbach:
(Churchill empirical formula)

f = 8
[(

8
Reφ

)12
+ 1

(A+B)3/2

]1/12

where

A =


2.457 · ln 1(

7
Reφ

)0.9
+0.27· kφ




16

B =
[

37′530
Reφ

]16

rough pipe

on the overall heat transfer coefficient εU is calcu-
lated as follows:

εU =
Us − Um

Um
(6)

where Us and Um are the overall heat transfer coef-
ficients calculated with, respectively, the results of
the simulation and the measurements. The overall
heat transfer coefficient error εU averaged on the 41
tested operating points is given at Tab. 4 for each
combination of heat transfer correlations. The av-
erage value of εU is also shown in Fig. 7, as well
as the minimum and maximum. The results show
that the best prediction is obtained when the corre-
lation of Dittus-Boelter is used for both the R134a

Table 4: Tested correlation combinations and corre-
sponding average errors on the overall heat transfer
coefficient εU

model nb. Syltherm corr. R134a corr. εU aver. (%)
1 G D-W G D-W 5.37
2 G G G D-W 4.69
3 G F G D-W 4.65
4 P-K-P F G D-W 6.26
5 D-B G D-W 3.12
6 G D-W G G 4.30
7 G G G G 3.69
8 G F G G 3.68
9 P-K-P F G G 4.83

10 D-B G G 2.18
11 G D-W G F 4.29
12 G G G F 3.70
13 G F G F 3.64
14 P-K-P F G F 4.83
15 D-B G F 2.16
16 G D-W P-K-P F 4.20
17 G G P-K-P F 3.57
18 G F P-K-P F 3.58
19 P-K-P F P-K-P F 4.76
20 D-B P-K-P F 2.11
21 G D-W D-B 3.88
22 G G D-B 3.25
23 G F D-B 3.21
24 P-K-P F D-B 4.16
25 D-B D-B 1.78

and the Syltherm. The average of the error εU is less
than 2%, which means that the DTC model with the
Dittus-Boelter correlation is accurate enough to well
size a supercritical evaporator for such an applica-
tion. Following the results, it was decided to use
three DTC heat exchangers (in parallel), with a heat
transfer area of 0.23 m2 each, for the supercritical
evaporation of the ORC-ORC prototype.

Engine cycle pump
The required rise in pressure (about 55 bar) has been
reached with the diaphragm pump. Nevertheless,
the pump nominal mass flow is a little bit too high
regarding the required mass flow of R134a for our
application. As it is a volumetric pump, the deliv-
ered mass flow is more or less proportional to the
rotational speed. So in our case, the rotational speed
of the pump is too low regarding its nominal speed
that induces high torque peaks. Therefore, after a
few minutes of operation, the temperature of the
electric motor becomes too high. A way to solve
the problem is to add a bypass between the outlet
and inlet of the pump, in order to increase the mass
flow of the latter without changing the mass flow
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Figure 7: Average, minimal and maximal error on the overall heat transfer coefficient εU for the 25 tested
correlation combinations (for “model nb.” refer to Tab. 4)

in the rest of the system. This is a solution for the
first experiments, but in the future a new diaphragm
pump which is more adapted to the required mass
flow should be acquired.

7. Compressor-turbine unit (CTU)
design

The compressor-turbine unit (see Fig. 8) was de-
signed on the basis of an electrically driven oil-free
compressor (about 3 kW) described in [2, 3]. The
electric motor was replaced by a turbine.
The turbine shape was designed in two steps using
the Concepts NREC [13] software. At first, a pre-
liminary design was made using the 1-D simulation
tool. This step consists of determining the optimal
geometry of the inlet and outlet of each element (vo-
lute, nozzle, interspace, rotor and diffuser). The sec-
ond step is the 3-D design of the different elements.
To evaluate the performances and check the flow,
CFD calculations have been performed.
The different elements of the turbine side were de-
signed with the main constraint that the clearances
between the rotor and the static parts have to be
as small as possible. On this prototype the clear-
ances between the compressor and turbine wheels
and the static parts is about 0.1 mm. Finite ele-
ment analysis were done to check the thermal and
mechanical stresses and the displacements due to
the high rotational speed (up to 240’000 rpm), the

high pressure (up to 70 bar) and the high tempera-
ture differences (about 0◦C on the compressor side
and 180◦C on the turbine side). The CTU has been
balanced and tested with air at rotational speeds up
to 140’000 rpm.

Figure 8: Compressor-turbine unit without the com-
pressor and turbine stator parts during the balancing
(compressor on the left and turbine on the right.)

8. Conclusion
The preliminary design of a prototype of an ORC-
ORC thermally driven heat pump for residential ap-
plication (about 20 kW heating power) was done.
The chosen diameter of the compressor and tur-
bine wheels are respectively 20 mm and 18 mm and
their nominal speed of rotation is about 200’000
rpm. The selected heat exchanger type for the su-
percritical evaporation is the double tube coil, be-
cause of its robust design. The layout for the ORC-
ORC prototype has been defined. A first test rig has
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been built to test the supercritical evaporator and
the diaphragm pump of the engine cycle. The re-
sults obtained with an in-house supercritical evapo-
rator model has been compared to the measurements
done on the DTC heat exchanger. The error between
the predicted overall heat transfer coefficient and the
one calculated with the measurements is less than
3%. The tests have shown that the diaphragm pump
is able to provide the required pressure rise (about
55 bar). Finally, the compressor-turbine unit has
been tested with air and shows a good behavior at
rotational speeds at least up to 140’000 rpm.

Nomenclature
ṁ mass flow rate, kg/s

P pressure, Pa

T temperature, ◦C

h heat transfer coefficient, W/(m2 K)

U overall heat transfer coefficient, W/(m2 K)

Nu = h φ
λ , Nusselt number

Reφ =
C φ
µ/ρ , Reynolds number (based on φ)

Pr =
cp µ
λ , Prandtl number

C flow velocity, m/s

µ dynamic viscosity, Pa s

ρ density, kg/m3

φ = 4× cross sectional area
perimeter , hydraulic diameter, m

L tube length, m

f = −
dP
dL φ

1
2ρC

2 , friction factor

λ thermal conductivity, W/(m K)

cp isobaric specific heat, J/(kg K)
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Finite Time Thermodynamic Analysis of Phase Change 
Packed Bed Storage Systems 

Nóbrega, C.E.L.a , Braga, S.L.B.b

Abstract:  The role of thermal energy storage in the HVAC industry  has been continuously increasing 
over the last years, powered by the adoption of “peak” and “off-peak” power consumption periods (and 
rates) by electrical utilities. As a result, many works have been devoted to modeling and predicting the 
transient response of both sensible and latent heat storage units, over a variety of geometry. Phase 
change units have some advantages over sensible heat units, due to its higher storage capacity (per 
unit volume) and lower average chiller operation, which impacts the system performance as a whole. 
Accordingly, the present work is dedicated to the development and solution of a simple mathematical 
model for the heat transfer phenomena within a latent heat storage unit, consisting of a tank containing 
phase change material (PCM) enclosed within spherical capsules. Several assumptions are made with 
a view to maintain the model as simple as possible, without disregarding a careful reflection about its 
accuracy and impact on the reliability of the solution. In particular, a simulation is carried out for small 
values of the Stefan number (Ste), which allows the solidification to be predicted by a quasi-stationary 
model. The model results in a system consisting of a partial differential parabolic equation, which 
describes the temperature field along the channel, and an integral equation, which is to represent the 
phase change evolution within a spherical capsule. The model is solved using a fully implicit finite-
volume discretization technique. To obtain more general results, all the physical variables are arranged 
in non-dimensional groups, the influence of which on the response of the storage unit is evaluated.  

Keywords:  Phase Change, Packed Beds, Thermal Storage. 

1. Introduction 

 

 

2. Mathematical Model 

Corresponding Author: Carlos Eduardo Nóbrega, e-mail: nobrega@pobox.com 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-99



 
Figure 1:

 

 

 
 
 

 

 

 
Figure 2:

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-100 www.ecos2010.ch



 
Figure 3:

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-101



Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-102 www.ecos2010.ch



3. Results 

Figure 4:

Figure 5:
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Figure 6:

 
Figure 7:

Figure 8:
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Figure 9:

Figure 10:

Figure 11:

4. Conclusions 
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O. Saria, M. Ballia, C. Mahmeda, Ch. Bessonb, Ph. Bonhotec, J. Forcheletc 

 In this paper, a new type of reciprocating magnetic refrigerator working with high remanence 
permanent magnets as the source of the magnetic field is presented. The simulated and measured 
magnetic field at the machine air gap is about 1.45 Tesla. Initially, gadolinium metal (Gd) was used as 
the magnetocaloric refrigerant. Its magnetocaloric performances and its quality were checked 
experimentally in a developed test bench and confirmed by theoretical calculations based on the mean 
field theory (MFT). To attain high values of temperature difference between the hot and the cold 
sources (temperature span), a new kind of the Active Magnetic Refrigeration (AMR) cycle was 
implemented. However, in order to reduce the energy consumption and then increase the 
thermodynamic performances of the magnetic system, a special configuration of the magnetocaloric 
materials is developed. The numerical results of the applied magnetic forces on the new configuration 
are given and analyzed in details. The developed machine is designed to produce a cooling power 
between 80 and 100 Watt with a temperature span larger than 20 °C. The obtained results 
demonstrate that magnetic cooling is a promising alternative to replace traditional systems. 

Keywords: Magnetic refrigeration, Magnetocaloric effect, Magnetic refrigerating system, Optimization 
of system, Active magnetic refrigeration. 

Corresponding Author: Sari Osmann, Email: osmann.sari@heig-vd.ch  
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Optimum Thermo-economic Performance Characteristic of a 
Class of Irreversible Ferromagnetic Stirling Refrigerators  

Houcheng Zhang, Guoxing Lin 

Abstract:  The performance analysis and parametric study of a class of irreversible ferromagnetic 
Stirling refrigerators using thermo-economic approach are carried out, in which multi-irreversibilities 
including finite-rate heat transfer, internal irreversibility, heat leak as well as regeneration loss are taken 
into account. Based on the statistical mechanics and thermodynamics analysis method, the analytical 
expression of thermo-economic function is derived and the influences of the multi-irreversibilities on the 
thermo-economic function are analyzed and evaluated in detail. Furthermore, the other performance 
characteristics and the related operating parameters of the ferromagnetic Stirling refrigerator at the 
optimum thermo-economic function are determined and several important performance bounds are 
also discussed. The results obtained here may provide some parametric design message for the 
performance improvement of magnetic refrigerators. 

Keywords:  Ferromagnetic material, Stirling refrigeration cycle, Thermo-economic function, Optimum 
performance. 

1. Introduction 

2. The thermodynamic properties of 
a class of homogeneous 
ferromagnetic material  
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3. An irreversible regenerative ferro-
magnetic Stirling refrigeration 
cycle  
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4. Results and discussion  
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Carbon Dioxide as Hydrogen Vector: Storage and 
Delivery 

Gábor Laurenczy 

Abstract: Safe and convenient hydrogen storage and delivery is the central question for the further 
development of the hydrogen economy. Formic acid is among the potential candidates, among the 
small organic molecules, suitable for H2 storage. It has been shown that the selective homogeneous 
catalytic decomposition of formic acid in aqueous solution can be carried out using hydrophilic 
ruthenium-based catalysts, generated from the highly water soluble ligand meta-trisulfonated 
triphenylphosphine (TPPTS) and RuCl3. The formic acid splitting reaction takes place under mild 
experimental conditions, in a wide range of temperature, and at a controllable rate, generating 
hydrogen in a very vide pressure range, so HCOOH is considered as a viable hydrogen storage 
material. Several catalysts and processes are developed for the homogeneous catalytic hydrogenation 
of carbon dioxide, bicarbonate and carbonate in water. Aqueous systems are well suited for this 
process. On the basis of these results one can envisage the practical application of carbon dioxide as 
hydrogen vector for storage and delivery. 

Keywords: hydrogen storage, high pressure H2 generation, hydrogenation, CO2 reduction, catalysis 
in water, formic acid. 

1. Introduction 

HCOOH        H2   +   CO2      (eq. 1) 
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2. Results and discussion 
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3. Conclusions 
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Model of a steam Wankel Expander 
 

Manfrida Giampaolo a, Padula Stefanoa 

 

a Università degli Studi di Firenze, Dipartimento di Energetica “Sergio Stecco”  

Via C. Lombroso 6/17 – 50135 Firenze - Italy 

 
Abstract:  A complete kinematic and thermodynamic model of a  Wankel expander engine has 
been realized. The applications are small-size, distributed CHP systems, with a special attention to 
off-grid applications using low-temperature thermal energy (geothermal, solar,...). The model allows 
to calculate and analyse the performance of the system, including its dependence on the main 
design parameters, and to evaluate possible operating modes for meeting variable power demand. 

Keywords:  Expanders, Combined Heat and Power, Off-Grid, Solar thermal Energy Conversion, 
Organic Rankine Cycles. 

 

1. Introduction 
The Wankel engine concept was developed about 
50 years ago for internal combustion engines. 
Over the years it has proved to be potentially 
competitive with reciprocating IC engines [1, 2, 3, 
4, 5], gaining satisfactory reliability but with a 
tendency to higher fuel consumption, which has 
fostered application to sports car (such as the 
Mazda RX-8). 

In search of small and compact expanders, able to 
work with limited flow rates  and with an eye to 
distributed CHP applications, the volumetric 
rotative Wankel engine makes some sense, also in 
comparison with other volumetric devices which 
are currently being developed [6, 7, 8]. In this 
case, operation with steam is usually considered. 
The potential applications range from recovery of 
heat at discharge of IC engines, developing  small 
combined cycles [9], to the  low-temperature field 
typical of some renewable energy sources 
(geothermal, solar).   

The documented research on the Wankel engine as 
a steam expander has addressed both modelling 
and technological problems [9, 10, 11]; 
experimentation has been done on a modified 
Mazda engine [12]. Certainly problems connected 
with materials and lubrication are crucial in the 
development of this engine: however, as 
significant progress has been done in the 
challenging field of internal combustion engines 

[5], these problems can be re-visited with present-
day technology. Preliminary experimental work, 
aimed at demonstrating a good potential coupling 
to biomass conversion systems, has been also 
performed [14, 15]. It makes thus sense then to 
develop a user-friendly model of the Wankel 
engine used as an expander in a Rankine cycle, 
using a modern modelling environment [16] which 
allows easy change of working fluid 
characteristics and parameters in order to adapt the 
performance to the temperature level and size of 
the low-temperature source.  The sensitivity of the  
performance to the basic design parameters can 
also be parametrically studied.  

2. Mode of operation 
The Wankel engine is built around the idea of a 
triangular-shaped rotor rotating off-centered inside 
a suitable two-lobed stator. The possible location 
of admission (blue) and discharge (green) valves - 
necessary when considering the device in a steam 
circuit actuating a Rankine cycle - is indicated in 
Figure 1. The Wankel expander is placed between 
the steam vessel (where saturated conditions 
ensure availability of steam when the admission 
valves are opened) and the condenser (which is 
cooled and maintained at low pressure and 
represents the exhaust for the discharge flow). The 
External Heater 1 can be a combination of 
geothermal and solar low-temperature heat 
providers; the recirculation loop ensures a low 
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quality of the two-phase flow inside the heater 
circuit, which is recommendable for good heat 
transfer performance; the steam vessel provides 
gravity separation between steam (upper) and the 
liquid phase (lower). A second external heater (2) 
provides direct superheating for the flow rate 
routed to the expander. 

 

 

 

Fig. 1.  Wankel engine and steam circuit 

The thermodynamic cycle is sketched in Figure 2. 
The transformations and points of the cycle are 
named according to Table 1 and 2. The cycle 
begins at the dead end at point 1’, where the 
admission valve is opened. Pressure rises rapidly 
(constant-volume) reaching the pressure vessel 
conditions (Point 1); admission continues at 
constant pressure until the admission valve is kept 
open (Point 2). The expansion phase 2-3 is 
modeled as adiabatic (isentropic). At point 3 the 
discharge valve is opened, and a rapid (constant-
volume) discharge of the fluid inside the control 
volume towards the condenser at low pressure 
takes place (3-3’). When the condenser pressure is 
reached (Point 3’), discharge proceeds at constant 
pressure until the discharge valve is closed (Point 
4). Limits in valve dimensions (discharge/ 
admission) do not allow to reach the minimum 
volume V1. The limited amount of steam 
remaining in the dead volume is thus re-
compressed adiabatically until reaching the 
pressure conditions at point 1’.The cycle described 
is a limit cycle: this means that no effects of 
friction and heat transfer are considered. 

The admission/discharge transformations are 
treated either as constant-volume (rapid 
adjustment to pressure vessel/condenser 
conditions) or constant-pressure (displacement of 
fluids with variable volume, valve open).  

The expansion/compression transformations are 
considered adiabatic. 

 

Fig. 2.  Wankel steam cycle 

Table 1 – Wankel steam cycle transformations 

Transformation Name 

1’-1 Constant-volume admission 

1-2 Constant-pressure admission 

2-3 Expansion (adiabatic) 

3-3’ Constant-volume discharge 

3’-4 Constant-pressure discharge 

4-1’ Compression of dead volume 
steam (adiabatic) 

 

Table 2 – Wankel steam cycle reference points 

Point Name 

1’ Admission valve opens 

1 End of constant-volume admission 

2 Admission valve closes 

3 Discharge valve opens 

3’ End of constant-volume discharge 

4 Discharge valve closes 

 

The working fluid is steam, with properties 
calculated from the pressure/volume conditions1. 

                                                      
1  The model can be developed into a real-cycle one 
providing pressure loss/flow rate correlations in 
function of poppet position, and with an adequate heat 
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It is well known [1] that the Wankel engine works 
with three chambers of variable volume, and that 
the gear ratio between the rotor and the main shaft 
is 1:3. Using steam with external admission, 6 
complete cycles are performed for 2 complete 
turns of the crank shaft (which is twice the value  
of the internal combustion case). 

3. Influence of rotor-stator geometry 
The rotor-stator geometry, and the size and 
location of the admission/discharge valves, 
determine the cycle points in terms of absolute 
volume. The following parameters are used to 
describe the rotor geometry: 

 

Admission grade: 

DV

VV 12 −
=σ           (1) 

With VD = V3 – V1. V2 is determined by closing of 
the admission valve. V1 and V3 are determined by 
the choice of the rotor/stator geometry [1]: 

2 2

1 max max

2 3 3
2 cos 4

3 9 2
V Le K K K

π
ϕ ϕ= + + + −   (2) 
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3 max max

2 3 3
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π
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and 

 
K

3
sin max =ϕ            (4) 

Expansion ratio: 

2

3

V

V
=ε             (5) 

Introducing the dead volume ratio: 

1

D

V

V
µ =             (6) 

One obtains: 

1 µ
ε

σ µ

+
=

+
           (7) 

 

Considering existing Wankel units, typically    

0,05 < µ < 0,07; Figure 3 shows the relation 

between ε and σ for these limit values of µ. 

                                                                                   

transfer model (fluid to wall), as is common practice by 
IC engines. 

Finally, the compression grade – depending on the 
location and timing of the discharge valve closing 
– must be defined: 

 

DV

VV 14 −
=γ           (8) 
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Fig. 3. Expansion ratio ε vs. admission grade σ for 

limit values of the dead volume ratio µ. 

4. Performance evaluation 
The work performed during one cycle in each 
chamber is generally given by a sequence of 
integral calculations: 

b

ab
a

W pdV=           (9) 

 

For transformations 1-2 and 3’4, which take place 
at constant pressure, the calculation is direct: 

 

12 1 2 1 1( ) DW p V V p Vσ= − =       (10) 

3'4 3' 4 3' 3'( ) (1 )DW p V V p V γ= − = − −   (11) 

 

For transformations 2-3 and 4-1’, rather than using 
a perfect-gas isentropic law, it is possible to 
calculate for each crank angle position the local 
conditions of internal energy, which are multiplied 
by the mass present inside the control volume to 
give the work (Q = 0, adiabatic): 

 

b

a
abW m ud

θ

θ
θ=        (12) 

 =0,05 

 =0,07 
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This way of calculating work in adiabatic (or 
polytropic) conditions is a considerable advantage 
of the model (which makes full use of a modern 
property calculator [11]) with respect to 
considering a perfect-gas assumption [7]. The 
indicated work is given by: 

 

12 23 3'4 41'lW W W W W= + + +      (13) 

 

Following IC engine practice, it is possible to 
calculate an indicated average pressure from the 
cycle diagram: 

 

l mi DW p V=            (14) 

 

And considering the number of cycles performed 
for each crank shaft rotation: 

2

60

mi Dp V n
P =           (15) 

The model calculates the mass of residual steam at 
the end of compression, mRS, considering the 
effective volume and the specific volume 
conditions. Consequently, it is possible to 
calculate the amount of fresh steam  mFS = mFSV + 
mFSP charged inside the engine when the admission 
valve is opened (transformations 1’1 – constant 
volume - and 1-2 – constant pressure). The 
equivalent high-temperature heat input is 
calculated as: 

 

( )2
1 060H

n
FSQ m h h= ⋅ −     (16) 

 

The cycle efficiency ηc is calculated as the ratio of 
Wl to QH. 

5. Reference conditions and results 
The reference application is a small CHP system, 
possibly applied to an off-grid building, which 
uses a combination of geothermal and solar as the 
external heat source, and rejects heat at a 
temperature which is still adequate either for 
thermal utilization or possibly for refrigeration 
using an absorption system. 

Accordingly, the highest temperature (steam 
vessel) was set in the range TH = 130-300°C, while 

the condenser temperature at TC = 70°C. The 
pressure conditions considered were in the range 
pH = 120 – 500 kPa at the steam vessel, 31 kPa at 
condenser. An adaptation of an existing IC engine 
was considered (Mazda 745; R =0,118 m; VD = 
0,000746 m3). The engine speed was fixed at a 
safe value of 3500 rpm. 

As a first step, values of σ = 0,32 and γ = 0,1 were 
considered, which produced a cycle with complete 
expansion and compression: the resulting cycle (p-
V diagram) is shown in Figure 4 for the case pH = 
120 kPa. The valve setting angles corresponding to 
the desired conditions (complete expansion and 

compression) are also indicated (αAVC = 

Admission Valve Closure; αEVC = Exhaust Valve 
Closure2),  
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Fig. 4. p-V diagram; pH = 120 kPa; complete expansion 
and compression.  

Figure 5 shows the power output of the engine as a 
function of expansion ratio (condenser pressure 
fixed at 31 kPa) and steam temperature (200, 250 
and 300 °C). Figure 5 shows that optimum 

conditions exist – at fixed values of σ and γ –  for 
the power output, which is limited because of the 
low value of pH. This result corresponds to the 
typical maximization of the work in a steam cycle, 
with limited conditions for maximum superheated 
steam temperature. Figure 6 shows the calculated 
efficiency for the same conditions as for Figure 6. 
The cycle efficiency continues to rise with steam 
pressure after the maximum power conditions. It 
should be considered that the reference Carnot 
cycle efficiencies range between 0,27 and 0,4 (TH 
= 200 – 300°C). 

                                                      
2 The Exhaust valve opens always at 270° crank angle 

(limit cycle) 
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The performance can be improved considerably 
(both for power and efficiency) with a different 
timing of the admission and discharge valves. This 
produces a cycle of the type sketched in Figure 2. 
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Fig. 5. Power output; complete expansion and 
compression.  Variable steam pressure and 
temperature. 
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Fig. 6. Efficiency; complete expansion and 
compression.  Variable steam pressure and 
temperature. 

The results of a parametric analysis with variable 

σ and γ are shown in Figures 7 and 8, where the 
admission conditions were set at pH = 500 kPa and  

TH = 151 °C (Saturated steam conditions)3. 

Figures 7 and 8 show that a trade-off exists 
between power output and efficiency: 

- High power outputs can be obtained increasing 

the admission grade (σ > 0,5); accordingly, 

                                                      
3 This eliminates the necessity of the External heater 2) 

Super-Heater, Figure 1, which is a considerable point in 

favour of the solution, with special reference to solar 

collectors) 

low values of the compression grade γ should 
be adopted (Figure 7) 
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 Fig. 7. Power Output at variableσ and γ ; pH = 500 
kPa and TH = 151 °C (Saturated steam 

conditions) 
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Fig. 8. Cycle efficiency at variableσ and γ ; pH = 500 
kPa and TH = 151 °C (Saturated steam 
conditions) 

- From the point of view of efficiency (Figure 

8), small values of the admission grade (σ < 
0,3) should be recommended; an optimum 

value of γ exists (0,3<γ<0,7 depending on σ) 

The reasons for the existence of a maximum of 

efficiency with variable γ (recompression 
parameter) are well documented in the specific 
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literature [3]: for optimum η (limit cycle), the  
steam conditions at point 1’(end of recompression) 
get very close to point 1 (admission), so that 
irreversibilities in mixing of the fluid remaining in 
the dead volume with the live steam are 
substantially avoided.   

The effect of increasing the steam pressure was 
also considered. Figures 9 and 10 compare the 
performance with pH = 800 kPa (saturated steam at 
TH = 170,4 °C) to the case pH = 500 kPa. 
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Fig. 9. Power Output at variableσ and γ ; pH = 800/500 
kPa (Saturated steam conditions) 
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Fig. 10. Efficiency at variable σ and γ ; pH = 800/500 
kPa (Saturated steam conditions) 

Examining Figures 9 and 10 it is clear that the 
power output is strongly improved by an increase 
in pH; the effects on efficiency are less relevant. 

The reference case considers an existing engine 
(Mazda 745), but at least the rotor should be 
remanufactured; it was then considered profitable 

to increase the volumetric compression ratio ρ  
from 17,7 to 21,8. The performance was evaluated 
again with the modified rotor, for the case pH = 
500 kPa and TH = 151 °C. The results are shown in 
Figures 11 and 12. The modified engine offers 
marginal advantages over the original design rotor, 
with special reference to low values of the 

admission grade (σ<0,3) 
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Fig. 11. Power Output at variable σ and γ ; pH = 500 
kPa and TH = 151 °C (Saturated steam 
conditions). Modified rotor (increased 
compression ratio) 
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Fig. 12. Power Output at variableσ and γ ; pH = 500 
kPa and TH = 151 °C (Saturated steam 
conditions). Modified rotor (increased 
compression ratio) 

6. Control issues (adaptability to 
variable heat input) 

The power and efficiency curves shown in Figures 
7 and 8 suggest the possibility of adapting the 
working conditions (power and efficiency) to the 
availability of heat (with special reference to solar 
thermal systems), if a variable valve timing can be 
developed. In practice, when solar heat is plenty 
available, it can be advantageous to operate the 
engine with an increased admission grade (and  an 
adjusted compression grade), obtaining a larger 
power output at a lower efficiency. 

Considering the data collected in Figures 9 and 10, 
it is also worth considering the possibility of 
operating the engine with other variable 
parameters depending on the amount and quality 
of heat available: 

- Variable pressure pH 

- Variable temperature TH. 

- Variable-speed (with DC current 
generation and AC inverter) 

 

Conclusions 
A model for evaluating the performance of the 
Wankel Engine as a steam expander, in the frame 
of small CHP systems using local geothermal/solar 
energy resources, has been developed and tested. 

The model makes reference to limit conditions 
(real fluid, steam properties; ideal machine with no 
heat transfer and friction effects). An 
admission/discharge valve system was considered, 
with full flexibility of timing; the effects of 
variable admission and exhaust valve tuning were 
studied. The sensitivity to steam production 
parameters, and the possible improvement of 
performance with limited adjustments (rotor 
geometry) have been analyzed. 

The system performance appears of potential 
interest, as levels of efficiency in the range of 0,10 
to 0,12 seem to be achievable, still with condenser 
conditions (TC = 70°C) which are compatible with 
a CHP system and possibly also with tri-
generation using an absorption cooling system. 
Also from the point of view of control and 
adaptability to variable conditions (e.g. solar 
radiation), considering the number of adjustable 
variables with modern technology, the steam 
Wankel expander appears to be  a flexible 
candidate for small CHP system.  

 

List of symbols 
e  Eccentricity (rotor/stator) 

K  Fundamental ratio, K = R/e 

L  Rotor axial length, m 

m  Mass of working fluid, kg  

n  Crank shaft rotational speed, rpm 

p  Pressure, kPa  

P  Power, kW 

Q  Heat rate, kW 

R  Rotor radius, m 

T  Temperature, °C 

V  Volume, m3 

VD  Displacement VD = (V3 – V1), m
3 

W  Work, J (per transformation) 

Wl  Indicated work (limit), J/cycle 

α  Crank angle for valve opening or closing, °  

γ  Compression grade, γ = (V4 – V1)/VD  

η Efficiency 

µ  Dead volume ratio, µ = V1/VD 

ϕmax Maximum Obliquity angle, ° 

ρ  Volumetric compression ratio, ρ = V3/V1 

σ  Admission grade σ = (V2 – V1)/VD 
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Subscripts: 

AVC Admission Valve Closure timing 

a, b  Initial, final conditions (transformation) 

c  cycle 

C  Condenser  

EVC  Exhaust Valve Closure timing 

FS  Fresh steam 

FSP  Fresh steam, constant pressure (1-2) 

FSV  Fresh steam, constant volume (1’-1) 

H  Higher value (cycle) 

RS  Residual steam 

SV  Steam vessel (admission) 
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Reciprocating Expander 
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Abstract:  A small expander for steam or organic vapour has the versatility of coupling easily to 
different low-grade heat resources, such as geothermal, solar, and recovery of waste heat (e.g. from 
fuel cells systems). The product to be developed should be able to work with small flow rates and low 
upper temperature (100- 150°C), while rejecting heat at a level still interesting for heating or cooling 
(with an absorption machine), that is, 50 to 80°C. The efficiency is necessarily low, but electricity can 
be seen within this views as a by-product with respect to heat, which already is exploited using these 
energy resources (e.g. solar thermal, geothermal heat pumps). The device should be compact, simple 
and capable of easy control in order to match electric production and loads, which is a key point in off-
grid applications. The paper presents a thermodynamic model of the reciprocating engine using real-
fluid assumptions. It allows to calculate and analyse the performance of the system, including its 
dependance on the main design parameters, and to study the operating mode with respect to meeting 
variable power demand. 
Keywords:  Expanders, Combined Heat and Power, Off-Grid, Solar thermal Energy Conversion, 
Organic Rankine Cycles. 

 

1. Introduction 
Expanders of steam or organic vapours will 
probably be devices needed on the market of small 
CHP and distributed electricity production [1, 2, 3, 

4]. There is presently a growing attention to off-
grid concepts, allowing small houses and/or 
activities to be independent from services (energy, 
sewage, information flows) requiring expensive 
networks of wires and pipings. 

Expanders considered for organic vapours are 
usually of the scroll or screw type [5, 6, 7, 8]; 
these expanders have been developed or adapted 
from compressors used in refrigerating units, and 
typically cover a range from 10 to 25 kW.  

Reciprocating engines represent a very developed 
technology, as they are the standard for IC 
engines.  Their use as steam expanders can be 
traced back to 19th-century tradition; however the 
technology can be revisited considering advances 
in materials and in engine control systems, derived 
from the IC engine sector. Nowadays valve 
opening/shutoff can be largely controlled by 
electronic/hydraulic systems, and for small sizes 
direct DC electricity production, possible at 

variable speed, can be proposed. The possibility of 
using organic vapours as a substitute for steam 
paves the way to matching with low-temperature 
heat sources and allows to develop engines of 
reasonable sizes, or even to consider 
transformation of existing IC engines.  

2. Mode of operation 
The reciprocating engine operates with the 
traditional rod mechanism. The engine is placed 
between two reservoirs (Figure 1): the high- 
pressure reservoir (HPR) works as a steam 
accumulator, connected to the external heat 
source. A recirculation loop ensures favorable 
conditions for heat transfer (a low quality of 
steam). The dry steam is taken from the upper part 
of the reservoir, and routed to an external super-
heater working directly on the engine flow rate. 
The low-pressure reservoir (LPR) acts as a 
condenser: typically it is kept at a temperature of 
60 to 70 °C, mainly providing building heating 
load. During summer it is possible to consider 
operation at higher temperature and coupling to an 
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absorption cooling loop. A small pump makes up 
for the pressure difference between the reservoirs. 

 

Fig. 1.  Schematic of reciprocating steam engine circuit 

In practice the engine would be a multi-cylinder 
unit, of a type similar to what has been developed 
for heat recovery in IC engines [1] or for biomass 
applications [2]. With respect to a traditional cycle 
of IC engine, the valve timing is completely 
different. A full cycle is realized in one single turn. 
The following description applies to limit cycle 
(ideal engine, real fluid conditions).  With 
reference to Figure 2, the Discharge Valve is 
maintained open to the upper dead end (UDE), so 
that the compression phase is absent.. 

 

 

 

 

 

 

Fig. 2.  RE steam cycle 

At the UDE the Discharge Valve is closed and the 
Admission Valve is opened. Steam flows under 

high pressure difference, rapidly filling the dead 
space volume (constant-volume admission, 2-5). 
When the  HPR pressure is reached, steam flows 
inside the cylinder at constant pressure, with 
increasing volume, until the Admission Valve 
closes (Constant-pressure admission, 5-3). The 
expansion phase 3-4 is treated as adiabatic and 
isentropic (limit cycle). At the Bottom Dead End, 
the Discharge valve is opened, and steam exits the 
cylinder under relevant pressure difference, at 
constant volume (4-1); when the condenser 
pressure is reached, discharge of steam continues 
at constant pressure until reaching the upper dead 
end (1-2). 

3. Model of the RE steam cycle 
The model was developed in EES [9] 
environment, using real fluid properties (steam or 
different working fluids, such as organic vapours). 
In order to have a parametric description of the 
cycle, the following parameters were introduced: 

 

Volumetric compression ratio: 

1

2

V

V
ρ =             (1) 

Cut-off ratio: 

V

VV

D

31 −
=σ           (2) 

Where VD is the engine displacement volume, VD 
= V1 – V2.  A critical point for cycle closure is 
determining the mass of fluid present in the 
different volumes: in fact, the mass of steam 
admitted per cycle, min, is dependent on the mass 
which is left in the dead space in the preceding 
cycle, m2. Conventionally, it is assumed that m2 is 
known, using an initial guess value; The steam 
parameters at point 5 and 3 are determined from 

the HPR conditions, ρ5 = f(p5, T5), so that  

5

5

5

V
m ρ

=             (3) 

And the mass of steam admitted at constant 
volume is: 

5 2Vm m m= −           (4) 

The mass at point 3 is determined accordingly: 

3

3

3

V
m ρ

=             (5) 
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With V3 from Equation (2); the mass of steam 
admitted at constant pressure is: 

3 5pm m m= −           (6) 

So that the overall mass of steam expanding is: 

3 4in V pm m m m m= + = =        (7) 

At point 1 (piston at the LDE), the condenser 
pressure is reached, the DV is open and the fluid 
occupying volume V1 is supposed to be saturated 
steam; its mass is consequently: 

1

1

1

V
m ρ

=            (8) 

The fluid remaining in the Dead Space continues 
its adiabatic expansion (s6 = s4 = s3) until point 6 
(condenser pressure); physically it is confined 
within volume V2, so that its mass is: 

2

6

6

V
m ρ

=            (9) 

 

Defining the error  

6 2

2

m m
m

m
δ

−
=         (9) 

 

The minimum condition for δm is searched using 
the standard  Golden Search algorithm [5]. This 
effectively closes the mass balance. m2 is highly 
dependent on the cutoff, as is shown for a 
reference case in Figure 3. 

4. Performance evaluation 
The equivalent heat supplied per cycle can be 
calculated as: 

( ) ( )5 2 3 51 1 1V p
Q Q Q u u h h= + = − + −  (10) 

 

Heat is rejected during the two discharge 
transformations, (4-1; constant-volume) and (1-2; 
constant pressure): 

( ) ( )4 1 1 22
Q u u h h= − + −      (11) 

 

The work extracted per cycle is the sum of work 
done at constant pressure (admission/discharge) 
and of work done during the adiabatic expansion: 

( ) ( ) ( )3 5 3 4 1 25 1
p pW V V u u V V= − + − − −  (12) 

The cycle efficiency is given by: 

2

1 1

1
QW

Q Q
η = = −         (12) 

 

As usual for volumetric engines, the indicated 
pressure can be calculated as: 

mi

D

W
p

V
=            (13) 

The power output is given by: 

60

mi Dp V n
P =           (14) 

Finally the  Specific Speed is calculated: 

0,5

0,75s

n VN
h

=
∆

         (15) 

 

with  

( )3 4

3

h h
h

m

−
=∆         (16) 

 

3 3
60

in nmm
V ρ ρ

= =        (17) 

 

The specific diameter is given by: 

0,25

0,5s

D h
D

V
=

∆
       (18) 

5. Reference conditions and results 
As a reference case to check the performance of 
the model, the data from [1] were assumed. This 
means p3 = 100 bar and T3 = 450°C; the engine 
considered is a single-cylinder unit with VD = 300 
cc and N = 2300 rpm. Figure 3 shows the 
calculated relative mass in the dead space as a 

function of σ, for two reference values of the 

volumetric compression ratio, ρ = 10 and ρ = 30. 

The high ρ is clearly favored, with lower values of  
mres. 

Figure 4 and 5 show the calculated efficiency and 

power output as a function of  σ (ρ = 10 and ρ = 
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30). As commonly encountered, a tradeoff exists 
between efficiency and power: efficiency is large 
at low admission grade values, and decreasing 

rapidly  with increasing σ; the opposite happens 
for power. Considering that values of (limit-cycle) 
efficiency lower than 0,16 are little attractive, and 
that ideal power in the range of  60 to 80 kW is 
satisfactory, the admission grade range considered 

would be   0,2<σ<0,4. 
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Fig. 3.  Residual mass ratio (Dead Space) vs. cutoff. 
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Always considering this reference application, it is 
interesting to  examine the trend of the non-
dimensional variables Ns and Ds (Figure 6). It is 
evident that the single-cylinder unit is a “slow” 

engine, with Ns < 0,002 (for σ <0,4) and 
16<Ds<24. The power level is notably large for a 
small engine (Vd = 300 cc), and as the rotational 
speed is moderate  the torque values are 
considerable. 
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Fig. 5.  Calculated Power  vs. cutoff. 
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Fig. 6.  Non-dimensional parameters Ns and Ds with 
variable cutoff. 

As a final comment on  the results collected in 
Figures 3 to 6, it is important to state that they are 
substantially in line with those published in Refs. 
[1] and [2], which compare a simplified analytical 
model (using perfect gas transformation 
assumptions) with experimental results. However, 
this reference application is considering high-
quality steam conditions, as can be encountered in 
applications developed for heat recovery at IC 
engine exhaust, or biomass external firing of the 
steam engine. After validating the results with this 
reference case, in the following attention is rather 
focused on applications for renewable energy 
using low-temperature  resources (solar, 
geothermal). 

6. Operation at reduced temperature 
(renewable energy) 

As discussed in the introduction, the idea of a 
small reciprocating engine is appealing for 
applications of small geothermal and/or solar units 
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including co-generation of heat (or cold) and 
power. Considering steam, the operating 
parameters were reduced at 7 bar together with 
saturated steam inlet (that is, T5 = 165°C). The 
condenser was maintained at 1 bar, 100 °C for a 
simplified coupling to the CHP or absorption cycle 
cooling system. The performance is resumed in 
Figure 7, showing the efficiency and power output 
as a function of the admission grade. In this case – 
which differs substantially from the reference case 
examined at section 5 -  efficiency is optimized (at 

much lower values, ηmax < 0,115) in the range 

0,16 < σ < 0,32, and the power output under these 
conditions  is between 3 and 5 kW. These results 
are considered interesting considering the low 
temperature range; the power output can be 
augmented with a multi-cylinder arrangement. 
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Fig. 7.  Calculated efficiency and power  vs. cutoff. 
Operation at reduced steam parameters. 

7. Reduced temperature  - Organic 
fluid 

For low-temperature applications, it is logical to 
consider working fluids different from water/steam 
for operating a Rankine Cycle [10]. The 
reciprocating volumetric  expander, with a careful 
selection of the working fluid, can be a good 
candidate for such applications. In the present 
case, considering that the condenser should be 
kept at least at 70°C in order to maintain the 
possibility of generating heat for residential 
heating, a nearly-supercritical cycle with R245fa 

was chosen (p5 = 30 bar, T5= 164 °C; ρ = 30 or 
10). The results are resumed in Figure 8. 
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Fig. 8.  Calculated efficiency and power  vs. cutoff. 
Operation with R245fa. 

 

The use of R245fa determines a reduced cycle 
efficiency but a considerably larger power output 
for the same displacement and rotational speed. 

Also in this case, values of 0,16 < σ < 0,32 can be 
recommended. 

 

8. Conclusions 
A model for evaluating the performance of a 
volumetric steam/organic vapour  expander has 
been developed and presented; the reference 
application is for small CHP systems using local 
geothermal/solar energy resources. 

The model applies limit conditions (real fluid 
properties; ideal machine with no heat transfer and 
friction effects).  It has been first applied to a 
reference case [2], considering biomass feeding 
with high steam pressure and temperature. The 
performance has then be scaled down to conditions 
interesting for low-temperature geothermal and/or 
solar driven applications (7 bar, 165°C saturated 
steam). Finally, substitution of steam with a 
suitable organic fluid (R245fa), recommendable 
for the same temperature conditions, has been 
implemented and analyzed. 

The results show that low-pressure steam 
generation would be an interesting option for very 
small CHP systems (size 1-10 kW) driven by 
geothermal and/or solar energy resources. 
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List of symbols 
D  Cylinder diameter (bore), m 

Ds  Specific diameter,  

DT Temperature difference, °C 

h  Enthalpy, J 

m  Mass of working fluid, kg  

mres Residual mass ratio (Dead Space) 

n  Crank shaft rotational speed, rpm 

p  Pressure, kPa  

pmi Average Indicated Pressure, kPa 

P  Power, kW 

Q  Heat rate, kW 

T  Temperature, °C 

u  Internal energy, J  

V  Volume, m3 

Vd  Displacement Vd = (V1 – V2), m
3 

V   Volume flow rate, engine exhaust, m3/s 

W  Work, J/cycle 

∆h  Enthalpy difference (isentropic), J/kg 

η Efficiency 

ρ  Volumetric compression ratio, ρ = V2/V1 

ρi  Density at point i, kg/m3 

σ  Cut-off ratio σ = (V2 – V1)/VD 

 

Acronyms: 

AV Admission Valve 

DV Discharge Valve 

HPR High Pressure Reservoir  

LDE Lower Dead End 

LPR Low Pressure Reservoir (condenser) 

UDE Upper Dead End 

 

Subscripts: 

AVC Admission Valve Closure timing 

a, b  Initial, final conditions (transformation) 

c  cycle 

C  Condenser  

EVC  Exhaust Valve Closure timing 

FS  Fresh steam 

FSP  Fresh steam, constant pressure (1-2) 

FSV  Fresh steam, constant volume (1’-1) 

H  Higher value (cycle) 

RS  Residual steam 

SH  Superheating 

SV  Steam vessel (admission) 
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The Implications of CHP Planning Restrictions on the Efficiency
of Urban Energy Systems

James Keirstead a, Nouri Samsatli a, Nilay Shah a, Céline Weber a and David Fisk a

aImperial College London, United Kingdom

Abstract: Cities account for approximately two-thirds of global primary energy consumption and have
large heat and power demands. Combined heat and power (CHP) systems offer significant efficiency
gains and emissions reductions, but they can have high upfront investment costs and create nuisance
pollution within the urban environment. Urban planners therefore need to understand the tradeoffs
between limitations on CHP plant-size and the performance of the energy system. This paper uses a
mixed-integer linear programming model to evaluate energy system designs under a range of scenar-
ios. The results suggest that cost penalties of up to 10% and energy-efficiency penalties of up to 60%
may be implied by restrictions on maximum CHP plant size.

Keywords: Optimization, Urban energy systems, Combined heat and power.

1. Introduction
Recent research has shown that cities are responsi-
ble for approximately two-thirds of global primary
energy consumption and nearly 75% of energy-
related greenhouse emissions [19]. As a result, there
is a growing interest in improving the energy effi-
ciency of cities so that environmental impacts are re-
duced while maintaining economic opportunity and
quality of life.
One of the most significant areas for improvement is
the integration of energy services such as heat and
power. Exergy analyses of cities such as Vienna
and London indicate that only about 10 to 20% of
a fuel’s available work is recovered, with significant
amounts of exergy lost in the conversion of fossil
fuels to electricity or low-temperature heat [15, 12].
Cogeneration technologies offer the potential to re-
duce these losses by converting more of the input
exergy into useful service. Furthermore, by embed-
ding such systems within the urban fabric, transmis-
sion and distribution losses can be significantly re-
duced.
However the operation of combined heat and power
(CHP) technologies within an urban area can be
constrained by several factors. Planning restrictions
on noise or air quality, for example, might require
that such facilities are located on the outskirts of
an urban area or restrict the size of feasible tech-
nologies [26]. Similarly, space limitations may ex-
clude the use of large systems within dense urban

neighbourhoods. Yet these large CHP plants are
able to operate at higher temperatures than smaller
plants and can attain higher thermodynamic effi-
ciencies, as well as achieving economies of scale
in capital costs. Limits on the size of urban CHP
plants can therefore restrict the overall efficiency of
the urban energy system, potentially making it dif-
ficult to reach desired energy-efficiency and carbon-
reduction targets.

The goal of this paper is to understand how such
restrictions might quantitatively affect the perfor-
mance of urban energy systems for the provision of
heat and power. To perform this analysis, we first
present an optimization model for the conceptual
design of integrated urban energy systems. Then,
using an idealised grid city, we determine the opti-
mal energy supply systems for a range of demand
patterns and technology mixes. The paper con-
cludes with a summary of the main findings and a
discussion of how the work might be extended.

2. The resource-technology net-
work (RTN) model

This section describes the optimization model used
in this paper. Given a pattern of resource demands
varying in time and space, the model seeks to iden-
tify the combination of conversion technologies and
distribution networks that best meets the demand
requirements. It is therefore called the resource-
technology network (RTN) model.
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2.1. Previous work

Researchers have been developing models of energy
systems for at least three decades. However ad-
vances in computing power since the mid 1990’s
have encouraged led to a plethora of models and
tools. As space is limited, a few models similar to
the RTN are described now. The interested reader is
referred to [9] for a more comprehensive review.

! MARKAL (Market Allocation), and its related
models, has been used extensively in a wide va-
riety of countries. Its purpose is to consider the
evolution of a specific energy system, which may
be at a variety of scales from distict to national,
over a period of up to 50 years. It is frequently
used for national energy policy planning [e.g. 1].

! Decco is a tool for optimising energy supply sys-
tems [5, 6]. Based on a previous modelling frame-
work called NEMESS [14], it uses optimisation
to determine the relative utilisation of the (pre-
specified) available energy technologies at each
time interval that minimises some criterion (e.g.
primary energy consumption, cost, emissions).
The temporal resolution of the model is very high,
by default considering one year using intervals of
one hour, but this is achieved by optimising (us-
ing linear programming) the supply of energy for
each interval independently of the others.

! MODEST is also an optimisation model that aims
to minimise investment and operating costs while
satisfying energy demands [17, 18]. It can be used
for a wide variety of settings, from local to na-
tional level, for a variety of sectors and at various
temporal resolutions. The linear-programming
formulation used by MODEST ensures that large
problems can be handled with relative ease but it
also introduces some limitiations, such as mod-
elling the capital investment costs as a linear func-
tion of installed capacity. There is also no spatial
dependence.

2.2. Model design

The RTN model seeks to expand on this previous
work by considering multiple time periods and dis-
crete spatial locations within a single optimization
problem that determines the choice of technologies
as well as their operation. It is based on the premise
that any urban energy system can be represented as
a set of resources and a set of technologies that inter-
convert those resources. The concept of resources is

generalised, in that they can represent energy car-
riers (such as gas and electricity), non-energy re-
sources (such as potable water) and any other ma-
terial or energy stream involved in the provision of
urban energy services (such as waste heat, carbon
dioxide, and so on). “Technologies” represent any
process that can convert a set of input resources
to a set of output resources. For example, a CHP
unit might convert a certain amount of natural gas
into electricity, high-quality heat, waste heat, carbon
dioxide and other atmospheric pollutants. The high-
quality heat may then be converted to space and wa-
ter heat in buildings by using a heat exchanger con-
nected to a district heating network.
The city is divided into a number of zones (of any
shape and size), each of which has time-varying re-
source demands specified exogeneously. The RTN
model will determine how best to satisfy these de-
mands through the provision of technologies in var-
ious zones and networks to transport resources be-
tween zones. Depending on the problem, this might
result in distributed provision of resources, with
small-scale technologies in each zone; or a large-
scale technology in a single zone with a network
to transport the resource to the rest of the city; or
some combination of these two strategies. The op-
eration of transport processes may also involve other
resources, e.g. transporting a liquid fuel by road
would require a certain amount of diesel and result
in the generation of waste heat, carbon dioxide and
other pollutants.
Finally, unless the city is entirely self-sufficient, it
will need to import some resources from other cities
and surrounding hinterlands. The model can choose
to import any resource into any zone, subject to a
number of constraints such as bounds on the rate of
import in each zone and import may be restricted to
a certain subset of the zones. Similarly any excess
production of resources may be exported, subject to
there being demand for them.
The main constraint in the RTN model is the re-
source balance, which is shown in simplified form
below.

Prit + Qrit + Irit + −Erit − Drit = 0, ∀rit, (1)

where Prit is the net production rate of resource r
in zone i at time t, Qrit is the net inflow of resource
from all of the other zones (transportation), Irit is the
rate of import, Erit the rate of export and Drit is the
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demand of resource r in zone i at time t. Whereas Irit
and Erit are degrees of freedom, and Drit is a param-
eter (given as input), the other terms are variables
that depend on which technologies are selected and
their rates of utilization. Prit may be positive or
negative, representing production or consumption of
the resource. Similarly, negative Qrit represents a
net outflow of resource to other zones and Qrit de-
pends on the rates of all transport technologies con-
nected to zone i. The relationships are defined by
technology-specific parameters such as maximum
and minimum operating rates, coefficients of perfor-
mance and so on.
Since the resource balance allows demands to be
met in a variety of ways (e.g. import, local produc-
tion, or internal transfers), the RTN framework can
model complex resource chains, facilitating simul-
taneous comparisons of diverse energy provision
strategies operating at multiple scales. As binary
variables represent the locations of technologies and
network links, continuous variables represent the
rates of processes and all of the constraints are lin-
ear, the RTN is a mixed-integer linear programming
model. The objective function is to minimize the to-
tal annualized cost (capital, operating, fuel imports
etc.) of satisfying the resource demands.

3. Experimental design
Previous studies of urban energy systems have often
focused on individual cities due to the availability
of data or a desire to provide specific policy recom-
mendations [e.g. 13, 23]. This is a sensible strat-
egy for most studies but it can limit the applicabil-
ity of the findings to other contexts, since adjusting
the model and collecting data for a new city can be
time-consuming and difficult. Since our goal here
is to identify the broad trends associated with lim-
itations on CHP plant size, we adopt a generalized
model of the city to represent a range of situations.
Each modelled city has an idealised grid layout with
individual cells measuring 400m×400m (16 ha.);
connections between cells are allowed in the Moore
neighbourhood (eight neighbours). We assume that
the housing density within the city varies linearly
with the distance from the centre (with some ran-
dom variation added). Using London as a template,
the maximum density was taken as 65 dwellings per
hectare and the minimum as 10; the average house-
hold size was 2.3 people. 2007 energy consumption
data for each London borough was then used to cal-

culate the annual average power demands per capita
for natural gas and electricity (1.1 and 0.60 kW per
capita respectively) [11]. As the model requires heat
demand as the input, it was assumed that the natural
gas was used to provide hot water and space heating
in 70% efficient boilers, the 1996 UK stock aver-
age [4]. Using this information, heat and power re-
source demands were generated for grid cities rang-
ing from 16 to 256 cells (4×4, 6×6, . . . , 16×16),
representing populations from 10000 to 200000 res-
idents (see Figure 1 for an example).
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Figure 1: An indicative pattern of resource demands
for a 16×16 grid city.

For each city configuration, the RTN model was run
to determine the optimal (lowest cost) mix of sup-
ply technologies and distribution networks that sat-
isfy the demand requirements. Table 1 summarizes
the technologies available to the model. The size
of the three CHP technologies were selected to span
the typical CHP applications described by the UK
Combined Heat and Power Association; micro-CHP
units (less than 50 kW) were omitted as we are in-
terested in technologies that can be used as part of a
district heating system.
The model needs additional data to determine the
full cost of the energy system. The parameters given
in Table 2 describe the costs of building the distri-
bution systems, as well as the resource import costs.
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Table 1: Technology data. Data from [25, 8, 24, 7]
and author estimates.

Parameter Value

1. Boiler
Capital cost £850
O&M cost £50/y
Max capacity 26 kW
Efficiency 90%

2. Heat exchanger
Capital cost £500
O&M cost £50/y
Max capacity 32 kW
Efficiency 99%

3. Gas CHP (small)
Capital cost £1 million
O&M cost £35 000/y
Max capacity 1 MWe
Efficiency (total) 70%
Efficiency (elec) 30%

4. Gas CHP (medium)
Capital cost £12 million
O&M cost £390 000/y
Max capacity 10 MWe
Efficiency (total) 80%
Efficiency (elec) 40%

5. Gas CHP (large)
Capital cost £200 million
O&M cost £5.8 million/y
Max capacity 100 MWe
Efficiency (total) 88%
Efficiency (elec) 45%

For each modelled city, the same pattern of de-
mand was used but with five different technology
suites: boilers (technology 1 only), small CHP (1–
3), medium CHP (1,2,4), large CHP (1,2,5), and
all technologies (1–5). The model was constrained
so that surplus electricity production from the CHP
units was not allowed to be exported from the city.
For this reason, gas boilers had to be included with
each of the CHP scenarios in order to make the
problems feasible.

4. Results
The 35 scenarios were run (7 grid sizes × 5 technol-
ogy suites) and a preliminary analysis performed.
Two of the scenarios were genuinely infeasible:

Table 2: Other model data. Data from [21, 22, 20,
10, 3] and author estimates.

Parameter Value

Electricity network
Losses 0.033% per km
Capital cost £80 000 per km
O&M cost £900 per km

Gas network
Losses neglible
Capital cost £150 000 per km
O&M cost £2500 per km

District heat network
Losses 0.018% per km
Capital cost £350 000 per km
O&M cost £11 000 per km

Resource costs
Electricity £0.0910/kWh
Gas £0.0269/kWh

both the 4×4 and 6×6 cities had demands too small
for the inclusion of a single 100 MW CHP unit.
All of the other scenarios were feasible, although
the quality of the model solution varied depending
on the optimality gap and problem scaling; in most
cases the gap was less than 5%.

4.1. Indicative results

Each model solution determines an energy supply
strategy including distribution networks and the lo-
cation and number of conversion technologies. To
give a brief overview of the model’s output, this sec-
tion considers the results of the 8×8 case study.

Table 3 summarises the technology combinations
used in this case. As noted above, all of the CHP
scenarios incorporate a number of gas boilers to
ensure feasibility. With the exception of the large
CHP scenario, where demand is just above the min-
imum capacity of the large CHP unit, the chosen
technologies run very close to their maximum ca-
pacities. This is an artefact of the model’s design,
which aggregates both supply and demand, thereby
effectively “sharing” the output of household-scale
technologies, such as boilers and heat exchangers,
between multiple dwellings.

Figure 2 illustrates the resource networks for the
large CHP scenario. It shows that the inclusion of a
large CHP unit facilitates a simplified gas network,
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Table 3: Summary of technology combinations for
the 8 × 8 city scenarios. CF = capacity factor, i.e.
average operating rate as % of maximum operating
capacity.

Scenario Technology Number CF

Boilers Gas boiler 1571 98

Small CHP CHP units 30 98
Heat exchanger 1220 98
Gas boiler 64 97

Med CHP CHP units 3 100
Heat exchanger 979 94
Gas boiler 407 99

Large CHP CHP units 1 31
Heat exchanger 953 98
Gas boiler 396 97

All techs Small CHP 6 67
Med CHP 3 89
Large CHP - -
Heat exchanger 987 98
Gas boiler 350 97

which feeds a small number of gas boilers along the
top and bottom of the city, but delivers most of its
supply to the centrally-located CHP plant. (Note
that we have assumed there is no additional gas de-
mand, e.g. for cooking.) The high costs of the dis-
trict heat network results in a distinct radial pattern
for its respective network. The electricity network,
costing approximately one-fifth of the district heat
network, has a more convoluted structure. Neither
network structure is designed for robustness or other
performance characteristics.

4.2. System costs

Moving beyond this single case, Figure 3 shows
overall trends in the total annual cost of the energy
system when normalised by total final energy de-
mand, which consists of the cost of imported fu-
els, as well as the annualised capital and operat-
ing costs for the conversion technologies and dis-
tribution networks. In almost all scenarios, the most
cost-efficient energy system requires a combination
of technology scales. However while one might ex-
pect increased returns to scale, the costs per deliv-
ered kilojoule increase slightly as the city gets larger
but only once the technology has reached the limit
of its operating capacity. This can clearly be seen in
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B B B

B B B B B B

(a) Gas
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(b) District heat

CHP

(c) Electricity

Figure 2: Resource distribution networks and tech-
nology locations for the large CHP 8 × 8 city sce-
nario. B = boiler, HX = heat exchanger, CHP = 100
MW CHP.

the initial decreasing slopes for the large CHP and
medium CHP scenarios. This is a consequence of
the shared output of household-scale technologies,
mentioned above, and it reflects a distinction be-
tween the marginal cost of a single kilojoule and the
average marginal cost, i.e. because the technologies
are running at their full capacity, a marginal unit of
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demand typically requires an additional generating
plant [see 16].
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Figure 3: Cost efficiency of energy system scenar-
ios. Costs represent annualised capital costs, main-
tenance costs, and fuel costs.

This figure also shows that a cost penalty is incurred
if planning restrictions prevent the use of the CHP
units. Relative to the boiler only scenario, the small
CHP solutions are typically 3–5% cheaper and the
medium CHP solutions 10% cheaper per delivered
kilojoule.
The total costs were then broken down into their
constituent parts: equipment (i.e. capital and op-
erating costs) and fuel costs. The boiler scenarios
are the least capital intensive with equipment costs
representing 50% of the total cost. However in the
large CHP scenarios, equipment costs represented
on average 76% of the total costs. The most cost-
efficient “all technology” scenarios balance these
end-points with equipment costs representing ap-
proximately two-thirds of the total cost.

4.3. System efficiency

An alternative way of comparing the solutions is to
examine their energy efficiency: namely, how much
primary energy is required to service the final de-
mands for heat and electricity? For these calcula-
tions, we have assumed that imported electricity is
produced at 38.7% efficiency [2].
Figure 4 shows that, for each given technology, the
primary energy efficiency is nearly constant. This
can be explained by the demand generation algo-
rithm and the maximum operating rates of the se-

lected technologies. As the city gets larger, there
is a corresponding increase in demand, linearly re-
lated to the number of cells in the city. As shown
above, for each city size the model chooses tech-
nologies operating at their maximum capacity and
a larger city will therefore require additional plant
units. If the analysis investigated the effect of in-
creased demand within a city of a given size, one
might see economies of scale. Instead, these re-
sults show a clear rank order to the technologies
and the “all technologies” scenario falls between the
medium and small CHP systems.
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Figure 4: Energy efficiency of each scenario, as
measured by delivered energy consumption per unit
of primary energy.

The consequences of planning restrictions can also
be seen from this graph. Relative to the boiler-
only scenario, the CHP scenarios are typically 20%
(small), 43% (medium), and 57% (large) more effi-
cient.
Cost and energy-efficiency are considered together
in Figure 5. Although this assessment could poten-
tially be handled with a full multi-objective optimi-
sation, this basic analysis suggests that the “all tech-
nologies” solution represents a good compromise in
most cases. Large CHP systems offer better energy
performance but at a significant cost penalty, and
boiler-only systems are both less energy-efficient
and, as the city grows, less cost-efficient as well.
The medium CHP scenario also performs very well,
although this is unique to the size of the cities stud-
ied here (which have total power demands rang-
ing from 3 to 57 MW, compared with the medium

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-172 www.ecos2010.ch



CHP’s 10 MWe rated capacity). In much larger
cities, one would expect the large CHP system to
move nearer to the optimal point.
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Figure 5: Summary of cost and energy-efficiency
performance. Line types and numbers represent city
size (cells).

5. Discussion and conclusions
The goal of this paper was to assess the potential
impact of planning restrictions on the size of ur-
ban combined heat and power systems. Using a
mixed-integer linear programming model, we sim-
ulated grid cities of 10000 to 200000 people under
five technology scenarios. The results indicate that
the most efficient urban energy systems, from both a
cost and primary energy-efficiency perspective, re-
quire a mix of technologies in order to satisfy de-
mand at an appropriate scale. As the demands were
not extremely large in this case, these compromise
solutions therefore included a mix of both small and
medium-sized CHP systems, as well as gas boilers
to serve areas of lower demand density.
The actual penalty cost of forbidding a particular
technology size will of course depend on the spe-
cific city at hand. However the results here sug-
gest that, by restricting a completely free choice
of CHP technologies, the energy system may face
cost penalties of approximately 10% and energy-
efficiency penalties (i.e. increased primary energy
demand) of up to 60%. These results are relatively
constant with city scale.
The analysis has highlighted several issues that need
to be considered when seeking to improve and gen-

eralise the results. First, the cost analysis showed
that the structure of a local energy utility, i.e. who
pays the upfront costs of equipment versus the run-
ning fuel costs, is likely to have a significant impact
on which technology mix might be selected. Sec-
ondly, cross-scale analyses (i.e. looking at cities of
many different sizes) appear to hide many of the
economies of scale that one might expect to see
from a “larger” city (i.e. more demand in the similar
sized city). This suggests that for a given city size,
energy systems are guided by unit marginal costs.
However across cities, one must consider the signif-
icant plant requirements needed to satisify a large
increase in demand (i.e. the average marginal cost).
The paper also alluded to local air pollution as a
driver of such plant size restrictions. This has not
been explicitly considered here, but clearly offers a
profitable area for further research, for example, by
adding a monetary penalty to the objective function
based on health impacts. Similarly the optimisation
model could be enhanced to consider network ro-
bustness and more realistic plant load limitations.
Specifically, constraints should be added to differ-
entiate household scale technologies which cannot
share their output versus larger common technolo-
gies. Finally a multi-objective optimisation frame-
work would be useful for a formal analysis of the
cost and energy-efficiency trade-offs evaluated here.
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Trade-offs between Layout of Cities and Design of District
Energy Systems
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Abstract: The reduction of CO2 emissions linked with transport and energy services (heating, domes-
tic hot water, cooling and electricity), together with the increased use of renewable energies, remains
a high priority on various political agendas. In this paper, the trade-offs between the optimal layout of
a city in terms of transport and the resulting district energy system are analysed. The starting point
of the study is a greenfield site in England, on which a small eco-town, with a pre-defined number of
inhabitants, shall be built. Conventional assumptions are made about the number and types of build-
ings according to the number of inhabitants. A layout model is then used to define the optimal layout
of the city to reduce transport requirements. Finally, the optimal mix of technologies that will satisfy the
energy services, taking into account spatial and other constraints, is computed using advanced pro-
cess optimization techniques. The results show how increasing the density of cities to reduce transport
energy requirements influences the opportunities offered by certain renewable energy technologies for
heat and power services.

Keywords: District energy system, City layout, Network.

1. Introduction
The reduction of CO2 emissions is a challenge for
the coming decade and a priority on many political
agendas. Various examples of policies to decrease
CO2 emissions and/or promote the use of renewable
energy sources exist [19, 9, 10]. Transportation and
space heating are responsible for a large share of
the total greenhouse gas emissions. In the United
Kingdom, transport is responsible for 21% of the
total CO2 emissions (excluding aviation) and space
heating for 25% [1]. These two sectors are therefore
priority candidates when targeting CO2 reductions.
In 1989, Kaya built on work started by Holdren et
al. [14] and proposed a formulation linking the CO2
emissions with the population of a country. The
equation became famous as the Kaya identity. It
emphasizes the multiplicative effect of the different
factors influencing environmental deterioration:

CO2 = Pop·GDP
Pop

· En
GDP

·CO2

En
[ton-CO2] (1)

with: Pop the population, GDP the gross domestic
product, En the energy consumption, GDP

Pop the living
standard [£/capita], En

GDP the energy intensity [J/£]
and CO2

En the carbon intensity [ton-CO2/J]. Looking

at the Kaya identity, there are two reasonable ways
to decrease CO2-emissions: reduce the energy in-
tensity, or reduce the carbon intensity. The reduc-
tion of energy intensity can be achieved by imple-
menting more efficient processes. For transport this
means for instance: decreasing the petrol consump-
tion per kilometre driven for a car by using hybrid
engines, reducing the need for transport, promoting
public transport; for heating examples include: in-
creasing the insulation thickness in buildings or im-
plementing heat recovery systems. The reduction
of the carbon intensity on the other hand can be
achieved by the use of renewable energy sources for
both transport and heating [22].

While in cities the high population density is a main
cause of negative environmental externalities, the
high density of energy services required creates op-
portunities to reduce per-capita energy consump-
tion [6]. In this paper, the influence of the layout of a
city on the CO2 emissions related to energy services
is analysed using an eco-town including 6 500 in-
habitants and located in central England. The ques-
tion addressed is: can an appropriate layout for a
city decrease the energy intensity and/or the carbon
intensity simultaneously on both the transport and
the energy services.
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Models to simulate and/or optimise energy systems
have been extensively developed by researchers. As
space is limited, only HOMER [4] and Energy-
PLAN [3] shall be mentioned here, as they feature
some similarities with the tool developed in this pa-
per. While HOMER considers the design and op-
timisation of energy systems as is done here, it fo-
cuses more on a building level than on a city level,
and does not include transport. EnergyPLAN on the
other hand does include transport, but optimises op-
erating costs only (and not capital costs). The inter-
ested reader is referred to the recent paper of Con-
nolly et al. [8] for a more comprehensive review.

2. Methodology

The starting point of the study is a greenfield site
in England, on which a small eco-town shall be
built. The eco-town has a pre-defined number of
inhabitants. The following steps are included in
the methodology: using the layout-model of the
SynCity tool developed by Keirstead et al. [15], con-
ventional assumptions are made according to the
number of inhabitants about the number and types
of building (for instance dwellings, schools, shops)
and the layout of the city is computed by minimis-
ing yearly transportation costs, energy consumption
or CO2 emissions; for each type of building, con-
sumption profiles are then derived; finally, the opti-
mal mix of technologies that will satisfy the needs
in terms of energy services is computed using the
DESDOP tool [22, 24] and advanced process opti-
misation techniques.

This paper focuses on the last part of the method-
ology, namely the definition of the optimal mix of
technologies. The objective function, defining the
optimal mix of technologies, can be expressed in
terms of costs or emissions (primarily CO2 emis-
sions, but any other greenhouse gas could be cho-
sen). The question that is addressed is: Given
the small city (with its layout defined as described
above), its available renewable energies, its build-
ings and their related consumption profiles, which
combination of energy conversion technologies (and
therefore energy sources) will be best suited to meet
the energy services, how will these technologies be
combined, where in the district should these tech-
nologies be located (centralised or distributed), and
how should the layout of the energy distribution net-
work be arranged (provided a network is required).

The choice of technologies includes centralised and
distributed technologies, and renewable and non-
renewable energy powered technologies. The list of
technologies considered in this paper is given in Ta-
ble 1, based on what were considered to be sensible
technologies for the eco-town. Different technolo-
gies can easily be added to or removed from the tool,
according to the problem to be solved. This allows
restricting the search space, rather than considering
all existing technologies.

Table 1: Available technologies

Centralised Distributed

Wind turbine PV cells
Large scale heat-pump (HP) Solar thermal collectors
Free cooling Individual heat pump
Combined heat and power Individual Chiller
(CHP) Boiler

The optimisation of the mix of technologies is com-
plex for the following reasons [23]:
! District energy systems combine spatial and tem-

poral (consumption profiles) aspects.
! There is a high number of combinations including

centralised and distributed, renewable and non-
renewable energy powered technologies.

! The consumption profiles of the different energy
services vary during the day, and from one day
to the other, in a stochastic manner. Hence the
problem becomes a multi-period problem.

! The temperature level at which a building requires
heating or cooling needs to be considered.

! If a district network is the optimal solution, there
are usually a lot of different ways to link the build-
ings together.

! The availability of renewable energy sources fol-
lows stochastic distributions (wind profile for in-
stance); this requires robust solutions.

! The specificities of the technologies vary signifi-
cantly between technologies: while a CHP can be
turned on by an operator at any point, the same is
not true for a wind turbine.

! Some technologies have part load restrictions
(involving binary variables) while other do not.

The tool is implemented in GAMS using the Cplex
Mixed Integer Linear Programming optimiser. The
main decision variables refer to the type and size of
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the technologies, the location of the technologies in
the district, the operating strategy of the technolo-
gies, and the layout of the distribution network (if
required).

3. Technologies
The main equations and assumptions for each of
the technologies are given in the following subsec-
tions [24].

3.1. Heat pump

Heat pumps (HP) are modelled by the general two
equations:

COP =
Q̇
Ė

(2)

COP = η · Tcond

Tcond − Tevap
(3)

with Q̇ the heat delivered in kW, Ė the electricity
consumed in kW, η the exergy efficiency, Tcond and
Tevap the temperatures in the condenser and evapo-
rator. The following assumptions prevail for the test
case analysed in this paper:
1. Both the centralised and the distributed heat

pumps are closed loop ground source heat pumps,
connected to boreholes via a heat exchanger.

2. The temperature of the ground (the cold source)
is constant at 10◦C.

3. The temperature in the condenser has been set to
70◦C for the centralised heat pump (to meet the
supply temperature of the heating network as de-
fined in Section 4.), and to the required tempera-
tures for heating and hot water for the distributed
heat pumps (see Section 4.).

4. The exergy efficiency is 0.55 for the centralised
heat pump and 0.43 for distributed heat pumps,
based on Girardin et al. [13].

5. The minimum part load is set to 20% for the
centralised heat pump (and 0% for the distributed
heat pumps).

6. The specific investment costs for the heat-pump
are 1 600 £/kWth. This includes the investment
for the heat pump, the boreholes and the installa-
tion. The same investment costs were considered
for both centralised and distributed heat pumps1.
1According to several manufacturers the specific investment

costs of centralised ground source heat pumps are not neces-
sarily lower than the specific investment costs of distributed
heat pumps, as centralised heat pumps imply larger costs for
the boreholes and are generally tailor-made.

3.2. Combined heat and power

The combined heat and power (CHP) technologies
used for this test case are reciprocating engines. In
the optimisation, the efficiency of a CHP plant is
given by a piecewise linearisation of the following
correlation which approximates the values given by
various manufacturers [24]:

εel = 0.0272 · ln S CHP + 0.2084 (4)

with S CHP the design size of a CHP plant.
As far as the operation of the CHP plant is con-
cerned, the following assumptions have been made:
1. The temperature of the engine exhaust gas is

about 350◦C and it may be cooled down to an av-
erage value of 40◦C for heat recovery. The inlet
and outlet temperatures of the cooling circuit of
the engine are 90◦C and 100◦C (outlet temper-
ature). These are averages based on data from
manufacturers.

2. The minimum part load is set to 70% of the de-
sign load (based on Dupleac et al. [11] and dis-
cussions with several manufacturers).

3. The sum of the electrical and thermal efficiencies
equal 90% regardless of the part load factor.

4. The CHP plant cannot be turned on for less than
4 hours per day, and can only be switched on and
off once a day. This is to take into account the
facts that CHPs need some time to warm up and
reach the indicated efficiencies [7].

The costs used are shown in Table 2. They in-
clude the costs of investment, installation, founda-
tions and mains connection. These costs are aver-
ages based on information from manufacturers as
well as Streckiene et al. [20].
Table 2: Investment costs for CHPs (based on infor-
mation from manufacturers as well as [20])

Range [kW] Costs [£/kW]

500 - 1000 750
1000 - 2000 650
2000 - 5000 620

3.3. Wind turbines

The rated output of wind turbines given in data
sheets from manufacturers often corresponds to
wind speeds of 15-16 m/s. Therefore the design size
of the turbine (and hence its investment costs) can-
not be taken as the maximum over all periods of the
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average periodic output (the average wind speed at
the location of the eco-town is 5-6 m/s). The ca-
pacity factor, which is defined as the actual electric-
ity produced over the maximum rated output, needs
to be taken into account. In order to maintain the
model linearity, a piecewise linearisation has been
defined to compute the actual output of the turbine
as a function of its size, including the capacity factor
corresponding to the wind speed at the location of
the eco-town as a parameter. The costs used, shown
in Table 3, include the costs of investment, installa-
tion, foundations and mains connection.

Table 3: Investment costs for wind turbines (based
on information provided by manufacturers as well
as published costs [18, 17])

Range [kW] Costs [£/kW]

20 - 100 2 000
100 - 500 1 500

500 - 3000 1 200

3.4. PV cells

The electricity generated by PV cells is given by:

Ėt = Apv · εpv · It (5)

where Apv is the design size of the PV cells in m2,
εpv the efficiency of the PV system and It the irra-
diation in kW/m2 during period t. The correlation
between the design area of the cells and the design
output2 in kWp is given by:

S pv = Apv · S pv0 (6)

with S pv the design size in kWp of the installation
and S pv0 the output in kWp of a panel taken as refer-
ence and for which the area is known. The following
assumptions have been made:
1. The cell efficiency at standard conditions is 14%

(the Sharp NU 185 was taken as a reference) and
the losses due to the inverter, dust and temperature
are 25% [21].

2. The PV panels are fixed planes, south orientated,
with a 35◦ inclination.

3. The investment costs are 7 500 £/kWp (based on
information provided by manufacturers).

2The output of a PV cell is given in kWp, which corresponds
to the output of the cell under standard test conditions: 25◦C
and an irradiation of 1000 W/m2.

3.5. Solar thermal collectors

The following assumptions have been made for so-
lar thermal collectors:
1. The collectors are of the evacuated tube type.

2. The system efficiency is 39% based on the gross
area3 [16].

3. The average electricity required to pump the fluid
around the system (between the collectors and the
storage tank) is 8.5% of the generated heat [16].

4. The investment costs are 950 £/m2, including in-
stallation [16].

3.6. Boilers

The following assumptions were made for boilers:
1. The efficiency of the boilers is 90%.

2. Distributed gas boilers generate heat directly as
and when it is needed.

3. The investment costs are 100 £/kWth (including
flue evacuation and installation).

4. Description of the layouts and
assumptions

Three different layouts have been considered for the
eco-town. Each layout comprises the same gross
internal area of dwellings, schools and mixed-use
spaces4. As can be seen in Table 4, the eco-town
includes an overwhelming majority of dwellings.
The first layout, As planned, corresponds to the lay-
out that was initially defined by the developers who
launched the project (see Figure 1(a)). The second
layout, Unconstrained, has been computed using the
layout model (see Figure 1(b)) without setting any
major constraints apart from an upper boundary on
the density of dwellings (65 dwellings per hectare).
This results in a concentration of high-density hous-
ing in the North-East part of the city. For the third
layout, Constrained, a constraint was added on the
maximum number of high-density dwellings to al-
low more room for people between the buildings
(Figure 1(c)). The resulting annual costs and CO2
emissions are given in Table 5. The unconstrained
layout clearly has the lowest costs and emissions for
transport, as the majority of dwellings and mixed
use spaces are concentrated in the same area of the
town.

3The gross area is the overall area of the collector, including
the frame.

4A mixed-use space is a combination of retailers, restau-
rants and offices.
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Figure 1: Layouts considered: 1(a) As planned; 1(b)
Unconstrained; 1(c) Constrained. Legend — white
shapes with pale grey border, empty cells; white
shapes with numbers and black border, dwellings at
specified density (dwellings/ha); light grey shapes,
schools; darker grey shapes, open space/park; black
shapes, mixed use.

Table 4: Total gross internal area for each type of
building in the layout

Type of building Total gross internal area in
the city

Residential building 421 000 m2

School 6 000 m2

Mixed use 8 100 m2

Table 5: Costs and CO2 emissions for each layout
for transport and energy services (when designing
the energy system minimising CO2 emissions)

As Uncons- Cons-
planned trained trained

CO2 emissions [kg/year/capita]
Transport 316 196 307
Energy services 385 522 467
Cost [£/year/capita]
Transport 711 332 743
Energy services 1183 828 945

The following assumptions have been made to run
the district energy system design and optimisation
tool [24]:

1. The consumption profiles have been defined us-
ing 18 different periods in total: 6 periods per day
(see Table 6), for 3 representative days per year
(one summer day, one mid-season day, one win-
ter day). To compute the annual energy require-
ments, the year has been assumed to include 92
summer days, 153 mid-season days and 120 win-
ter days.

Table 6: Periods

Period Hours in the day

1 7.00am-9.00am
2 9.00am-12.00am
3 12.00am-1.00pm
4 1.00pm-6.00pm
5 6.00pm-10.00pm
6 10.00pm-7.00am

2. All the buildings are built to PassivHaus stan-
dards [5] according to information provided by
the developers. The resulting consumptions are
given in Table 7. Cooling has been neglected5.

Table 7: Consumptions

Peak [kW] Total [MWh/year]

Heat 3 217 8 433
Hot water 11 099 15 672
Electricity 3 958 14 646

5The cooling of the mixed use buildings has been converted
into electricity requirements, assuming a seasonal efficiency ra-
tio of 3.5. This is acceptable considering that they are the only
buildings requiring cooling and therefore there would be no dis-
trict cooling system in the eco-town.
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3. If centralised technologies form a part of the op-
timal solution, the choice of the potential loca-
tions of the plant room is dictated by the follow-
ing factors:
! The plant room can not be located on a node

locating an existing building to avoid nuisance.
! The proximity to renewable energy sources

(easy access to the soil, lake, waste incineration
plant) shall be considered.

4. Space heating and domestic hot water can be pro-
vided directly or via distributed storage tanks (ex-
cept for gas boilers that generate the heat directly
as and when it is needed).

5. Thermal storage losses are 10% of the stored en-
ergy [20].

6. The average heat losses in the heating distribu-
tion network are 5% of the distributed heat.

7. The design supply temperature for the heating
network is 70◦C and the return temperature is
40◦C. These temperatures allow for the network
to meet domestic hot water requirements6.

8. The required supply temperature for space heat-
ing in the dwellings is 35◦C (which is sufficient
for underfloor heating) and 60◦C for domestic hot
water.

9. The total available area for solar thermal collec-
tors and PV cells is the total roof area of the build-
ings at the node.

10. For wind turbines, a maximum total rated out-
put of 10 MW for the eco-town has been set, with
a maximum of 500 kW per turbine.

11. The price of grid electricity averages 0.13
£/kWh during the day and 0.06 £/kWh during the
night.

12. The price of electricity sold back to the grid
(for instance whenever PV cells or wind turbine
generate more electricity than currently required
in the eco-town) has been set to 0.01 £/kWh.
This reflects the situation as it stands currently for
small- and medium-scale technologies in the UK.

13. The price of natural gas is 0.04 £/kWh through-
out the day.

14. The grid and the gas network (also used for
cooking) are already existing.
6Calculations based on data from [2] show that the supply

temperature decreases by 0.2◦C/1000m in DN100 pipes and by
0.65◦C/100m in DN20 pipes assuming polyurethane insulation.

15. The CO2 emissions linked to natural gas
are 0.194 kg-CO2/kWh, and the CO2 emis-
sions linked to grid electricity to 0.422 kg-
CO2/kWh [19].

16. The interest rate is 7% [12].

5. Results

The resulting district energy systems for each lay-
out, when minimising yearly investment and oper-
ating costs, are shown in Figures 2 and 3. Because
the requirements for energy services do not change
between layouts, and the heating density is large
enough even for the layout with the lowest dwelling
density to feature district heating, there is no major
difference between the layouts. They all include a
centralised plant including a 2 290 kWel CHP unit
and a 1 546 kWth HP connected to a district heating
scheme. Electricity is taken partly from the CHP
unit and partly from the grid (6.7 GWh/year). No
wind turbines, PV cells or thermal solar collectors
are implemented. The CO2 emissions are 1 420 kg-
CO2/year/capita and the costs 385 £/year.

To assess how the layout of the city influences the
CO2 emissions of the energy services, a constraint
was added to the district energy system design and
optimisation model to limit as much as possible the
CO2 emissions7. The results (Table 5 and Figure 3)
show that as the dwelling density of the city de-
creases and more space is available on roofs for so-
lar technologies (layout As planned), the CO2 re-
duction potential increases (layout As planned fea-
tures the lowest CO2 emissions for energy services
in Table 5 with 385 kg/year/capita). On the other
hand, lower density cities typically result in greater
CO2 emissions due to transport, unlike high den-
sity cities (layout Unconstrained). Therefore the
two effects need to be balanced. Although these
two conclusions, considered independently, are in-
tuitive, a tradeoff between the two effects cannot be
made without the use of a model. Moreover, these
results provide the necessary confidence that will al-
low to consider more complex cases, including the
opportunity offered by undeveloped land to assess
ground-based solar or biomass renewable energy.

7The reduction of CO2 is limited because of: the limits
imposed on the renewable energy powered technologies (As-
sumptions 9 and 10 in Section 4.); the availability of renewable
energy sources following stochastic distributions; the lack of
electricity storage.
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Figure 2: District heating schemes for the differ-
ent layouts (the shapes from Figure 1 have been re-
placed by nodes, the dotted lines represent allowed
connections, the thick black line the effective net-
work): 2(a) As planned by the developers, 2(b)
Without concentration constraint, 2(b) With concen-
tration constraint.
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Figure 3: Generation of electricity and heat (for
space heating and domestic hot water) for each lay-
out, when costs, and CO2 emissions are minimised.

The next question therefore to address in future
work is: how should a city be designed in order to
be dense enough to allow district heating (and cool-
ing) as well as low transport requirements, without
jeopardising the low carbon intensity of renewable
energies? Or, to go back to the Kaya identity: can
both the energy intensity and the carbon intensity be
simultaneously minimised, and if yes, how?
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56,'&%/'7  This papers deals with the heat transportation over long distances that could allow the 
recovery of waste industrial heat. Processes involving thermochemical transformations can be relevant 
for such purpose as they involve the transportation of a reactive fluid at ambient temperature, and thus 
allow large distances between source and users. This paper proposes to evaluate the performances of 
all the systems allowing the transportation of energy, including classical processes (involving electricity, 
coolant, slurry). A general method has been developed to assess the performances of all the paths of 
energy transportation. The aim is to analyze the relevance of each process on the same basis. Thus, 
the exergy destruction in each part of these systems are analyzed and the exergy yields are compared. 

K eywords:  thermochemical process, heat transportation over long distance, exergy. 

89+:-'&"4;/'("-+
Industrial waste heats represent a huge amount of 
thermal energy, which is usually located several 
tens kilometers away from potentiel users. The 
most obvious application is the recovery of low 
temperature waste heat from industrial sites for 
distant heat and/or cold needs (district heating, 
food-processing indus Therefore, the 
transportation of heat over long distances (over 10 
km) represents a real scientific and technological 
challenge for a better and sustainable management 
of the energy resources.  
Since the 70', several research projects [1] focus 
on this research area. The basic idea is to 
implement a thermochemical process between the 
source and user sites, in order to replace the 
transportation of thermal energy by the 
transportation of an active fluid (a reactive gas for 
example) at ambient temperature. As a result, the 
thermal losses due to the transportation are low, 
and transportation over long distances can be 
considered.  

 

<9+=0*&#"/0*#(/%1+$&"/*,,*,+."&+
'&%-,$"&'%'("-+".+'0*&#%1+*-*&23+

Processes involving thermochemical 
transformations can be relevant for such purposes. 
The transformations can be ab- or ad-sorption, 

such a thermal energy transportation process based 
on solid-gas reactions involves two solid gas 
reactors, one on the source site and the other on 
the user site, coupled by the transportation of the 
reactive gas between them (figure 1). On the 
source site, an endothermal decomposition takes 
place, releasing the reactive gas, which then flows 
to the user site where it is involved in an 
exothermal reaction. Such solid gas reactions are 
reversible, and reversing both reactions (using a 
free low temperature source on the user site) 
allows the gas to flow back to the source site. As 
the gas is transported at ambient temperature, the 
source-to-user distance less affects the energy 
transportation efficiency.  
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F ig. 1.  Principle of the thermal energy transportation 

over long distance by a single-effect 
thermochemical process, using a remote source 
at TD, to provide heat at TC (ii) or cold at TE (i) 
to the user.  

Moreover, such thermochemical systems allow 
producing several functionalities on the user site: 
cold production or heat production or heat 
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upgrading. This multifonctionnality is a really 
innovative characteristic of this concept. 
Such systems based on solid-gas thermochemical 
processes are investigated at CNRS-PROMES 
since a few years [2,3,11]. We have thoroughly 
studied several concepts of cycles (single effect or 
cascade) fulfilling the requirements of the 
transport of thermal energy, and the potentialities 
of these concepts according to the reactive pairs.  
Now, the performances of these systems have to 
be evaluated, according to operating temperatures, 
power, source-to-user distances... In order to 
strengthen this analysis, classical processes of 
energy transportation (i.e. electricity network 
coupled with heat pump, transport by coolant 
(sensible heat) or slurries (latent heat)) are 
included in this evaluation. The final objective of 
this work is to rank these various systems and to 
define the scope of relevance of each process 
according to the temperatures of the source and the 
users, the distance for transportation.  

!"#$%&'()(*+,-#(..-..&-/*#
This assessment will compare the innovative 
thermochemical processes and the classical 
systems. All of them operate through three means: 
- an electrical network : this most classical exergy 
system transportation (i.e. electricity coupled with 
a mechanical heat pump on user site) involves a 
conversion step from waste heat to electricity. The 
low temperature of the waste heat can 
disadvantage this system.  
- a coolant network, that widely exists as district 
heating or cooling system, but the length of the 
network is usually limited beyond 10 km.  
- a slurry network (ice slurry), that also exists as 
cooling systems,  
- gas or liquid chemical reagent network, coupled 
with thermochemical converters on the user and 
source sites. This last means takes advantage of a 
fundamental difference with the other systems: 
when transporting chemical reagents, the pressure 
drop has usually a weak effect on the chemical 
potential, so that the exergy output on the user site 
has nearly the same value than the exergy input at 
the source site, whatever the distance is. 
For this assessment, all the systems are driven by 
heat released from the source site at a given 
temperature and all of them produce the same 
utility on the user site. In this paper, we focus on 
cold production for air conditioning applications.  

!"0"#1)+/2+'3-#
A general method has to be developed to assess 
the performances of all these paths of energy 
transportation on the same basis, whatever the 
form of the transported energy is (chemical, 

 Thermodynamics offers such a 
tool, especially exergy analysis. 
All these processes can be divided in three sub-
systems (figure 2): two 'exergy converters', 
coupled to the exergy transportation network. Each 
sub system is characterized by exergy efficiency or 
exergy destruction : 
 the converter on the source site converts the 

waste heat in a flow n of an extensity 
(electrons, gas, liquid, solid), characterized by a 
specific generalised chemical potential  or 
exergy. This conversion process is 
characterized by its exergy efficiency:  

s
ss T

Tqn 0
21 1

 (1) 

 the transportation network, which transports 
this extensity through one or several pipes to 
and from the user site, involving some exergy 
losses, characterized by its exergy destruction:  

2211
''

d nex (2) 
 the converter on the user site which produces 

the useful heat or cold. Its exergy efficiency is:  
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F ig. 2.  Generic scheme for thermodynamics analysis of 
energy transportation.  

Then, the overall exergy efficiency and the 
overall energy efficiency can be easily deduced: 

us
exsu T

T
T
T.qq 00 11

 (4) 

The main advantage of using exergy efficiencies 
rather than energy efficiencies to characterize the 
converters is that the former always lies between 
0.3 and 0.5, depending on the complexity and the 
development of a technology, when the latter 
deeply depends on both technologies and 
operating temperatures.  
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The systems under study are described in figure 3. 
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F ig. 3.  Energy transportation systems under study. 

Transport of : a) electricity, b)coolant, c)slurry, 
d)reactive fluid.  

They are all fired only by a heat source at TS.  If 
mechanical energy is required (for pump for 
example), it is produced by a converter using the 
same input thermal source. Two cases are 
investigated: Ts=100°C or 400°C .  
All these systems provide the same cold utility on 
the user site. Thus, the user site operating 
conditions are fixed as: Tu1=8°C, Tu2=12°C, qu=20 
MW .  
The following assumptions are required depending 
on the process:   
- according to industrial standards [4], we assume 
that all the thermodynamic converters (motor, heat 
pump or thermochemical reactor converting heat 
to electricity, electricity to heat or cold, or heat to 
cold) have the same exergy yield : el = ch =0.4  
- the heat exchangers effectiveness is e=0.8 [5], 
and their energy yield is =1 (no thermal losses); 
- the reference temperature for the exergy analysis 
is To=Text= 35°C in summer. 
- the energy efficiency of the transport of 
electricity by extra-high voltage transmission lines 
is hv=0.97 [6], and the efficiency of the 
conversion from extra-high to low voltage is 

hv/lv=0.9. In this case, the energy and exergy 
efficiencies are equal.  
!"!"$31*4,2,5,60$

It consists in evaluating the system from the user 
site, to the source site.  
On the user site, the cold power and the operating 
temperature are known, thus the output exergy is: 
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According to the process, the exergy destruction 
due to the transport and the exergy yield on the 
source site are evaluated as follows:  
 Electricity network : 

The electric power required at the source site 
outlet is:  

e lschlv/hvhvuhv .ex..exw (6) 
thus the inlet thermal power is : 

....~.qq chlv/hvhve lsuus (7) 
and the overall exergy and energy yields are:  

chlv/hvhve l ...  

us
~.

(8a) 

(8b) 
 Coolant network :  

The temperatures of the coolant at the boundaries 
of the transport lines are calculated thanks to the 
expressions of : 
-the effectiveness of user heat exchanger e=0.8,  
- the thermal power supplied to the user qu,  
- the steady state heat balances of each line : 

)hh.(mq '
iii0 (9) 

 with the heat losses qi on each line : 
)TT/()TT((Ln/)TT.(hSq O

'
iOi

'
iiii (10) 

 and the enthalpy variations (assuming an 
incompressible liquid):  

)().( '''
iiiiii ppvTTchh (11) 

For the transport lines, typical values of roughness 
(r=0.1mm) and liquid velocity (u=3m/s) are used 
to estimate the pressure drop during the transport 
(using Colebrook correlation).  The pipe diameter 
is deduced from u and qu, which gives the coolant 
flowrate. We fixed h= 5W/(m2.K).  
Thus, we can calculate the cold and mechanical 
powers provided by the source site: 

)TT.(c.mq 21

2211 pppp.v.mw '' (12) 

Two conversions are required on the source site: a 
heat/cold conversion by means of a sorption chiller 
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(to cool the coolant) and a heat/electricity 
conversion (to produce the power for the pumps). 
Both are supposed to have the same exergy yield: 
 40.e lch  

Thus, the input exergy is : 
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and the overall exergy and energy yields are: 

Suu ex~.q  

us
~.

(14a) 

(14b) 
 Slurry network :  

On the source and user sites, the system is similar 
to the previous one. It only differs in the 
thermodynamic data of the transported fluid (a 
slurry). Among the very few slurries described in 
the literature, we have selected an ice/ethanol 
slurry which has been studied for cold production 
applications by several authors [7-10]. The alcohol 
mass ratio is wa=10% that leads to a freezing 
temperature at -4°C. Due to technical limits with 
pumps and valvles, the ice mass ratio must be 
lower than wi=40% [10]. Thus, for wa=10% and 
wi=0 to 40% , the temperature of the water-ice-
ethanol slurry varies from -4 to -8°C [9]. The 
variations of the density, viscosity and enthalpy of 
the two-phase solution according to the ice mass 
ratio and temperature are calculated thanks to 
published data [7,9]. Then, an equivalent specific 
heat of the slurry is deduced from a linear 
regression of the enthalpy variation vs. T. 
Moreover, we assume that the slurry is fully 
melted at the outlet of the user site i.e. 0'

2x . 
Thus, the fluid that flows back to the source is a 
one-phase water/ethanol solution. For sake of 
simplicity, we also fixed the ice ratio at the inlet of 
the user site : 2.0'

2x .  

  With these data, we are able to calculate the 
thermal energy provided by the source and the 
mechanical power required for the transportation:  

)TT.(c~)TT.(c.mq freezingslurryfreezingsolut ion 12

2211
11 pppp.mw '

solut ion

'

slurry  
(15) 

and the exergy and energy yields as previously.  
 Thermochemical process :  

The solid/gas reactor and the condenser are located 
on the source site, and the evaporator on the user 
site to produce cold. Thus, the reactive fluid flows 

in liquid phase from the source to the user site, and 
then flows back in gas phase.  
One advantage of this system lies in the possibility 
of using the pressure difference between the 
condenser and the evaporator to drive the liquid 
flow to the user site [11]. Therefore, we fixed the 
pressure drop '

11 ppp  , which maximal value is 
the available pressure drop 

evapcond pppmax
. 

Then, the liquid velocity and pipe diameter can be 
deduced from p and qu. The values of pcond and 
pevap are the saturated pressures at respectively 
Tair=35°C (summer ambient air, used as heat sink 
by the condenser) and Tevap=6.8°C (the required 
evaporator temperature, assuming the 
effectiveness of the evaporator e = (Tu2-Tu1)/(Tu2-
Tevap) = 0.8 as in previous section).  
For the back flow gas line, the pressure is bounded 
by psat(Tevap) on the user site, and by the pressure 
of the synthesis reaction that occurs in the reactor 
on the source site : psynthesis=peq(Tair)+ Dpeq. Dpeq is 
the equilibrium drop required for the reaction 
(corresponding to the temperature drop DTeq=10° 
usually used). So, for this line, we get 

synthesisevapmax ppp . 

Heat losses are neglected as the fluid is supposed 
at the constant temperature of the soil (20°C) all 
along both pipes.  
For sake of simplicity in this assessment, we 
consider the BaCl2/NH3 reactive pair, whose 
thermodynamic data are well known [12-14].  

!"#$%&'()&#
Figure 4 compares the exergy yields vs. the 
transportation distance for these four energy 
transportation processes described in figure 3.  
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F ig. 4. Exergy yields for the four processes investigated 

for the transportation of energy 

Thus, compared to electricity network, the 
transport of sensible or latent heat is relevant only 
for distances lower than about 10 km. On the other 
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hand, a thermochemical process is relevant for the 
wider range of distance. As the transportation of 
the reactive fluid is driven by the existing pressure 
difference between the condenser and the 
evaporator, this system can work without any 
additional exergy destruction due to the transport.  
Complementary information is given by the 
analysis of the exergy destructions in each part of 
the energy transportation system. They are defined 
as follows :  
- source site :  exqex SS

d
S .  (16) 

- transportation: 'exexexd
tr  (17) 

- user site :  U
d
U exexex '  (18) 

Then, the number of exergy destruction N is 
defined as the ratio of the destroyed exergy to the 
inlet exergy exS. As the exergy efficiency of the 
converters on the source site is fixed ( =0.4), this 
part of the exergy destruction is the same for the 
three systems : NS = 0.6. The number of exergy 
destruction resulting from the transport and the 
conversion on the user site are plotted figure 5.  

 
F ig. 5. Number of exergy destruction due to the 

transport and the conversion on the user site, 
for the 3 systems involving the transportation of 
a fluid.  

It shows that the user site has a moderate effect, as 
it involves less than 10% of the exergy destruction 
for all the systems. The transportation has a more 
important effect, and it exhibits a significant 
difference between systems based on a coolant or 
slurry and on a reactive fluid.  

For example, for 20 km, the part of exergy 
destruction related to the transport is 5.9% for 
thermochemical systems, and more than 25% for 
the two others systems. Moreover, as the inlet 
exergy exS is also lower for thermochemical 
systems (as highlighted by the higher exergy yield, 
figure 4), the resulting exergy destruction due to 
the transportation d

trex is much more lower for 
thermochemical systems.  
The last comparison deals with the flowing 
conditions for the 3 processes involving liquid or 
gas flows, which are summarized as follows: 
 flow to user flow to source 
coolant uliq=3m/s, d=0.61m 
slurry uliq=3m/s, d=0.35m 

reactive fluid uliq=0.5m/s 
d=0.27m 

ugas=2.5m/s 
d=0.12m 

Thus, the thermochemical process presents a 
significant advantage regarding the civil 
engineering required for the network.  
Moreover, for such systems, the velocities of the 
reactive fluid and the pipe diameters are calculated 
by fixing the pressure drop at its maximal 
available value pmax (see § 3.3) in the case of 100 
km between the user and source. Then, the same 
values (u, d) are used for all the distances to 
compare them on the same basis. Thus, for lower 
distances, these flowing conditions are 
overestimated and the diameters could be smaller 
by applying max

' ppp 11
at each distance.   

Concerning the influence of the source 
temperature, l , as the exergy yield 
on the source site is fixed in all the cases 
( 4.0e lHP ), the overall exergy yield does not 
depend on the source temperature, while the 
energy yield does, according to equation 14b. 
Figure 5 is an example of these energy yields at 
different TS , for the electricity network and for the 
coolant transportation system.   
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F ig. 6. Energy yields for processes based on electricity 
grid and coolant network, and two source 
temperature TS.  

!"#$%&'()*+$,
c specific heat, J/(kg K) 
c~  equivalent specific heat of the slurry, J/(kg K) 
d pipe diameter, (m)  
e heat exchangers effectiveness  
ex exergy, W 
v specific volume, m2/kg 
h heat transfer coefficient, W/(m2 K) 
hi specific enthalpy 
p pressure, Pa 
q thermal power, W 
m mass flow rate, kg/s 
N= exd/exS  number of destruction of exergy  
T temperature, °C 

T~   equivalent temperature   
)(

~
21

21

TTLn
TTT  

x ice mass ratio in the slurry 
w mechanical power, W 
Greek symbols 
 exergy efficiency 

energy efficiency
 density, kg/m3 

u
~,~   Carnot factor  

Subscripts and superscripts 
1 source to user line 
2 user to source line 
ch  chiller 
d  destruction 
el  electrical 
ev  electrical 
eq equilibrium 
hv, lv  extra -high voltage, low voltage lines  
s source site 
tr transport 

, u user site 
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Integration of Heat pump in district heating and cooling 
systems 

Maatouk Chantala, Assaad Zoughaiba, Denis Clodica 

a Mines ParisTech, Center for energy and Processes, Paris, France 
 
Abstract:  Buildings of North-West of Paris are connected to a district heating and cooling network.  Energy 
circulated by this network is 370 GWh for heating and 190 GWh for cooling.  CO2 emissions associated to this 
network are estimated to 115,000 tons per year.  Detailed analyses of heating and cooling capacities show that, even 
in winter 18MW cooling capacity is delivered and 10MW heating capacity in summer season.  Heat is produced via 
fuel-fired boilers at temperature going up to 160°C.  Cooling capacity at 4°C is generated by chillers. 

Several schemes of heat pumps integration are studied.  The Pinch analysis is used to determine the optimum point 
for the HP integration.  Additional scenarios integrating economical and technical constraints are also studied: 

 The first scenario consists in installing heat pumps as a second stage of chillers and is used to preheat water 
before entering boilers 

 The second scenario consists in installing heat pumps directly in customers’ buildings.  The heat pumps produce 
simultaneously required heating and cooling capacities with different connection options to the network. 

A technical and economical analysis is performed, and CO2 emission abatement is evaluated depending on those 
scenarios in the context of the French energy-mix. 

Keywords:  District heating, thermal integration, Heat Pump, techno-economical analysis. 
 

1. Introduction 
The growing threat of climate change has led to 
global agreements to reduce emissions of 
greenhouse gases (Kyoto Protocol).  The increase 
of oil prices remains a persistent worry and 
today’s energy challenges are truly critical.  In this 
context, heat pumps appear to be an interesting 
solution to reduce energy consumption and gas 
emissions. 
 
Offices buildings of north-west of Paris are 
characterized of having a simultaneous need for 
heating and cooling: apart from seasonal changes 
in consumption, a detailed analysis of heating and 
cooling capacity show that in winter part of the 
buildings are in need of refreshment, while in 
summer a minimum heat load is needed primarily 
for domestic hot water.  Buildings are connected to 
a district heating and cooling (DHC) network. 
 
Many examples of heat pump integration in 
district heating and cooling plants have been 
investigated in the literature, aiming to optimise 
the energy consumption of the heating system.  A 

multi-criteria optimisation of district cogeneration 
plant integrating heat pumps has been performed 
[1]. The study shows high efficiency of heat pump 
for heating in the French mix context, and 
combined with cogeneration engine, gas turbine 
cogeneration systems. In Montpellier, five sites for 
production of heating and cooling where equipped 
with heat pumps, allowing the production of 
heating and cooling simultaneously [2].  This 
introduction has permitted an increase of the 
energy performance of the plant. In Japan, a study 
has been performed comparing the energy saving 
effects between centralised production of heating 
and cooling, and individual systems for each 
buildings [3]. The simulation results showed a 5% 
energy saving for heating in individual systems. 
 
In this paper, several schemes of heat pumps 
integration are studied.  The case of gas turbine 
cogeneration is presented as well in addition to the 
HP integration.  Additional scenarios integrating 
technical constraints are also studied.  A techno-
economical analysis is performed, and CO2 
emission abatement is evaluated depending on 
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those scenarios in the context of the French 
energy-mix. 
 

2. Description of current status 
The production of hot and chilled water vary 
widely depending on seasonal variations, with day 
and night cycles and with building occupancy, 
leading to very high fluctuations of heating and 
cooling needs.  Figure 1 shows the hourly heating 
and cooling load over a one year period.  The 
GHG emissions generated are also presented.  The 
GHG emissions take into account direct emissions 
due to oil combustion and direct refrigerant leak, 
and indirect emissions due to electricity 
consumption. 
 

 
Fig.1: Heating, cooling load and GHG emissions of the 
district network 
 
Heat energy is produced via fuel oil-fired boilers.  
A total installed heat capacity of 195 MW can be 
provided.  The network heating load is controlled 
with the water outlet temperature.  It varies 
between 90 and 180°C, depending on the heat 
demand.  Return water temperature varies between 
70 and 75°C.  The cooling capacity is 108 MW, 
and is produced in chillers at 4°C.  The chilled 
water returns at 10°C.  Chillers condensers are 
cooled via forced draft cooling tower that releases 
the heat into the atmosphere. 
 
The temperature at the condenser discharge is 
typically around 30 to 35 ° C, while the outlet 
temperature of the water heating network varies 
between 90 and 180 ° C.  Exergy of the heat 
released at the chillers’ condensers is not directly 
recoverable since the temperature level is not the 
same.  The introduction of a heat pump (HP) is a 

mean to recover this heat.  The heat rejected at the 
condensers of the chillers is then recovered at the 
evaporator of the HP permitting to produce the hot 
water.  The remaining heat capacity will be offset 
by the boilers. 
 
Based on this analysis it can be concluded that a 
potential of heat recovery exists.  Indeed, the 
operation of cooling towers in winter seems 
paradoxical, since it corresponds to the waste heat 
of refrigeration units that must operate even when 
the outside temperature is 0 ° C.  It seems of 
common sense to reuse that heat. 
 
Considering the needs of simultaneous heating and 
cooling load, the installation of a heat pump 
appears as a key solution to recover the waste heat 
released at the chillers condensers.  Three 
technical options are studied: 
 Installation of cogeneration plant together with 

heat pumps, chillers and fuel oil boilers 
 Installation of heat pumps as a second stage of 

chillers and used to preheat water before 
entering boilers.  This scenario does not require 
additional investment cost, other than the price 
of the HPs and pipe connections to the network. 

 Installation of heat pumps directly in 
customers’ buildings.  The heat pumps produce 
simultaneously required heating and cooling 
capacities with different connection options to 
the network. 

Thus, the study of technical options permitting to 
reduce GHG emissions from the network must be 
based on an hourly analysis, in order to take into 
consideration these fluctuations. 
 

3. Simulation model 
 

3.1 Technical data of the heat cooling 
source system 

Technical characteristics of the existing equipment 
of the DHC plant are taken as they are in the 
model. 
Technical characteristics of an existing electrical 
driven heat pump type installed in a district 
heating plant, which achieves a high COP among 
the district heating plant in Gothenburg has been 
selected for the case study [4].  The COP is 
defined as the total amount of supplied heat, 
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divided by the total electricity consumption.  An 
existing gas turbine installed in a district heating 
plant in Paris has been selected for the calculations 
of the cogeneration plant. 
 
3.2 Model of the heat source system 
 
The plant was modeled in the case of the DHC. 
The heat source system configuration and capacity 
of the existing boilers and chillers are set to the 
same values as those of the plant.  The heat 
capacity of the GT is considered at the minimum 
heat demand of the network ie at 12 MW.  The 
heat capacity of the HP is considered equal to the 
maximum amount of the heat that can be produced 
by recovering the waste heat from the chillers.  
The simulations parameters are derived from the 
measured data of the existing heat source system. 

4. Cases studied 
The system consists of a pipeline network for 
distributing the heat and the chilled water from the 
heating and cooling plant to the consumer.  The 
essential element of such a system is the pipeline, 
which enables the transport of energy.  Another 
important part of the system is the heat stations, 
where the heat is transferred from a high to a low 
temperature medium, resulting in decreased heat 
quality.  The chilled water passes through a 
cooling station, where the temperature difference 
between the primary and secondary circuit remains 
low and exergy losses are negligible compared to 
those in the heat station. 
The aim of these simulations is to present a 
thermo-economic study of different designs and 
operating conditions of district heating and cooling 
plant.  The amount of the CO2 emissions rates, 
achievable with the different scenarios as well as 
the operating cost reduction is calculated, based on 
hourly analysis. 
 
Table 1: Cost and GHG of energy used 

 Electricity Gas Fuel oil 

Price 

(!/MWh) 
48 26 23 

CO2 emissions 

(kg CO2/MWh) 
0.18 0.3 0.26 

4.1 Scenario 1: Installation of 
cogeneration plant combined with 
heat pumps, chillers and fuel oil 
boilers 

 
This scenario consists on installing a gas turbine 
cycle, a heat pump with heat recovery of the waste 
heat of the chillers in addition to the existing fuel 
oil boilers.  In the actual plant, a significant source 
of exergy losses is associated with the current way 
of supplying heat, ie from direct fossil fuel 
combustion in boilers, which is characterized by a 
large temperature difference.  In this scenario, the 
water temperature is decreased down to 65°C for 
the production of the domestic hot water and 40°C 
to supply the heat for space heating using air 
convector.  30% of heating energy is used for 
domestic hot water; the rest is used for space 
heating.  We will consider two distinct water 
networks for the heat distribution, one for the 
domestic hot water distribution and the other for 
the water of the space heating. 
 
In the simulations, the priority is to produce the 
heating and cooling load.  The waste heat released 
from the chillers is then recovered in the heat 
pump, installed in the buildings, in order to 
produce the heat needed for space heating in 
priority.  If heat provided by the chillers waste 
heat exceeds the demand for heating, then it is 
used for the domestic hot water.  Part of the energy 
demand remaining is produced by the gas turbine 
with a limited capacity.  In the latter, the heat is 
recovered from the exhaust gases for heating 
purposes and produces electricity.  Finally, the rest 
of the heat demand is produced by the fossil fuel 
boilers.  Figure 2 shows the layout of the heating 
and cooling plant. 

 
Fig. 2: Structure considered for the scenario 1 

 

In the calculation, it will be taken into 
consideration the electrical energy consumed in 
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the accessories of the boiler, the gas turbine, the 
heat pumps and the chillers.  The direct and 
indirect greenhouse gases emissions, caused by the 
combustion of fossil fuels, electricity consumption 
and refrigerant leakage are accounted for.  The 
operating cost of the plant is calculated, based on 
the energy prices presented in table 1.  In the case 
of electricity generation in the gas turbine, the 
CO2 avoided is deducted from the total CO2 
emissions of the plant.  The electricity produced is 
sent to the electrical network, with a purchased 
rate twice the selling price. 
 
The realization of this scenario implies lots of 
modification of the DHC plant and of the network 
itself ie installation of supplementary pipelines in 
order to distribute the heat at low temperature 
levels.  In addition, a gas turbine should be 
installed in the plant.  All these modifications 
imply a lot of investment cost and time.  At the 
moment, quick solutions with low investment 
costs are of great interest for the plant managers.  
In this context, other scenarios of HP integration 
only are studied, in order to take into consideration 
the technical constraints of the network and the 
plant. 
 
4.2 Scenario 2: Installation of HP to 
preheat water before entering the 
boiler 
 
In this scenario, the same DHC plant is 
considered.  Only heat pumps are installed in the 
plant, in order to recover the waste heat from the 
chillers.  The heat pumps are installed in series 
with the fuel oil boilers, where the return water is 
preheated up to 90°C.  Then preheated water 
enters the boiler, where it is heated at the 
necessary temperature level.  It should be 
highlighted, that in this case, heat demand is 
controlled by the temperature level of the supplied 
water, where the water flow rate circulating in the 
network is constant.  Figure 3 show the plan of the 
DHC of scenario 2. 
 

 
Fig. 4: Structure considered for the scenario 3 
 
For the calculations, the inputs of the model are 
the heat and cooling demand.  Then, the heat that 
can be provided by the heat pump is calculated.  
Two parameters are fixed in this case, the water 
flow rate of the hot water network, and the 
maximum hot water that can be produce by the 
HP.  The rest of the heat demand is covered by the 
boiler. In this case study, the GHG emissions and 
the operating cost is also calculated. 
 
4.3 Scenario 3: Installation of HP in 
the consumers’ buildings at lower 
temperature levels 
 
A heat station is present in every building, where a 
heat pump and a chiller can be installed.  In this 
scenario, the chillers and heat pumps will be 
installed in the consumers’ buildings.  Heat pumps 
produce all the heat that can be provided by 
recovering the waste heat from the chillers.  The 
heat produced in the heat pump is only limited by 
the heat demand of the buildings.  The hot water is 
produced at 80°C and feed directly the building 
network..  The chilled water produced is injected 
in the cooling network (see Fig. 4) 

 
Fig. 4: Structure considered for the scenario 3 
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For the calculations, the inputs of the model are 
the heat and cooling demand.  Then, the heat that 
can be provided by the heat pump is calculated. If 
the heat produced in the HP are greater than the 
heat demand, only part of the waste heat is 
recovered.  The rest is discharged in the 
atmosphere via cooling towers.  As for the 
scenario 2, if the heat capacity produced by the HP 
is not sufficient to cover all the needs, the rest is 
produced by the boiler. 
 

5. Simulation results 
A comparison between the simulation results and 
the measured data of the existing plant is 
performed.  A comparison of the electrical power 
consumption, the GHG emissions and the 
operating cost of the plant presented in scenario 1 
is compared with the data measured on the 
existing plant. 
 
5.1 Source of heat producing systems 
 
The repartitions of the heat source system used in 
the scenarios are presented in figures 4, 5 and 6. 
 

Fig. 4: Scenario 1 

 
Fig. 5: Scenario 2 

 
Fig. 6: Scenario 3 
 
Scenario 1: The GT is employed as a base load for 
producing the heat demand and it generates at the 
same time electrical power that will be sold.  As it 
can be seen, only 3 months a year, the boiler is 
needed. In summer period, the GT is sufficient to 
cover the needs. 
 
Scenario 2: The heat pump provides the base 
heating capacity, and the rest is produced in the 
boilers.  As it can be seen, even in summer period 
part of the heat load demand is produced in the 
boilers.  Indeed, this is due to the limitation of the 
water temperature supplied by the HP and the 
limited water flow rate.  Indeed, in summer where 
the waste heat available is very large, and where 
the potential of heat recovery is interesting, part of 
the heat is evacuated in the atmosphere. 
 
Scenario 3: It can be seen that in summer season, 
there is no need for the boilers, to cover the heat 
load demand.  Indeed, only part of the recovered 
waste heat from the chillers is sufficient to 
produce all the heat demand of the network. 
 
5.2 GHG emissions 
 
The sources of GHG emissions are of two types;  
 direct emissions caused by the combustion of 

fossil fuels and refrigerant leakage from heat 
pumps and chillers; 

 indirect emissions due to electricity 
consumption. 

 
In the three scenarios studied, the emissions of 
CO2 and CO2 eq. are calculated.  For the 
electricity generation in the gas turbine in scenario 
1, the CO2 avoided by kWh of electricity 
produced is considered equal to the CO2 content 
of a kWh of electricity consumed.  Figure 7 shows 
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the annual evolution of the CO2 emissions 
calculated for the three scenarios and compared 
with the existing case study.  Table 2 shows that a 
reduction of 50% of CO2 emissions is obtained in 
sc1, where the reduction is of 21% for sc2 and 
40% for sc3.  It can be noticed that the scenario 1 
has the smallest impact on the environment, 
compared to the existing state. 
 

 
Fig. 7: Evolution of the CO2 emissions in the studied 
cases 
 
Table 2: Comparison of the studied cases 

 Base case Sc1 Sc2 Sc3 

CO2 emissions 

(kg CO2/ MWhth) 
358 179 286 215 

Operating cost 

(!/ MWhth) 
36 22 30 27 

Exergy Efficiency 0,13 0,41 0,27 0,33 

 
5.3 Operating cost 
 
Table 2 shows the operating cost reduction, 
compared to the existing case.  It can be seen that 
the scenario 1 is the best.  This is related to the 
price of the purchased electricity.  The investment 
cost of the studied scenario is not taken into 
consideration.  But it should be noticed that the 
investment cost associated to the scenario 1 will 
represent the highest cost, compared to the two 
other cases studied.  However, the scenarios 2 and 
3 respond to the EU directive that aims to reach 
3x20%1 in the industrial installations.  Figure 8 

                                                      
1 EU directive that aims to introduce 20% of renewable 
energy, to reduce the GHG emissions by 20% and to 
reduce the operating cost of the installation of 20% 

shows the evolution of the operating cost 
reduction, compared to the existing case. 
 

 
Fig. 8: Trend of the operating cost reduction. 
 
5.4 Exergy losses 
 
The exergy consumed and produced in the heat 
source systems is calculated separately.  The 
exergy efficiency (see table 2) of each scenario is 
defined as the sum of the produced exergy divided 
by the sum of the consumed exergy [5].  In 
scenario 1, and due to the generation of electricity 
in the GT, and because of the diminution of the 
temperature levels in the HP, the efficiency of the 
system remains high compared to the other 
scenarios.  However, if we compare scenario 2 and 
3, we can see that it is more interesting to install 
HPs in the consumers’ side.  Indeed, the water 
temperature level is lower which induces less 
exergy losses in the heat exchangers. 
 

Conclusion 
Three scenarios of improvement of a heating and 
cooling plant supplying the north west of Paris 
buildings have been performed.  In all scenarios, 
the integration of the heat pump was the main 
target, aiming to recover the waste heat of the 
chillers.  In scenario 1, additional integration of a 
cogeneration GT system has been studied.  The 
results obtained showed that the combination of 
HP and cogeneration in GT presents the optimal 
solution that reduces fuel consumption and divide 
the GHG emissions by 2.  This solution must be 
coupled with radical changes of the network and 
operating temperature levels.  The investment cost 
induced by these changes requires a motivation of 
the network managers and owners of buildings, 
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which is not always easy to achieve.  However, the 
scenarios 2 and 3 show a GHG emissions and 
operating cost reduction as well.  When high fuel 
oil and natural gas prices encountered, in the 
French energy mix context, the integration of HPs 
represent a promising option in the future, both 
economically and environmentally. 
 

Nomenclature 
HP Heat pump 
GT  Gas turbine 
DHC District heating and cooling 
COP Coefficient of performance 
GHG Greenhouse gas 
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Abstract:  This paper presents the energy analysis of a coupled power-refrigeration cycle which 
eliminates the requirement of electrical power for driving the compressor of the vapour compression 
refrigeration cycle. The coupled cycle which uses pentafluropropane R-245ca as the working fluid in 
topping power loop and bottoming refrigeration loop have been assessed with different combinations 
such as cycle with recuperator, reheater and economizer with a view to augment its performance. At 
the condenser temperature range of 30-42°C and recuperator effectiveness range of 0.7-0.9, the 
overall COP of the coupled cycle with the introduction of the recuperator, increased by 19.5-50.7% and 
in the cycle with recuperator, reheater and economizer, it increased by 41.6-59.3%. Overall COP at a 
constant turbine inlet temperature remains almost invariant with boiler pressure in the condenser 
temperature range of 30-42 oC for a coupled power-refrigeration base cycle and cycle with recuperator, 
reheater and economizer. Significant decrease in overall COP is observed for boiler pressure greater 
than 5 MPa at constant turbine inlet temperature and recuperator effectiveness for the coupled cycle 
with recuperator. 

Keywords: Coupled Power-Refrigeration Cycle, Organic Rankine Cycle, Overall COP, R-245ca.

1. Introduction 
In a tropical country like India, cooling the living 
environment is much more desirable and a great 
need for multifarious activities such as food 
preservation and cold chain for life saving 
medicines as against heating which is very 
common in colder nations. It is more difficult to 
produce and maintain a temperature in the system 
lower than that of the surroundings than 
maintaining it at higher temperatures by simply 
heating. The environmental issues of ozone 
depletion and global warming have forced the 
refrigeration based industries to direct the research 
trend in search of alternative refrigerants and 
alternative technologies [1]. Absorption systems 
are in principle a good option for the direct 
conversion of low grade heat into cold with COP 
in the range of 0.6-1.0. However, absorption 
systems are recommended for larger capacity 
systems as against smaller ones due to poorer 
performance. 
Refrigeration and air conditioning today represent 
about 10% of the total energy demand and hence a 
small change will have a sizeable global impact  

[1]. The enactment of Montreal and Kyoto 
Protocols emphasized the need of using renewable 
energies like solar, wind, biomass and geothermal 
heat as well as recovery of industrial waste heat to 
generate electricity [2-4]. The organic Rankine 
cycle (ORC) is a promising process for conversion 
of low and medium temperature heat to electricity. 
The ORC is a Clausius-Rankine Cycle in which an 
organic fluid is used instead of water-steam [5-11]. 
Due to the great advantage of the ORC to use 
renewable energies, many innovative concepts 
coupling the ORC processes are being developed 
[11]. One such system is a coupled organic 
Rankine and compression refrigeration cycle 
which completely eliminates the requirement of 
electrical power for driving the compressor. The 
coupled cycle uses the same working medium in 
topping power loop and bottoming refrigeration 
loop. The ratio of the fluid flows through the two 
loops allows the turbine to produce just enough 
power to drive the compressor and boiler feed 
pump. The two exiting streams mix and enter the 
condenser. Using such a coupled cycle is energy 
effective system as the vapour turbine could be 
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made to drive the compressor of the refrigeration 
cycle and the boiler feed pump [12-15]. 
Several fluids have been studied for ORC 
applications. The selection of working fluid plays 
a significant role for the use of ORC and is 
determined by the application and the waste heat 
level. Generally, a good working fluid should 
exhibit low toxicity, good material compatibility 
and fluid stability limits, and low flammability, 
corrosion, and fouling characteristics. Refrigerants 
are good candidates for ORC applications because 
of their low-toxicity characteristics [4, 10-11, 16-
22]. Chlorofluorocarbon (CFC) compounds, 
especially R-11 (trichlorofluoromethane) and R-12 
(dichlorodifluoromethane) that boil and condense 
at convenient combinations of pressure and 
saturation temperature were commonly used as the 
working medium in the past. The CFCs however 
decompose in the stratosphere and the chlorine 
released can destroy the ozone layer that shields 
the surface of the earth from ultraviolet radiation. 
CFCs and HCFCs are being phased out under the 
Montreal Protocol. [2]. Also, environmental 
emissions and their negative impacts can in part be 
overcome through increased efficiency. Better 
resource utilization and less pollution are normally 
associated with higher efficiency processes. 
Therefore, if the cycle efficiency alone is 
considered, the most important parameter is the 
critical temperature of the working fluid. If the 
critical temperature is too low, the heating process 
at a constant pressure stays longer at a low 
temperature and thus the mean temperature during 
the boiling process is low, which is directly related 
to the overall cycle efficiency [12]. Studies reveal 
that halogenated ethane R-123 (1, 1, dichloro-2, 2, 
2-trifluoroethane), R-134a (1, 1, 1, 2-
tetrafluoroethane) and R-245ca (1, 1, 2, 2, 3-
pentafluoropropane) are substances suitable for 
obtaining a high thermal efficiency. The chlorine 
in R-123 has only 2% of the ozone depletion 
potential of traditional CFCs. R-123 is supposed to 
be phased out by 2030 in industrialized countries 
and by 2040 in developing countries. Though R-
134a does not contain the chlorine responsible for 
ozone depletion and though being commonly used 
in chillers presently, it has been included in the 
Kyoto agreement as a candidate for phase-out due 
to its global warming potential [10, 16-23]. 
Therefore, considering the cycle efficiency and 
environmental issues, R-245ca has been opted as a 

working medium in the proposed coupled power-
refrigeration cycle. 
The objective of this paper is to make an energy 
analysis of a coupled power-refrigeration cycle 
along with performance augmentation 
modifications to provide an efficient, alternative 
cooling technology using renewable energy 
sources for its operation. Thermodynamic state at 
all salient points of the coupled cycle are located 
and governing equations for energy analysis are 
developed. Refrigerant properties are computed by 
NIST Database REFPROP Version 8.0 [24] 
Simulation is carried to investigate the effect of 
operating parameters for performance evaluation. 

2. Coupled Power-Refrigeration 
Cycle (CPR Cycle)  

To simplify the analysis, following assumptions 
are made: 

 The control volume is at steady state. 
 The effects of motion and gravity are 

ignored. 
 No pressure drop is considered in 

evaporator, condenser, recuperator, 
reheater and economizer. 

 The isentropic efficiencies of compressor, 
turbine and pump are assumed constant 
within realistic limits. 

 Condenser has given outlet sub cooling of 
5oC to avoid cavitation in the boiler feed 
pump. 

 The refrigerant vapours are dry-saturated at 
the suction of the compressor. 

 Heat exchange between the system and 
surroundings, other than that prescribed by 
heat transfer at the evaporator, condenser, 
boiler and reheater does not occur.  

2.1   Coupled Power-Refrigeration Base 
Cycle (CPR Base Cycle) 

The schematic and T-s diagrams of a coupled 
power-refrigeration base cycle are shown in figure 
1 and 2 respectively. Rankine cycle and the 
refrigeration cycle share a common condenser. 
The turbine of the Rankine cycle is connected to 
the compressor of the refrigeration cycle by a 
shaft. Refer to the T-s diagram of the base cycle as 
shown in figure 2. Thermodynamic states at all 
salient points of the coupled cycle are located 
considering the input data given in Table 1 and 
refrigerant properties are computed by NIST 
Database REFPROP Version 8.0.     
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Fig. 1. Schematic diagram of CPR cycle 

 

Fig. 2. T-s diagram of CPR cycle 

Table 1. Input data for CPR base cycle 

 
Assuming that pump shaft is connected to the 
turbine, the ratio of the fluid flows through the 
power and refrigeration loop allows the turbine to 
produce just enough power to drive the 
compressor and boiler feed pump. Therefore, 
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 COP of the refrigeration cycle is the ratio of the 
cooling produced to the input energy required to 
operate the system. Input energy required in the 
coupled power-refrigeration cycle is the heat 

supplied in the boiler. Overall COP for the whole 
installation then becomes: 
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The values of the input data for the analysis of 
base cycle are summarized in Table 1. 

2.2 Coupled Power-Refrigeration Cycle 
with Recuperator (CPRR Cycle) 

To recover the energy at the exit of the turbine, a 
recuperator is installed between the boiler feed 
pump and boiler. The installation of recuperator 
maximizes the temperature difference of two heat 
exchanging fluids. The working fluid at the outlet 
of the boiler feed pump is heated by the turbine 
exhaust, increasing the mean temperature of heat 
addition and reducing the heat to be supplied in the 
boiler, thus improving the performance. 
Thermodynamic model for the coupled cycle with 
recuperator is not presented as this cycle is 
basically the same as base cycle except for the 
addition of the recuperator as shown in figure 3. 

 

Fig. 3. Schematic diagram of CPRR cycle 

2.3 Coupled Power-Refrigeration Cycle 
with Recuperator, Reheater and 
Economizer (CPRRRE Cycle) 

 

Fig.4. Schematic diagram of CPRRRE cycle 

Saturation temperature 
of evaporator eT  6oC 

Isentropic efficiency of 
compressor c  0.73 

Saturation temperature 
of condenser CT  30-42oC 

Subcooling at the 
condenser subT  5oC 

Isentropic efficiency of 
boiler feed pump p  0.7 

Boiler pressure bp  4-8 MPa 

Boiler exit temperature bT  220-300oC 
Isentropic efficiency of 
turbine t  0.8 
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Fig.5. T-s diagram of CPRRRE cycle 

The schematic and T-s diagrams for coupled cycle 
with recuperator, reheater and economizer are 
shown in figure 4 and 5 respectively. Refer to the 
corresponding T-s diagram as shown in figure 5. 
Thermodynamic states at all salient points are 
located considering the input data shown in Table 
2.  

Table 2. Input data for CPRRRE Cycle 

Saturation temperature of 
evaporator eT  6oC 

Isentropic efficiency of I 
stage compressor 1c  0.73 

Saturation temperature of 
economizer econT  25oC 

Isentropic efficiency of II 
stage compressor 2c  0.77 

Saturation temperature of 
condenser CT  30-42oC 

Sub cooling of the 
condenser subT  5oC 

Isentropic efficiency of 
boiler feed pump p  0.7 

Effectiveness of 
recuperator 

 0.7-0.9 

Boiler exit temperature 
bT  220-300oC 

Boiler pressure 
bp  4-8 MPa 

Isentropic efficiency of 
HP turbine 1t  0.8 

Isentropic efficiency of 
LP turbine 2t  0.8 

 
The cycle is analyzed in the ranges of boiler exit 
pressure and temperature values with the 
constraint of the same boiler and reheater exit 
temperatures. The discharge pressure of the high 
pressure turbine is one of the critical parameters to 
augment performance of the coupled cycle with 
recuperator, reheater and economizer. The 

optimum value of the high pressure turbine exit 
pressure is calculated for each given boiler exit 
pressure and temperature using the following 
relation: [25-26], 

brh pp 25.0   (3) 

The characteristics of the recuperator are simply 
analyzed by the effectiveness  of the heat 
exchanger, which is defined as follows [27], 

)()( cihihohi tttt    (4) 

where hit  and hot are the inlet and outlet 
temperatures of the refrigerant flowing from the 
turbine into the recuperator respectively and cit is 
the inlet temperature of the refrigerant from the 
boiler feed pump into the boiler. For unit mass 
flow rate in the evaporator, the mass flow rate in 
the second stage compressor is obtained from,  

63 11 xm   (5) 

Since turbine work is directly supplied to the 
compressor and boiler feed pump, mass flow 
required for turbines per kg of refrigerant passed 
through the evaporator is, 

91015141312

34312
9 hhhhhh

hhmhh
m   (6) 

Overall COP of the whole installation is, 

131411129

81

hhhhm
hh

COPoverall       (7) 

3. Results and Discussion 
The performance of the coupled power-
refrigeration cycle has been investigated at 
different boiler pressures, turbine inlet 
temperatures, condenser temperatures and 
recuperator effectiveness’s. The temperatures at 
the exit of the turbine for coupled power-
refrigeration cycles are shown in Fig. 6. It is quite 
obvious that temperature at the exit of the turbine 
decreases with increase in boiler pressure at a 
particular boiler exit and turbine inlet temperature. 
However, higher temperatures at the exit of the 
turbine are achieved with increase in turbine inlet 
temperatures at a constant boiler pressure. The 
temperatures at turbine exit are high in the coupled 
power-refrigeration base cycle ranging from 
81.82-223.62 oC.  The exergy in exit stream of the 
turbine will be wasted to the coolant in the 
condenser. Hence the base cycle has a low COP.  

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-208 www.ecos2010.ch



 

Condenser temperature 30 oC

Boiler pressure (MPa)

3 4 5 6 7 8 9

Tu
rb

in
e 

ex
it 

te
m

pe
ra

tu
re

 (
o C

)

60

80

100

120

140

160

180

200

220

240

260

280

Turbine inlet temp 220 oC for CPR Base Cycle and CPRR Cycle 
Turbine inlet temp 260 oC for CPR Base Cycle and CPRR Cycle
Turbine inlet temp 300 oC for CPR Base Cycle and CPRR Cycle
Turbine inlet temp 220 oC for CPRRRE Cycle
Turbine inlet temp 260 oC for CPRRRE Cycle
Turbine inlet temp 300 oC for CPRRRE Cycle  

Fig. 6. Comparison of turbine exit temperatures for 
CPR cycles 
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Fig. 7. Variation of overall COP with boiler pressure 
for a CPR base cycle 

Condenser Temperature 30 oC, Recuperator Effectiveness 0.9 
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Fig. 8.  Overall COP vs. boiler pressure for CPRR and 
CPRRRE cycles 

 
Temperatures at the exit of turbine in coupled 
power-refrigeration cycle with recuperator are 
same as that of the base cycle.  The exergy in the 
exit stream of turbine is utilized in raising mean 
temperature of heat addition in the boiler in CPRR 
cycle which results in enhanced overall COP 
compared to base cycle. It is seen that as compared 
to the base cycle and cycle with recuperator, 
higher turbine exit temperatures ranging between 
156.73-261.58 oC are achieved in the CPRRRE 
cycle due to reheating. Utilization of the increased 
exergy at exit of turbine in CPRRRE cycle for pre-
heating the working fluid before entering the 
boiler results in higher mean temperature of heat 
addition in the boiler. Consequently, better 
performance is obtained in CPRRRE cycle as 
compared to CPR base cycle and CPRR cycle. 
Overall COP for the base cycle depends mainly on 
boiler pressure. Boiler exit temperature does not 
have the significant effect on the overall COP as 
observed from Fig. 7 implying that increased 
energy supply for raising the turbine inlet 
temperature is not fully utilized in the base cycle. 
The temperature of the refrigerant at the turbine 
exit is much higher than its saturation temperature 
at the condenser. In particular, temperature of the 
refrigerant increases at the turbine exit almost at 
the same rate as its temperature at turbine inlet for 
a given boiler pressure. Hence there is no 
improvement in overall COP. This problem may 
be solved by installing a recuperator before the 
boiler to maximize the temperature difference of 
two heat exchanging fluids. It is found that for the 
coupled power-refrigeration cycle with recuperator 
having recuperator effectiveness of 0.7-0.9, an 
improvement in overall COP from range of 0.77-
1.50 to 0.92-2.26 is observed, whereas in the 
coupled power-refrigeration cycle with 
recuperator, reheater and economizer, an 
improvement in overall COP in the range of 1.09-
2.39 is obtained.  
Hence, at the condenser temperature range of 30-
42°C and recuperator effectiveness range of 0.7-
0.9, the overall COP of the coupled cycle with the 
introduction of the recuperator, increased by 19.5-
50.7% and in the cycle with recuperator, reheater 
and economizer, it increased by 41.6-59.3% 
indicating that the available energy at the exit of 
turbine is utilized in increasing the mean 
temperature of heat addition in the boiler. The 
coupled cycle with recuperator, reheater and 
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economizer gives the added advantages of 
reheating, multistage compression and multistage 
expansion. Significant increases in overall COP 
have been observed with increase in turbine inlet 
temperature for CPRR and CPRRRE cycles as 
shown in Fig. 8. The overall COP first increases 
and then decreases with boiler pressure at all 
turbine inlet temperatures in coupled power-
refrigeration cycle with recuperator. Thus, an 
optimum boiler pressure exists where the overall 
COP becomes maximum for a given turbine inlet 
temperature in coupled cycle with recuperator. 
However, in coupled cycle with recuperator, 
reheater and economizer, at turbine inlet 
temperatures lower than 270 oC, an optimum 
boiler pressure exists. Overall COP increases with 
increase in boiler pressure for turbine inlet 
temperatures greater than 270 oC. Hence, no 
optimum pressure exists for turbine inlet 
temperatures greater than 270 oC in the coupled 
power-refrigeration cycle with recuperator, 
reheater and economizer. 
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Fig. 9. Comparison of mass flow ratio in power and 
refrigeration loops of CPR cycles 

As can be seen from figure 9 that mass flow ratio 
of topping power and bottoming refrigeration loop 
in CPR base cycle and CPRR cycle decreases with 
increase in turbine inlet temperature at a constant 
boiler pressure. The mass flow ratio increases with 
increase in boiler pressure up to 240oC and 
remains approximately constant in the range of 
250-300oC in CPR base cycle and CPRR cycle. At 
a particular turbine inlet temperature in CPRRRE 
cycle, it is seen that the mass flow ratio is 

independent of variation in boiler pressure. CPR 
base cycle and CPRR cycle has mass flow ratio in 
the range of 0.27-0.71; however CPRRRE cycle 
has a decreased mass flow ratio in the range of 
0.24-0.58. Hence, the mass flow in power loop of 
the CPRRRE cycle has 11.1-18.3% decrease as 
compared with the CPR base cycle and CPRR 
cycle. This reduction in mass flow of power loop 
is the result of the increased specific work output 
of the turbine due to reheating and decreased 
compressor work input due to multistage 
compression with intercooling.  
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Fig.10. Overall COP vs condenser temperature for 
CPR base cycle 
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Fig. 11. Overall COP vs condenser temperature for 
CPRR and CPRRRE cycles 
The condenser temperature significantly affects 
the performance of the system. With increase in 
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condenser temperature, the overall COP of the 
system decreases due to high work input of the 
compressor which may be compensated by 
increasing the boiler temperature or pressure. It 
can be observed from Figs.  10 and 11 that overall   
COP at a constant turbine inlet temperature 
remains almost invariant with boiler pressure in 
the condenser temperature range of 30-42 oC for 
CPR base cycle and CPRRRE cycle. However, for 
the CPRR cycle, significant decrease in overall 
COP is observed for boiler pressure greater than 5 
MPa at constant turbine inlet temperature and 
recuperator effectiveness as shown in Fig. 11. The 
reason for such significant decrease is the 
ineffectiveness in the use of higher amount of 
energy supplied in the boiler to produce necessary 
cooling effect. 

4. Conclusions 
The effect of various operating parameters on the 
performance of the system was investigated. The 
key conclusions are as follows: 

1. The overall COP for the base cycle varied 
from 0.77 to 1.50 in the condenser 
temperature range of 30- 42 °C. In the 
same condenser temperature range for the 
coupled power-refrigeration cycle with 
recuperator having effectiveness 0.7-0.9, 
overall COP varied from 0.92 to 2.26 
which is 19.5-50.7% higher than that for 
the base cycle. The overall COP range for 
coupled cycle with recuperator, reheater 
and economizer varied from 1.09 to 2.39 
which are 41.6-59.3% higher than that of 
base cycle. 

2. For the base cycle, overall COP depends 
mainly on boiler pressure. The gain in 
overall COP due to increase in the 
temperature at the turbine inlet is 
insignificant. However, significant 
increases in overall COP have been 
observed with increase in turbine inlet 
temperature for CPRR and CPRRRE 
cycles. Overall COP increases with 
increase in boiler pressure for turbine inlet 
temperatures greater than 270 oC. 
However, at temperatures lower than 270 
oC, the overall COP first increases and 
then decreases with boiler pressure. 

3. The mass flow ratio increases with 
increase in boiler pressure up to 240oC and 
remains approximately constant in the 

range of 250-300oC for a coupled power-
refrigeration base cycle and cycle with 
recuperator. It is seen that the mass flow 
ratio is independent of variation in boiler 
pressure at a particular turbine inlet 
temperature in a coupled power-
refrigeration cycle with recuperator, 
reheater and economizer. 

4. Coupled power-refrigeration cycle with 
recuperator, reheater and economizer has a 
decrease in mass flow ratio in the range of 
0.27-0.71 to 0.24-0.58. Hence, mass flow 
rate in the power loop of the coupled cycle 
with recuperator, reheater and economizer 
has a reduction of 11.1-22.4% as 
compared to the base cycle and cycle with 
recuperator. 

5. Overall COP at a constant turbine inlet 
temperature remains almost invariant with 
boiler pressure in the condenser 
temperature range of 30-42 oC for a 
coupled power-refrigeration base cycle 
and cycle with recuperator, reheater and 
economizer. 

6. Significant decrease in overall COP is 
observed for boiler pressure greater than 5 
MPa at constant turbine inlet temperature 
and recuperator effectiveness for the 
coupled cycle with recuperator. 

 Nomenclature 
sh;  enthalpy, kJ/kg; entropy, kJ/kg-K  

p  pressure, Mpa 

T  temperature, K 
m  mass flow rate, kg/s 

Qq,  specific and total heat transfer, kJ/kg & kJ 

Greek symbols 
 efficiency 

 effectiveness  
Subscripts and superscripts 

ptc ,,  condenser, turbine, pump 

b  boiler, boiler exit (or turbine inlet) 
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The paper investigates the performance of a solar-assisted heating and cooling system (SHC) for an 
Italian university building. The SHC system under investigation is based on the coupling of evacuated 
solar collectors with a single-stage LiBr-H2O absorption chiller; auxiliary heating and cooling are 
supplied by an electric-driven heat pump. The cooling capacity of the absorption chiller and the solar 
collector area are designed on a fixed fraction of the maximum cooling load. Besides providing thermal 
energy for cooling and heating, in summer and winter, respectively, the SHC system produces 
Domestic Hot Water (DHW), all year long. The analysis was carried out by means of a zero-
dimensional transient simulation model, developed with the TRNSYS software; the simulation of  the 
dynamic behavior of the building in which the SHC systems were supposed to be installed was 
included. An economic analysis was also performed, in order to assess the operating and capital costs 
of the systems under evaluation. Furthermore, a parametric analysis and a subsequent mixed 
heuristic-deterministic optimization algorithm was implemented, in order to determine the set of the 
synthesis/design variables that maximize the overall profitability of the system. The results are 
encouraging, with regard to the potential of energy saving. As for economic aspects, the analysis 
showed that the SHC economic profitability can be achieved only in case of public incentives (e.g. 
feed-in tariffs), as always happens for the great majority of renewable energy systems. 

K eywords:  solar energy, evacuated collectors, absorption chiller, dynamic simulation 
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Solar heating and cooling (SHC) is considered a  
very promising technology, based on the use of 
solar radiation not only for space heating but also 
for cooling, by means of an heat-driven chiller. 
SHC may significantly contribute to goals of 
energy savings, emissions reductions and increase 
in the use of renewable energy sources, stated by 
EU in the Directive 2009/28/EC. In fact, the 
energy consumption of buildings significantly 
contributes to the overall EU energy demand. 
Presently, this consumption is mainly due to the 
heating demand (about 93%), so it is expected to 
grow significantly in the next years as a 
consequence of the dramatic increase of the air 
conditioning market [1]. Therefore, several 
Mediterranean States of EU are promoting 
appropriate actions in order to limit the expected 

growth in building primary energy demand; for 
example, in Italy a State Law (Decree n. 311/06) 
enforces severe limits for the primary energy 
consumption due both to space heating and 
cooling and for the global efficiency of the HVAC 
system. Such Law also enforces the installation of 
solar systems, which must produce at least 50% of 
the overall Domestic Hot Water (DHW) yearly 
demand. In this framework, SHC systems show a 
big market potential in Italy. In fact, such systems 
could be designed and installed as a simple 
extension of the mandatory DHW solar systems. 
In addition, the high values of solar irradiation and 
the corresponding high cooling energy demand, 
typical of most Italian climates, make the 
application of SHC systems very promising. 
However, SHC technology is still scarcely used in 
Europe, mainly due to economic barriers; the 
number of SHC systems operating in EU is 
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estimated in about 100 [2]. Therefore, a significant 
effort is required in terms of research, 
demonstration projects and incentive policies. 
Many institutions are presently involved in R&D 
activities in this field, and many demonstration 
projects have been developed [3]. In the last few 
years, a lot of experimental and theoretical 
research work has been done. For example, 
Florides et al. developed a very interesting 
simulation model in TRNSYS for a Cypriot 
building [4-5]. The same analysis and optimization 
was performed by Gaddhar et al. for a solar 
cooling prototype located in Beirut [6].  Atamaca 
and Yigit performed the study for the city of 
Antalya (Turkey) [7]. An interesting study for the 
EU climates was recently presented by Mateus et 
al. [2]. Most of the studies cited above analyze the 
operation and design of SHC systems only in the 
cooling mode. In addition, such works are mainly 
focused on the energy analysis, whereas the 
economic point of view is scarcely investigated, 
except for the paper by Mateus et al. [2]. A 
preliminary study  on this topic was also 
performed by the authors, including the dynamic 
simulation of a specific SHC system, operating 
only during the summer [8]. In ref. [9] the authors 
investigated three different SHC configurations 
from an energetic point of view, using the Design 
of Experiments technique. In the present paper, a 
complete dynamic model of a solar-assisted 
heating and cooling system is presented and used 
to develop a case study, including a detailed 
energy and economic analysis and optimization for 
an Italian building, namely a university hall. A few 
important innovations were introduced with 
respect to the existing literature: i) a different 
system layout was considered, including an 
auxiliary electric-driven heat pump operating as a 
water-to-water chiller during the summer and as an 
air-to-water heat pump during the winter; ii) 
detailed models of the buildings were 
implemented, based on the TRNBuild software, 
included in TRNSYS package; iii) the winter 
operation and the production of DHW are included 
in the analysis; iv) an algorithm for 
thermoeconomic optimization was introduced.  

!"# $%&'(&)*#
The building considered in the case-study was a 
small university hall, consisting of 7 classrooms 
(A1, A2, A3, C1, C2 and C3) and a common area 
(B1). The building net volume is 2250 m3. 

The net height of the zones is 4.5 m. This building 
is compliant with the requirements of Italian Laws 
in terms of walls and windows transmittances, 
system efficiency and primary energy 
consumption and is located in Naples, South Italy.  
The building was simulated in TRNSYS 
environment, using the TRNBUILD application 
included in TRNSYS package. Four different 
walls were considered, whose values of 
transmittance and front and back solar absorbance 
are shown in Table 1.  

Table 1 - Walls properties 
Wall  s(m) U(W/m2K)  Ulim(W/m2K)   front back 

ground 0.425 0.313 0.420 0.80 0.40 
intwall 0.074 0.652 // 0.60 0.60 
outwall 0.355 0.339 0.400 0.75 0.30 

roof 0.400 0.233 0.380 0.35 0.75 
Table 2 - Building parameters 

Parameter Value Unit 
Occupancy 0.60 person/m2 

Mech. Air Change (SHC ON) 3.80 Vol/h 
Natural Air Change (SHC OFF) 0.30 Vol/h 
Sensible radiative load, summ. 92 W/person 

Sensible convective load, summ. 138 W/person 
Sensible latent load , summ. 0.080 kg/h person 
Sensible radiative load, wint. 133 W/person 

Sensible convective load , wint. 200 W/person 
Sensible latent load, wint. 0.035 kg/h person 
Equipment radiative load 0.80 W/m2 

Equipment convective load 4.2 W/m2 
Light radiative load 6.67 W/m2 

Light convective load 3.34 W/m2 
External Radiation -Light on 120 W/m2 
 External Radiation -Light off 200 W/m2 
External Radiation Shad. on 140 W/m2 
External Radiation -Shad. off 120 W/m2 

The values of wall transmittances (U, W/m2K) are 
largely compliant with the limits of the Italian Law 
(Ulim, W/m2K). Similarly, the data of windows 
transmittance (1.574 W/m2K) is lower than the 
corresponding limit. All the windows are also 
provided with shadings. The occupancy and the 
mechanical air change of the building is suggested 
by the Italian Standard (UNI 10339) and shown in 
Table 2. The values of the radiative and convective 
people load (latent and sensible), summarized in 
Table 2, are established by the same Standard. The 
same table also shows the light and the equipment 
load. Furthermore, in order to achieve a realistic 
simulation of the use of the light and shadings, 
threshold values for both lighting and shading 
were fixed. Based on the values of the external 
total radiation on horizontal and on the 
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corresponding fixed thresholds, the lights and 
shadings are activated or de-activated. Finally, the 
university hall was also assumed to be located 
close to the university fitness centre, so that the 
DHW produced by the SHC can be also used 
there, all year long. The winter set point 
temperature is established by the Italian Law at 20 
°C, whereas the summer set-point temperature is 
not ruled by Law and was arbitrarily set at 26 °C. 
The controllers of the zone air temperature operate 
with dead-bands of  ± 1.0 °C. According to Italian 
Laws, the heating system operates from November 
15th to March 31st. As for the summer, the 
operating period is not fixed by Law, and the 
interval from May 1st to October 21st was assumed, 
on  empirical basis. The building was supposed to 
be occupied all over the year, from Monday to 
Saturday, from 8.00 am to 6.00 pm. 

!"# $%&#$'()*+##
Several studies showed that the most promising 
configuration for SHC systems is based on the 
coupling of evacuated tube solar collectors with 
single-stage LiBr-H2O absorption chillers [2]. In 
order to achieve an efficient and cost-effective 
configuration, it is also very important the 
selection of auxiliary devices, with special 
reference to the auxiliary heater. In the SHC 
configuration proposed in the paper, the use of a 
traditional auxiliary gas-fired heater was 
discarded. In fact: i) the combination of gas-fired 
hears and single stage absorption chiller has a very 
low efficiency; ii) the SHC system under 
investigation was designed to provide only a small 
fraction of the total heating and cooling demand of 
the building, requiring a lot of integrations. 
Therefore, an electric-driven chiller/heat pump 
was selected as the auxiliary system, operating as 
an air-to-water heat pump in the winter and as a 
water-to-water chiller during the summer 
operation, also requiring the use of an adequate 
cooling tower. Previous studies showed that SHC 
systems designed to cover the entire heating and 
cooling demand are not profitable, since the yearly 
utilization factor of the installed capacity is too 
low [8]. Therefore, in the present study, the solar 
collectors area and the nominal capacity of the 
absorption chiller were selected in order to satisfy 
only a part (20%) of the maximum cooling load of 
the building.  Five different loops are present: 
solar collector water (SCW), hot water (HW), 
cooling water (CW), domestic hot water (DHW) 

and chilled/hot water (CHW). Basically, the SHC 
system consists of the following main 
components: a 200 m2 solar field with evacuated-
tube collectors (SC); a 10.8 m3 hot water inertial 
storage tank (TK1); a 50 kW LiBr-H2O single 
stage absorption chiller (ACH), activated by the 
thermal energy provided by the solar field; a 250 
kW water/air cooled electrical heat pump (EHP), 
providing auxiliary energy for both cooling and 
heating needs; a closed circuit cooling tower (CT), 
providing cooled water to the condensers of both 
EHP and ACH; a fixed-volume pump (P1) for the 
HW loop, pumping water from TK1 to ACH 
(summer) or to the EHP (winter); a variable speed 
pump (P2) for the SCW loop; a fixed-volume 
pump (P3) for the CW loop; a fixed-volume pump 
(P4) for the CHW loop; an inertial chilled/hot 
water storage tank (TK2); a hydraulic separator 
(HS), balancing fluid flows between the primary 
and secondary hydraulic circuits; a plate-fin heat 
exchanger to produce Domestic Hot Water (HE); 
pipes connecting the HS with the fan-coils of the 
zones of the building.  

 
F igure 1 SH C Layout 

The TRNSYS scheme used to simulate the system 
also includes additional components, not displayed 
in Figure 1, such as: controllers, schedulers, 
weather database,  etc. The basic operating 
principle of the SHC system is quite simple: the 
solar irradiation incident on the Solar Collector 
field (SC) increases the outlet temperature of the 
corresponding circuit up to the fixed set-point, 
determining the temperature rise of the water in 
the storage tank TK1. In case of scarce request of 
cooling/heating energy by the building, the energy 
provided by SC is used by the HE to produce 
DHW to be used for the showers installed in the 
building. In summer operation, the hot fluid drawn 
by P1, from the top of TK1, reaches the ACH, 
which produces the chilled water (CHW) required 
for cooling the building. The cooling tower CT 
provides the cold water required to cool the 
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absorption chiller, ACH. However, as above 
mentioned, the ACH nominal capacity is lower 
than the maximum building load. Therefore, the 
CHW exiting the ACH enters the EHP, which 
provides the additional cooling energy required to 
cool the chilled water down to the fixed set-point. 
Thus, ACH and EHP often operate 
simultaneously. However, in order to prevent 
significant decrease of TK1 temperature, when the 
TK1 outlet temperature falls down a fixed set-
point (ToffACH), the ACH is shut-down and the EHP 
provides all the required cooling energy. During 
the operation of the sole EHP, the water 
temperature in TK1 can be increased again by the 
SC. The ACH is re-activated when the TK1 
temperature  overcomes a given temperature 
(ToffACH TK1). During the heating season, the 
water exiting the TK1 directly flows toward the 
HS passing through the auxiliary EHP, which is 
activated when the TK1 outlet temperature falls 
down a fixed set point. The volumes of TK1 and 
TK2 are sufficiently high to prevent an excessive 
number of EHP and ACH shut-off and start-up. 

!"# $%&'()*%+,#-+./(#
The components of the solar-assisted refrigeration 
system were simulated using the TRNSYS built-in 
library [10], as well as user-developed models. 
The built-in simulation models of solar collectors, 
pumps, cooling towers, absorption chiller and 
storage tanks are described in references [9-10]. 
Details regarding the simulation of pipes and 
building are given in [10]. The user-developed 
simulation models added in the present work  are 
briefly described in the following, paying special 
attention to the variables used as the 
synthesis/design parameters in the optimization. 
Electric Heat Pump (EHP). The EHP considered 
was a reversible model, operating as a traditional 
water-to-water chiller during the summer, when 
the condensing coil of the EHP is cooled by the 
cold water coming from the cooling tower; during 
the winter, the system operates as a simple air-to-
water heat pump. The simulation model for such 
EHP was developed with a catalogue lookup 
method, based on manufacturer  data (used in the 
air-to-water chiller, included in TRNSYS), in 
which the chiller capacity ratio, RQ, and the COP 
ratio, RCOP, are function of the chilled water set-
point temperature and the inlet cooling water 
temperature [9-10]. 

Heat Exchanger.  The DHW is produced by a 
plate-fin compact Heat Exchanger, HE, equipped 
with a control which enables DHW production 
only when the SC outlet temperature overcomes 
the fixed set point. The HE is equipped with a 
diverter placed upstream the DHW inlet, a by-pass 
duct and a mixer downstream the DHW outlet. 
The diverter and the mixer are managed by the HE 
control system. The model of such device was 
developed using a modified version modified of 
the well- -NTU method [11]. When the 
outlet SC temperature is lower or equal than the 
fixed set-point, the HE heat flow and the DHW 
flow are zero. In the other cases, the HE actual 
heat flow is given by: 

 , , ,HE SCW out SC set out SCQ m t t  (1) 

On the basis of the thermal flow given in (1), the 
model calculates the DHW water flow and the 
DHW bypass factor in order to achieve both the 
desired temperatures of the DHW and SCW 
exiting the HE, respectively , ,set out DHWt  (set at 45 

°C) and , ,set out SCt . The DHW temperature entering 
the HE was set at 15 °C. The calculation of the 
DHW flow rate and the HE bypass factor is 
performed by the HE controller which is based on 
the following algorithm. On the basis of the guess 
value for the DHW flow circulating in the HE 
( DHW DHWf m ), the minimum and maximum 
thermal capacity flow rates and the HE efficiency 
are calculated as follows. 

min min ,SCW SCW DHW DHW DHWC m c f m c (2) 

max max ,SCW SCW DHW DHW DHWC m c f m c (3) 

 min

min max

, CUA
C C

 (4) 

Then, the guess value is iteratively varied until 
convergence is reached on the HE energy balance 
equation: 

, , ,

min , ,

HE SCW out SC set out SC

out SC in DHW

Q m t t

C t t
 (5) 

Convergence is guaranteed by the appropriate 
selection of the HE exchange, area so that the HE 
is capable the cool down the SCW to the fixed set 
point for any DHW flow rate. Finally, the DHW 
flow rate to the user can be calculated by a simple 
energy balance:  
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, , ,

HE
DWH

set out DHW in DHW

Qm
t t

 (6) 

Hydraulic Separator.  This device is required in 
order to balance the flow rates between the 
primary (pr) and secondary (se) loops of the 
system. For such device, a new TRNSYS model 
was introduced, using the following criterion, 
based on simple energy and mass balances. In case 
the primary mass flow rate is higher than the 
secondary one, the primary and secondary outlet 
temperatures are calculated as follows: 

 
s , s ,

,
e se in pr e pr in

pr out
pr

m t m m t
t

m
 (7) 

 , ,se out pr int t  (8) 

When the primary mass flow rate is lower than the 
secondary one, the primary and secondary outlet 
temperatures are: 
 , ,pr out se int t  (9) 

 , s ,
,

pr pr in e pr se in
se out

se

m t m m t
t

m
 (10) 

Fan-coils (winter and summer operation). Each 
thermal zone of the building is equipped with a 2-
pipes loop, supplying hot/chilled water to the 
respective fan-coils. Therefore, the same fan-coils 
operate in cooling mode during the summer and in 
heating mode in the winter. Fan-coils were 
simulated with a new TRNSYS type, based on a 
data lookup approach. In fact, TRNSYS library 
lacks in a fan-coil model able to operate in both 
cooling and heating modes. The data file includes 
four correction factor, depending on actual fluid 
mass flow rate, inlet fluid temperature, air dry and 
wet bulb temperature and air flow rate.  
Primary energy consumption. The primary energy 
required by the SHC system, in terms of non-
renewable sources was calculated by dividing the 
electric energy consumption (EHP, pumps and 
auxiliary equipment) by the mean efficiency of the 
Italian power grid: 

 el
SHC

el

EPE  (11) 

In order to estimate the energy saving potential of 
the SHC system, a reference, conventional system 
was also introduced, based on two devices; an air-
to-water electric-driven heat pump (EHPRS) for 

space cooling and heating, and a natural gas-fired 
boiler for DHW production, characterized by a 
mean efficiency c. The primary energy required 
by the reference system RS was then calculated as: 

 ,el RS DWH
RS

el c

E QPE  (12) 

Economic analysis. A detailed cost model was also 
implemented in the simulation tool, relating the 
cost of each component to the main design 
parameters. In addition, the operating costs due to 
natural gas and electrical energy consumption 
were evaluated, whereas maintenance costs were 
neglected. The capital costs were reported on a 
yearly base by means of the annuity factor AF, 
depending on the expected life of the system and 
on the discount rate. So, the total cost of owning 
and operating the SHC plant was expressed as: 

,

, 3600

i i el i EE
i i i

tot op SHC

J J E c
C C

AF AF
(13) 

Capital costs were estimated by introducing a cost 
function for each component, obtained by 
regression of manufacturers  data [9]. As for the 
reference system, the capital cost was calculated 
using the same approach, and the operating costs 
were calculated as: 

 , ,3600
NG DHWEE

op RS el RS
c NG

c QcC E
LHV

 (14) 

In the economic analysis, the time horizon and the 
discount rate were set to 20 years and 5%, 
respectively, corresponding to an AF value of 12.5 
years. The unit costs of electric energy (cEE) was 
assumed equal . The economic 
performance of the SHC system was estimated in 
terms of Simple Pay-Back period, SPB. A public 
incentive was also considered for the SHC system: 
otherwise, no economic profitability would be 
possible, as happens for most technologies based 
on renewable energy sources. So, in the base-case 
the economic analysis was performed assuming a 
feed-in tariff of 0,50 Euro per 1 kWh of electric 
energy saved with respect to the reference system. 
As a possible alternative, an investment subsidy 
equal to 60% of the capital cost was considered, 

-
TK1 and SC. 
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A complete energy and economic analysis was 
performed for the SHC and the building described 
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above. Some results obtained for a typical summer 
day are shown in Figure 2. 
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F igure 2- Summer Day 

The SC starts producing hot water in the early 
morning, achieving a temperature (tout,SC) of 
around 80 °C at the HVAC activation (8.00 am). 
Then, between 8.00 and 10 am, the cooling energy 
is provided only by the EHP. In fact, at this time, 
SC outlet temperature is still below 82°C, which is 
the fixed set-point for ACH activation. After 10.00 
am, the ACH operates at full load until 6.00 pm 
(HVAC deactivation). During this period, the 
remaining cooling energy is provided by the EHP. 
In Figure 2 it is also displayed the ambient 
temperature of zone A1 which continuously varies 
between 25 °C and 26 °C as a consequence of the 
operation of the ON/OFF controller. Similarly, 
temperatures of the water entering (tCHW,in,A1) and 
exiting (tCHW,out,A1) the fan-coils of zone A1, stably 
fluctuating respectively around 7 °C and 13 °C. 
Conversely, the trend of the temperature of water 
exiting ACH (tCHW,out,ACH) is much more irregular, 
as a consequence of the variations of the cooling 
load and of the availability of solar energy (the 
ACH capacity is 20% of that of the EHP). During 
the day under evaluation, the SC outlet 
temperature is always lower than the fixed set 
point (90 °C). Consequently, no DHW is 
produced. Figure 3 shows the monthly heating, 
cooling, primary, radiative and electrical energy 
flows. Here, for all winter months, the useful 
thermal energy produced by the SC (QSC) is 
largely higher than the building heating load 
(Qh,FC). This is mainly due to the winter internal 
useful gains, which determines a building  heating 
load (Qh,FC) significantly lower than the cooling 
load (Qc,FC). Note also that summer DHW 
production (QHE) is significantly lower than in the 
winter, since the SC thermal energy is almost 
entirely used for the ACH. 
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F igure 3 - Monthly Results 

In addition, Figure 3 shows that the electrical 
energy and Primary Energy consumption (PESHC) 
consumption are mainly due to the summer 
operation. Most of the comments above discussed 
also apply to the yearly analysis, whose results are 
summarized in Table 3. The building energy 
demand for heating  (7.41 107 kJ/h) is an order of 
magnitude lower than for cooling (6.35 108 kJ/h). 
As a consequence, the solar fraction in the winter 
(46.2 %) is significantly higher than in the summer 
(27.7%). It is also noteworthy the that annual 
average SC efficiency is considerably high 
(45.8%) as a consequence of the above discussed 
control strategy based on a variable speed pump 
and seasonal set point temperatures. Table 3 also 
shows that the SHC system, although sized only 
on 20% of the total load, achieved a PES value of 
59%. This is due both to the solar energy 
contribution and to the high efficiency of the EHP, 
which produces auxiliary cooling and heating 
energy with seasonal winter and summer COP of 
4.98 and 4.77, respectively. The savings in terms 
of primary energy also determine a significant 

year) mainly due to 
the incomes from the feed-in t year, 
i.e. 60%). On the other hand, it must be observed 
that the actual capital cost of the SHC is very high 

the Reference System); such investment can be 
recovered approximately in 12 years (SPB), that is 
an acceptable result for a system using a 
renewable energy source, with an operating life 
estimated in 20 years. Such results are 
encouraging, but still scarcely attractive for market 
penetration, since the DPB period is not much 
lower than the estimated operating life. 
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Table 3 - Yearly results 
Qh kJ/y 7.41E+7 COPw,EHP - 4.98E+0 
Qc kJ/y 6.35E+8 COPAHP - 8.72E-1 
Eel kJ/y 1.42E+8 COPs,EHP - 4.77E+0 
PE kJ/y 3.09E+8 Fsol,s - 2.77E-1 
QHE kJ/y 2.75E+8 Fsol,w - 4.62E-1 

Qh,EHP kJ/y 3.99E+7 PES - 6.47E-1 
Qc,ACH kJ/y 1.87E+8 Jtot  3.65E+5 
Qc,EHP kJ/y 4.59E+8 Cop,SHC  5.14E+3 
QSC kJ/y 5.72E+8 CDHW  5.73E+3 

G/ASC kJ/m2y 6.24E+6 DC  2.36E+4 
ASC m2 2.00E+2 SPB y 1.21E+1 
mP4 kg/h 4.30E+4 DPB y 1.90E+1 

SC - 4.58E-1 SPB1 y 1.16E+1 
A sensitivity analysis was also performed, in order 
to investigate the variation of the results when 
varying some of the most significant design 
parameters, such as: SC and ACH capacity, set 
point temperatures, tank volumes, pump flows, 
etc. For brevity, the sensitivity analysis is only 
discussed for the SC/ACH capacity and for the 
TK1 volume, which showed the highest influence 
on the thermoeconomic results. In Figure 4, the 
SHC energy and economic performance is 
analyzed as a function of the ACH capacity and 
the SC area. The best economic performance is 
achieved at the lowest SC area and ACH capacity 
(expressed in terms of fACH, that is the ratio of the 
ACH capacity to the maximum building cooling 
load). Therefore, the EHP is much more profitable 
than the SC/ACH, and the possible feed-in tariff 
would promote only the EHP, scarcely 
encouraging SCH technology. Hence, a possible, 
alternative incentive was considered, based on an 
investment subsidy equal to 60% of the capital 
costs of the SHC devices (SC, SCH, CT and TK1). 
In this case, the trend of SPB (SPB1 in Figure) 
decreases for higher SC and ACH capacity. The 
SC efficiency is negligibly affected by the 
variation of SC and ACH capacity. Finally, it is 
also noteworthy that PES and Fsol values increase 
less than proportionally with ACH and SC 
capacity. The sensitivity analysis to vTK1 is shown 
in Figure 5. Here it is clearly displayed that the 
best economic profitability (according both SPB 
and SPB1 criteria) and energy efficiency could be 
achieved at the lowest value of 25 L/m2. On the 
other hand, larger TK1 volumes would determine 
a slight increase of the summer and winter solar 
fractions, due to the higher TK1 heat storage 
capacity. 
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F igure 4 - Sensitivity analysis, SC and A C H capacity 
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F igure 5 - Sensitivity analysis, T K1 Volume 

Scuh increase is much more evident in case of 
winter solar fraction, due to the above discussed 
phase shift between solar irradiation and building 
space heating demand. Finally, a rigorous 
optimization was carried out using the TRNOPT 
[10], linking to the optimization algorithm called 
GENOPT [12]. The optimization operated on 6 
variables: ASC, fACH, P2, TSC,w,set , TSC,s,set  
and vTK1. Except for TSC,s,set the 
thermoeconomic optimization returned the optimal 
values corresponding to the considered lower 
bounds: ASC=200 m2; fACH=0.20; P2=25 
kg/hm2; TSC,w,set=50 °C; TSC,s,set=100 °C; 
vTK1=25 l/m2, corresponding to a minimum value 
of SPB equal to 11.6 years. So, just a slight 
improvement in the optimum value of SPB was 
obtained, with respect to the initial value shown in 
Table 3: in fact, the initial configuration was very 
close to the optimum one, mainly due to the fact 
that SC area and ACH capacity were set at their 
lower bounds. Also, using SPB1 as objective 
function, the improvement found by the 
optimization are marginal. In this case, the optimal 
calculated variables are: ASC=1000 m2; 
fACH=1.00; P2=25 kg/hm2; TSC,w,set=50 °C; 
TSC,s,set=100 °C; vTK1=25 l/m2. 
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In the paper, a complete dynamic model of an 
innovative layout of a solar heating and cooling 
system was presented and used to develop a case-
study, also including a parametric study and a 
detailed thermoeconomic optimization. The 
system, designed to provide just 20% of the 
maximum cooling load through the solar source, 
was capable to achieve a significant Primary 
Energy Saving (64.7%), with winter and summer 
solar fractions of 46.2% and 27.7%, respectively. 
Among the possible funding policies, it was found 
that capital investment subsidies could be more 
effective and rational than a feed-in-tariff. Future 
developments of this work include the 
investigation of high temperature SHC systems, as 
well as the use of a biomass-fired  auxiliary heater. 

,%-.&'(/0)1.#
U Transmittance (W/m2K) 
Q  Heat flow (kW) 
t temperature (°C) 
m  mass flow (kg/s) 
c specific heat (kJ/kg K) 
A Area (m2) 

 Heat exchanger efficiency 
PE Primary energy (kJ) 

elE Electrical energy (kJ) 

el mean thermoelectric efficiency 
Q Thermal energy (kJ) 

totC  

opC  

iJ     

EEc   

NGc  3) 
LHV Lower Heating Value (kWh/Sm3) 
COP Coefficient of Performance 

c   Boiler efficiency 
G  Solar radiation (kWh) 
PES Primary energy saving  
SPB Simple Pay Back (years) 
DPB Simple Pay Back (years) 
Fsol Solar Fraction 

SC  Solar Collector efficiency 
subscripts 
h heating 
c cooling 
in inlet 

out outlet 
w winter 
s summer 
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Abstract:  Floor heaters are increasing their attractiveness in space heating, due to their low operating temperature, 

that makes them suitable for joining low temperature heat sources. For this reason, often manufacturers 
tend to address their use to a large field of applications with rather aggressive promotional campaigns, 
that often miss technical data that reliably address their performance under several possible conditions 
and required daily and seasonal room temperature profiles. 
So, a test rig consisting of two equal 16 m2 footstep and 3 m height rooms, one equipped with floor 
heater and the other one with two low temperature radiators and the related measurement and data 
acquisition chain was set up and a four months test campaign was carried out. In these tests, several 
different daily room temperature profiles were set up and the heat consumption of the two heating 
systems under representative time intervals through different seasonal environmental conditions was 
determined. The water flowing through radiators and floor heater was heated by two equal heat pumps 
and the inlet/outlet temperature was monitored, as well as their electrical consumption. By the use of 
these data and heat pumps performance datasheet, the heat input to radiators and floor heater in the two 
rooms was determined, under the different temperature profiles of the two rooms. Thus, the overall daily 
consumption of the two heating systems in the selected seasonal representative days was determined.   
The results of measurements evidenced reduced heat consumption for radiators, ranging from 4 to 40%. 
The floor heaters consumption is reduced when relatively constant room temperature profiles are 
adopted (i.e. continuous operation), while the gap with radiators increases with variable profiles (i.e. 
discontinuous operation). These remarkable differences were partially attributable to the different 
external heat loss of the two rooms. In fact, despite of their equal walls material, geometry and size, the 
floor heated room showed consistently higher heat losses through the floor (about 30-40% of total), due 
to the higher downstairs wall temperature. It suggests that under continuous operation floor heating is 
less energy demanding, provided that it is not placed above a non heated room or enough insulation is 
adopted. 

 
 
Keywords:  Floor heating, Domestic heater, Radiant panels, Radiators, Heat pump, Building heat loss 

 

1. Introduction 
Use of low grade heat for building heating is a topic of 
last ten years’ research programs, also in the view of 
joining and integration of renewable heat sources like 

solar thermal, geothermal heat pumps and so on [1]. In 

the traditional building heating systems, based on 

radiators, water is typically supplied in the 80 – 90 °C 

range and returned in the 50 – 60 °C range. In this way, 
the ∆T between the heat source and the air into living 

rooms is about 50 °C, which is a source of primary 

exergy degradation and discomfort in some cases [1]. 
The increased insulation levels of modern buildings 

also gave a noticeable contribution to savings in 

primary energy supplied to building heaters, which 

allowed further reduction in average room temperature. 
It gave a remarkable contribution to the use of low 

grade heat, with subsequent reduction of heating 

surfaces  temperature [1, 2]. On the basis of 

supply/return (S/R) water temperature range, the 

building heat emitters may be classified as [1, 3]: 
- High temperature (HT, S/R=90/70 °C); 
- Medium temperature (MT, S/R=55/35-40 °C); 
- Low temperature (LT, S/R=45/25-35 °C); 
- Very Low temperature (VLT, S/R=35/25 °C). 

Generally, the ways to reduce the temperature of 
heaters emitting surface are to increase the surface itself 
or blowing air on it, in order to sum the effects of 
forced convection [4]. Exploiting the contribution of 
radiant heat transfer between emitting and room 

surfaces is the most interesting feature of floor heating 

systems, that are largely diffused as LT and VLT, 
especially in northern Europe countries [2, 3]. They can 

also provide occupants with a comfortable, clean and 

healthy environment. They are, however, slow in 

temperature adjustment required in frequent daily 

variable temperature profiles and require rather large 

investment cost, often prohibitive in existing buildings 
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under partial restoring. Manufacturers of these systems 

often claim their higher efficiency over traditional ones 

with radiators, without providing clear operating 

conditions to support this outcome [5, 6]. On the other 
hand, only a little scientific literature is available about 
low temperature radiators and their performance (both 

in terms of comfort and energy consumption) compared 

with traditional HT ones, floor heating and hybrid 

systems [2, 3, 4]. Myhren and Holmberg [3], in a study 

about flow patterns and thermal comfort, compared four 
heating systems, two of which with HT and LT 

radiators, one with LT floor heating and one with LT 

wall heating into an office room. They concluded that 
all investigated system gave acceptable indoor climate, 
even though large heat transferring surfaces at low 

temperature have weaker counteraction of cold 

downflow from air suppliers. 
Hasan et al. [2] analyzed a combined low temperature 

system consisting of radiators (LT and HT) and floor 
heating into an apartment building in Finland and found 

that drifts and ramps in operative temperature were all 
within the limits of ASHRAE Standard 55-2004. 
Anyway, the floor heating system produced higher 
fluctuations of the indoor air temperature compared to 

radiators, whereas the vertical temperature profile 

revealed only very small difference, that would not 
produce any significant discomfort. 

The main goal of this paper was to give a contribution 

to the lacks of literature, specially focused to energy 

consumption aspects, by the experimental comparison 

of the behavior of two identical test rooms, one of 
which equipped with floor heating and the other one 

with MT and LT radiators. These came from standard 

current production ones, with radiant surface increased 

by 10 – 30 % with respect to HT versions. The tests 

were carried out for a 3 months long time, under some 

different climatic and operating 

conditions. These tests were performed 

by comparing two commercial systems, 
at current production and technological 
level, in order to assess their critical 
aspects in energy consumption and to 

address some good practice of floor 
heating, often neglected in their 
installation and utilization.    
 

2. Experimental setup  
The experimental apparatus was made 

of two identical rooms of 4 x 4 m 

footstep by 3 m height, the first one 

heated with floor heaters (i.e. radiant Panels P) and the 

second one with two radiators (R). Not people nor other 
heat source was present into the rooms during tests 

(doors were locked). The water flowing into these 

systems was heated by two identical heat pumps 

(RHOSS THAEYT 107 model), in order to represent a 

possible realistic MT/LT building heating system. At 
the same time, instantaneous electric power input can 

be easily monitored. The two test rooms were placed at 
the first floor, within a big unheated store, where the 

temperature was monitored. The schematic of the two 

rooms and the related heating systems are shown on 

figure 1. 

The following parameters were measured during the 

day, with 5 minutes time intervals: 

- Supply/return water temperatures from the two 
heating systems; 

- Rooms temperature; 
- Local temperature outside rooms (i.e. in different 

points of the store in the near of test rooms); 
- Power and electrical consumption of the two heat 

pumps. 

Hot water temperatures at heating systems supply and 

return was measured by diving probes equipped with 

thermal resistance (certified PT100 ±0.5 °C precision). 
The same kind of sensors were adopted for 
measurement of rooms temperature. 
The measurements consisted of continuously 

monitoring and recording the above listed parameters. 
The tests were carried out along a 3.5 months time 

period, where five different ways of conduction of the 

heating systems were setup. The daily ON/OFF 

timetable, summarized on table 1,  corresponds to 

common practice of several domestic heating plants. 
The rooms switch on temperature was fixed at 20 °C. 

 

Figure 1 – schematic of the two experimental rooms 
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The comparison of the two heating systems was based 
on the evaluation of the heat consumption of each one 
along five days, selected  in order to be representative 
of the five conduction modes. These days were 
identified by a particular data selection criterion, which 
allowed the cutoff of bias affected or unreliable 
measurements daily series.  
 

3. Data selection criteria 
The measurements performed with the experimental 
setup and guidelines described in the previous chapter 
allowed the collection of almost 230000 data in the test 
campaign time period (February – May, 2009). All of 
these data were average values referred to time steps of 
five minutes, collected along 24  hours a day. The 

choice of an effective criteria for the selection of a 

consistently reduced number of data that were 

sufficiently representative of the five different 

conduction modes of 
heating systems, was 

necessary to allow a 

concise, significant and 

effective analysis. As the 

main objective of 
measurements was the 

comparison of primary 

heat consumption of the 

two heating systems, the 

selected sample days had 

to satisfy two basic 

requirements: 

1) To be reliable and bias free; 
2) To be representative of 
different measurement times; 
3) To have comparable 

temperature profiles of the two 

different rooms, in order to 

ensure the same useful effect 
of the heating systems, at least 
from the energy consumption 

point of view. 
The chosen criteria of data 

treatment lead to the selection 

of five sample working days, 
representative of the five 

different working modes and 

times: 17th and 26th February, 
17th March, 1st and 19th April. 
The temperature profiles of 
rooms in four of these days 

along the 24 hours are shown 

on figure 2. The temperature 

profiles of water supply and supply – return 

temperature difference for the two heating systems, as 

well as hosting store temperature (Tstore, outside the 

rooms) in four of the selected sample days are shown 

on figure 3. 
 

4. Results: comparison of heat 
consumptions of the two heating 
systems 

In order to have an accurate evaluation and comparison 

of the energy consumption of the two heating systems, 
it was necessary to calculate the actual heat input from 

heat pumps. From the measurements, their electric 

power demand within all time intervals was known. 
Thus, as I/O temperatures of hot water was measured as 

well, it was possible to calculate the heat input to the 

Table 1 – timetable and modes of test campaign 

 

 

 

Figure 2 – rooms temperature profiles along 4 sample days 
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heating plants by the use of heat pumps working chart 
[7], which provides COP and electrical consumption as 

functions of external room temperature (evaporator, 
Tstore) and condenser outlet water temperature (i.e. 
supply temperature to heaters). It was done by a 

dedicated code, which is able to solve the heat pump 

thermodynamic cycle with R410A as working fluid 

under design and off design conditions, once I/O water 
temperatures, design conditions and working chart are 

provided. As the scroll compressor equipping the heat 
pump has variable performance with working 

conditions (i.e. pressure ratio determined by the room 

external and hot water temperatures and flowrate), it 
was taken into account providing isentropic efficiency 

of compression by a function accounting for pressure 

ratio and flowrate, built from a set of experimental data 

from literature [8]. 

The developed calculation model was also able to 

provide the uncertainty analysis on the calculated 

parameters (mainly heat consumption of the two 

heating systems), starting from the uncertainties on the 

basic measurements like water flows temperatures, 
internal and external rooms temperatures. The 

evaluation of uncertainty was necessary to ensure that 
the differences found in heat consumption of the two 

investigated systems did not fall within the uncertainty 

range, with subsequent unreliability of results.  

The electric power 
actually converted into 

the heat delivered to the 

rooms’ heating systems 

is only that due to the 

compressor, not 
including auxiliaries 

(substantially the water 
circulating pumps). 
Thus, their power 
consumption (180 W 

[7]) was subtracted from 

the measured heat 
pumps electric 

absorption, which was 

inclusive of auxiliaries.  

The behaviors of 
thermal power input to 

the heating systems of 
the two rooms (QR and 

QP for radiators and 

floor heaters 

respectively) and the 

uncertainty bars along 

the 24 hours of two of 
the selected sample days are shown on figure 4 

(working modes 1 and 3 of table 1). In mode 1 

(continuous, figure 4a), it is evident that radiators turn 

on more frequently than floor heaters, but at reduced 

power input. Moreover, floor heaters show an almost 
permanent base load of 0.5 – 1.5 kW, also when 

radiators are turned off. In mode 3 (discontinuous, 
figure 4b), in the first time period of room heat demand 

(5 – 8 hrs), radiators turn on twice at the maximum 

power input (8 – 9 kW) and twice at intermediate 

values (3 – 5 kW). In the same time, floor heaters turn 

on 3 times at maximum power (at the beginning of the 

interval) and some other times at lower power (0.5 – 1.5 

kW). In the middle day hours (8 – 17) radiators turn on 

once only at top power (8 – 9 kW), whereas floor 
heaters turn on roughly once per hour at minimum 

power (0.5 – 1.5 kW). Finally, in the last 17 – 23 hrs 

time period, radiators turn on four times at maximum 

power, whereas floor heaters, after the initial activation 

at 9 – 10 kW, turn on every two hours at 1 – 2 kW. This 

operating mode is quite characteristic of floor heaters 

that, after having satisfied the required room 

temperature with the initial activation at high power, are 

subsequently turned on at very reduced power, as a 

result of their higher thermal inertia [2]. 

The relative uncertainties on QR and QP generated by 

the uncertainties on measurements of radiators and floor 

 

  

Figure 3 – water supply temperatures, radiators and panels ∆T supply-return and Tstore in 4 

sample days 
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contribution of those directly exposed to surfaces with 
appreciably different temperatures, like the (2) vs. sky, 
the (1) of panels room vs. external store wall and the 
roofs (6) vs. store roof.  

Table 2 – resistance and heat transfer coefficients of 
rooms’ walls 

Wall 
number 

R 
[K m2/W] 

UP 
[W/K m2] 

UR 
[W/K m2] 

1 1.88 0.37 0.31 

2 3.09 0.25 0.24 

3 0.305 2.16 2.16 

4 1.88 0.32 0.37 

5 1.88 0.32 0.31 

6 1.88 0.28 0.28 

7 1.18 0.78 0.39 

Average 
rooms 

 
0.47 0.39 

 

The environmental temperature outside the store was 
assumed on the basis of local data from a near 
meteorological station. It was daily variable in the range 

-1 ÷ 12 °C on 17/02 and 26/02 and in the range 7 ÷ 18 
°C on 17/03, 01/04 and 19/04. 
The thermal resistance of lateral walls, window, floor 
and ceiling were provided by the manufacturers of the 
two boxes and are shown on table 2. The overall heat 
transfer coefficients of each wall (UP for floor heating 
room and UR for radiators room) and the resulting 
average overall values of the two rooms are 
substantially at the same level of those related to 
modern high end green buildings [9], but rather higher 
than current northern Europe values [2]. They are very 
close for the two rooms, except the floor value (wall nr. 
7) of panels room, which is responsible for its larger 
overall average value and the related higher heat losses. 
A controlled external air supply of 0.5 volumes/hour 
was setup in the two rooms and the related heat losses 
were taken into account. Finally, no internal or external 
heat gains were considered (rooms were empty during 
tests and equally exposed to sun).  
The circulating water at the average supply/return 
temperature into the floor heating system, is the heat 
source responsible for consistently higher downside 

floor temperature profile (TdfP – TdfR = 4 ÷ 7 °C), 
resulting into higher (four to five times) heat losses 
downstairs compared to radiators room. The daily 
behavior of heat losses in modes 1 and 3 of table 1 is 
shown on figure 6 a) and b). On the other sample days, 
substantially analogous results were found, thus they 
are not shown here for brevity. 
From these results, it would seem that the comparison 
was unreliable, as the floor of radiant panels room 
showed larger heat losses. But actually, the main 
objective of this analysis was the comparison of 
primary energy consumption of the two commercial 
heating systems, at their current state of the art. From 
this point of view, the adopted bottom side floor 
insulation, mainly consisting of 0.03 m thick 
polystyrene layer, is completely within floor heaters 

manufacturers’ recommended range [5, 6]. It leads to an 
overall bottom side thermal resistance of about 1.49 K 
m2/W, which is in full agreement with manufacturers’ 
proposed values for an overall floor thickness of 0.28 
m, like the one here considered [5]. Obviously, if 
largely higher layer insulation thickness was adopted, 
consistently reduced down floor heat losses were 
achieved. In the current case, in order to reach the same 
level of radiators’ room down floor heat losses, an 
unpractical excessively large insulation thickness of 
about 0.22 m should be adopted, while manufacturers 
suggest 3 to 5 cm [5, 6]. Moreover, the ratio between 
downside heat loss and useful upside heat delivered to 
the floor heated room is between 4 and 8%, which is 
plausible and in agreement with the lowest levels of 
some kinds of underfloor heaters [10]. The overall daily 
heat losses of the two rooms and the related differences, 
in the five considered sample days, are shown on figure 
7. It also shows the overall daily heat losses of the two 
rooms calculated with standard technical UNI EN ISO 
13790 method [11] to have a comparison of results. The 
lower heat losses of floor heated room coming out from 
this method is evident and is attributable to the fact that 
it does not consider the presence of the internal floor 
heat source, which is actually the main responsible of 
floor heat losses. The values found for radiators room 
were in total agreement.  

 
a) Experimental Mode 1 

 
b) Experimental Mode 3 

Figure 6 – daily heat losses and downside floor 

temperatures of the test rooms 

0 2 4 6 8 10 12 14 16 18 20 22 24
0

50
100
150
200
250
300
350
400
450
500
550
600
650
700
750
800
850
900
950

1.000
1.050

6

7

8

9

10

11

12

13

14

15

16

Time [hrs]

R
oo

m
s 

he
at

 lo
ss

e
s 

[W
]

Radiators
PanelsPanels

Panels floorPanels floor

17/02/2009

Radiators floorRadiators floor
D

ow
ns

id
e

 F
lo

or
 te

m
pe

ra
tu

re
 [°

C
]

TdfR

TdfP

P
an

e
ls

 T
df

P 
, R

ad
ia

to
rs

 T
df

R

0 2 4 6 8 10 12 14 16 18 20 22 24
0

50
100
150
200
250
300
350
400
450
500
550
600
650
700
750

10

11

12

13

14

15

16

17

18

19

20

21

Time [hrs]

R
oo

m
s 

he
at

 lo
ss

e
s 

[W
]

Radiators
PanelsPanels

17/03/2009

Panels floorRadiators floor

D
ow

ns
id

e
 F

lo
or

 te
m

pe
ra

tu
re

 [°
C

]
Pa

ne
ls

 T
df

P 
, R

ad
ia

to
rs

 T
df

R

TdfR

TdfP

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-234 www.ecos2010.ch



 

These results
an apartment 
bathrooms flo
of the total, w
The larger h
due to downs
score of rad
suggest that t
as rooms hav
main objecti
comparison o
heating system
aspects relate
Thus, couplin
energy consu
concluded tha
- The consi

heating sy
down floo

- the above
on a floo
stores etc
far as po
consistent
practice; 

- the heat l
(i.e. 1 … 
two room
side of fl
feature of 

- when dow
house, do
thermal co

- when dow
same hou
strongly d

 are also in a
with hybrid ra

oor heating en
while their surf
eat consumpt
side heat flow

diators descri
the whole carr
ve different le
ive of this 
of energy de
ms, but also th
d to their insta

ng the analysis
umption repor
at: 
istently highe
ystem is partia
or heat losses;
e results sugge
or adjacent to
. generally un
ssible, or, eit
tly increased

losses coming
6 of figure 1)

ms, thus the hig
oor heaters c
this heating s

wnstairs room
wnside heat l
omfort; 
wnstairs room
use, the amou
dependent on

Figure 7 –

agreement wit
adiators/floor 
nergy demand
face was 16%
tion of floor 
w, partially of
bed in sectio
ried out analy
evels of heat 

work was 
emand of the
he addressing 
allation and p
s of rooms hea
rted on sectio

er heat consum
ally attributab

est that placin
o cold room
nheated) is to
ther, the insu

d with respe

g from the r
) are at the sam
gher loss thro

can be consid
system; 

ms are a fracti
losses can con

ms are not a 
unt of downflo
n the differe

– overall daily

th [2], where 
heating syste

d was 33 to 43
 only. 
heating syste

ffsets the bet
on 4. It cou
ysis was altere

losses. But t
not only t

e two differe
of some critic
lacement.  
at losses and t
on 4, it can 

mption of flo
ble to the high

ng floor heate
ms (i.e. garag
o be avoided 
ulation must 
ect to curre

remaining wa
me level for t

ough the botto
dered a pecul

ion of the sam
ntribute to th

fraction of t
oor heat loss 
nce in therm

ly heat loss of

in 
em, 
3% 

em 
tter 
uld 
ed, 
the 
the 
ent 
cal 

the 
be 

oor 
her 

ers 
es, 
as 
be 

ent 

alls 
the 
om 
iar 

me 
eir 

the 
is 

mal 

charac
heating
same w
installa
than c
differe
 

Conc
The co
(i.e. M
a four 
equal 
equipp
heaters
Five d
the com
the an
achiev
was a
control
days. 
consum
increas
The an
higher 
mainly
floor f
environ
measur
insulat
are in
manufa
install 
localiz
placem

of the two tes

teristics, whi
g solutions (
way, we coul
ation of floor
current pract

ence with dow

clusions 
omparison bet

MT radiators an
months expe
and rather 

ped with radia
s.  
different mode
mparison betw

nalysis of prim
e the same u

a similar tem
lled) along th
The results 

mption of fl
sing with the d
nalysis of roo

values of th
y attributable 
from the hot w
nment. It p
red for MT
tion and therm
n agreemen
acturers’ data
these system

zation of the 
ment above un

t rooms 

ich was not
(standard bui
ld conclude h
r heaters requ
tice if the 

wnstairs room i

tween two dif
nd floor heate
erimental test 
well caulked
ators and the

es of conduct
ween the two 
mary heat co

useful effect i
mperature pro
he 24 hours o

showed a g
oor heating 
discontinuity o
ms heat losse
e one equipp
to the larger 

water inside v
partially offse
T radiators. 
mal resistance
nt with flo
a, they should

ms with adapte
heated room

nheated rooms

 

management 
do

neighborhood
this case, hig
insulation 
should be ado

The above re
the conclusio
in section 4, 
partially with
simulation 
presented i
Here, the 
stressed th
increased 
consumption 
floor heating
(in compariso
radiators syst
mainly due 
tested 
t designed f
lding design)

here that gene
uires higher i

average tem
is rather large

fferent heating
ers) was carrie

campaign w
d 16 m2 roo
e other one w

tion were app
systems was 

onsumption n
into the room
ofile (thermo
of the selecte
generally hig
system (4 t

of heat deman
es showed con
ped with floor

heat flow thr
vs. the cold do
ets the bett
Anyway, as

e of floor hea
oor heating 
d address cust
ed floor insul

ms: for examp
s should be av

of the 
ownstairs 

d: also in 
gher layer 
thickness 

opted.        

esults and 
ons drawn 

meet up 
h previous 

results 
in [12]. 

Author 
hat the 

energy 
of the 

g system 
on to the 
tem) was 

to the 
building 

for floor 
). In the 

erally, the 
insulation 
mperature 
. 

g systems 
ed out by 
ithin two 

oms, one 
with floor 

plied and 
based on 

needed to 
ms, which 
ostatically 
ed sample 
gher heat 
to 40%), 
nd.  
nsistently 
r heating, 
rough the 
ownstairs 
ter score 
s bottom 
ated room 

systems 
tomers to 
ation and 
ple, their 
voided as 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-235



far as possible or, either, the insulation consistently 
increased. In other words, floor heating should be 
adopted in buildings designed to integrate them 
efficiently and with continuous operation. In fact, given 
the large difference in floor heat losses and the small 
difference of heat consumption, the results found in 
continuous operation mode makes the floor heating 
solution advantageous. 
In discontinuous operation mode, the higher heat 
consumption is partially due to the higher heat losses 
and mainly to the larger thermal inertia of the floor 
heating system. Moreover, in this working mode, the 
average room temperature is higher for the room 
equipped with floor heating, which leads to higher heat 
loss. Thus, in this case, radiators should be suggested, 
unless very special boundary conditions were verified 
in the building.   
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List of symbols 
∆T Temperature difference,°C 
m  Mass flow rate, kg/s   
Max Maximum value 
Q  Heat power provided to the rooms, kW 
RMS Root Mean Square value 

Σ Sum 
T  Temperature, °C 
U  Overall heat transfer coefficient, W/(m2°C) 
 
Subscripts: 

average  Average value 

average ON Average value with  heating system ON 

dfP   Panels downside floor value 

dfR   Radiators downside floor value 

P   Floor heaters (Panels) 

r   Return value 

R   Radiators 

roomP  Floor heaters (Panels) room 

roomR  Radiators room 

s   Supply value 

srP   Floor heaters Supply-Return difference  

srR   Radiators Supply-Return difference  

store   Store temperature outside the rooms 

 
Acronyms: 
COP  Coefficient of Performance 
HT   High temperature 
I/O   Input/Output 

LT   Low temperature  
MT  Medium temperature 
P   Floor heaters (Panels) room 
R   Radiators room 
VLT  Very Low temperature 
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*
C3-#,02#@*In the present study, we make a short presentation of the European standard ISO 13790:2008 pointing out 
the basic parameters for calculating thermal losses as well as thermal gains. Based on this methodology, in order to 
calculate the thermal and cooling requirements of  buildings, we developed a software, which is based on the matlab 
programming language.Matlab software is being applied in real conditions. It is being used to simulate the energy 
behavior of an existing building in Athens. An energy inspection is being effected and the characteristics of the 
building shell and the central heating are being recorded. The energy demand and the energy consumption of the 
building is being calculated. A comparison of the energy consumption between matlab and the energy audit results 
shows that the deviation between them is not significant. A saving energy scenarios is being proposed . The new 
energy requirements are being calculated using matlab. The two energy situations of the building (before the 
interventions of saving energy and after) are being compared . The results are presented through the use of visual 
diagrams. 

K eywords:  Building energy requirements, Building energy consumption, thermal gains, utilization 
factor 
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The contemporary trend in the European Union 
seems to be the energy saving in buildings. In 
Greece there is a lack of a legislated procedure 
which indicates how to calculate the energy 
requirements of a building. It is therefore strongly 
required to have procedures for estimating the 
heating and cooling requirements in buildings.  
This need and practice is being served by this 
study in which a software is created in order to 
have a tool to simulate the energy behavior of 
buildings. The software is based on the European 
standard ISO 13790:2008. 
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A presentation of the basic steps of the method 
ISO 13790:2008 follows. The calculation step 
which is used is the month. 
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 For each building zone and each calculation step 
(month) the building  energy need for heating, 
QHnd,  [1] is given by the following equation: 

   gnHgnHhtHndH QQQ ,,,,                         (1)                  

h tHQ ,  represents the heat transfer for the heating 
mode expressed in MJ/month 

gnHQ ,  represents the total heat for the heating 
mode expressed in MJ/month     

gnH ,  is the dimensionless utilization factor   
 
For each building zone and each calculation step 
(month) the building  energy need for cooling, 
QCnd, [1]   is given by the following equation:              

htCIsCgnCndC QQQ ,,,,                              (2) 

  h tCQ ,  represents the total heat transfer for the 
cooling mode expressed in MJ/month   

gnCQ ,  represents the total heat gains for the 
cooling mode during expressed in MJ/month     

lsC ,  is the dimensionless utilization factor  
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For each building zone and calculation step   
(month) the total heat transfer Qht [1] is given by 
the equation: 

vetrht QQQ                                           (3)                                                                                                         

Qht is the total heat transfer by transmission in 
MJ/month 
Qve is the total heat transfer by ventilation  in 
MJ/month 
Total heat transfer by transmission and ventilation  
are calculated for the heating and cooling          
mode as given by the equations: 
For heating  mode:  

tHQ eHsetadjtrtrH ,int,,,                         (4)                                                                                                         

tHQ eHsetadjveHveH ,int,,,,                      (5)                                                                                                         

For cooling mode:  
tHQ eCsetadjtrtrC ,int,,,                          (6)                                                                                                         

tHQ eCsetadjveHveC ,int,,,,                      (7)                                                                                                         

Htr,adj represents the overall heat transfer 
coefficient by transmission of the zone, adjusted 
for the indoor  outdoor temperature difference, 
expressed in W/K 
Hve,adj  represents the overall heat transfer 
coefficient by ventilation of the zone, adjusted for 
the indoor  outdoor temperature difference, 
expressed in W/K 

Hset ,int,  is the set point temperature of the     
building zone for heating in oC 

Cset ,int,  is the set point temperature of the building 
zone for cooling in oC 

e  is the temperature of external environment in 
oC 
t   is the duration step expressed in Ms 
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The total heat gains, Qgn, of the building zone for a 
given calculation step are calculated [1]  by the 
given equation: 

solgn QQQ int                                       (8)                                                                                                               

Where, 

Qgn is the sum of internal heat gains over the     
given period in MJ/month 
Qsol is the sum of solar heat gains over the given 
period in MJ/month 
The sum of internal heat gains is calculated for the 
heating and cooling mode     as given by the 
equations: 

 

tbtQ
l

luHltr
k

kHgn ,int,,,int,, 1
        

(9)              

                                                                           

ltrb ,  is the reduction factor for the 
adjacent unconditioned space with 
internal heat source  l   

kH int,,  is the time average heat flow rate 
from internal heat source k 
expressed in W 

luH ,int,,  is the time average heat flow rate 
from external heat source l in the 
adjacent unconditioned space 
expressed in W 

t  is the duration step expressed in 
Ms 

The sum of solar heat gains is calculated for the 
heating and cooling mode     as given by the 
equations: 

tbtQ
l

lusolHltr
k

ksolHsol ,,,,,, 1 (10)              

ltrb ,  is the reduction factor for the 
adjacent unconditioned space with 
internal heat source  l  

ksolH ,,  is the time average heat flow rate 
from solar heat source k expressed 
in W 

lusolH ,,,  is the time average heat flow rate 
from external heat source l in the 
adjacent unconditioned space 
expressed in W 

t  is the duration step expressed in 
Ms 

#
#
#
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The dimensionless gain utilization factor for 
heating, gnH ,  , is a function of the heat-balance 

ratio, H , and a numerical parameter, aH, that 
depends on the building inertia [1], as given by 
Equations: 

If 0H  and 1H   1, 1
1

H

H

a
H

a
H

gnH   

If 1H    
1,

H

H
gnH a

a
   (11)                                                                                                        

If 0H    
H

gnH
1

,       

where (for each month or per season and for each 
building zone) 

H   is the dimensionless heat-balance ratio for the 

heating mode
h tH

gnH
H Q

Q

,

,

 
 

h tHQ ,  is the total heat transfer for the heating 
mode expressed  in MJ/month 

gnHQ , represents the total heat gains for the 
heating mode expressed in MJ/month 

Ha is a dimensionless numerical parameter 
depending on the time constant, H , defined by 

   
H

HH aa 0,                                 (12)                                                                                                             

is the time constant of the building zone, 
determined expressed in hours. t depends on the 
internal heating capacity of the building [1]. 

H  is a reference time constant expressed in 
hours. 

H,0 is a dimensionless numerical parameter [1]. 
 
 

The dimensionless loss utilization factor for 
cooling, IsC , , needed for the monthly or seasonal 
cooling method, is a function of the heat-balance 
ratio for cooling, C , and a numerical parameter, 

C , that depends on the building thermal inertia, 
as given by the following Equations  

 
 

    If 0C  and 1C   1, 1
1

c

C

a
C

a
C

IsC  

    

    If 1C    
1,

C

C
IsC a

a
   (13)                     

If 0C    1, IsC    

C  is the dimensionless heat-balance ratio for the 

heating mode
h tC

gnC
H Q

Q

,

,

 
 

h tCQ ,  is the total heat transfer for the heating 
mode expressed  in MJ/month 

gnCQ , represents the total heat gains for the 
heating mode expressed in MJ/month 

Ca is a dimensionless numerical parameter 

depending on the time constant, H , defined by 

   
C

CC aa 0,                                 (12)                          

is the time constant of the building zone, 
determined expressed in hours. t depends on the 
internal heating capacity of the building [1]. 

C  is a reference time constant expressed in 
hours. 

C,0 is a dimensionless numerical parameter [1]
  
 

3.1.0-)1+*2-3.$4(35'61('$73($'/2-)*2-.,$
2&'$'.'(,8$.''6$37$&'*2-.,$*.6$533+-.,$
37$*.$91-+6-.,$-.$:2&'./$
 
According to the methodology described above, is 
created a software using matlab. This software 
from now on will be reported for reasons of 
brevity as matlab software. This software is used 
in real conditions in order to calculate the energy 
demand and the energy consumption of a school 
located in Athens  [2]  . 
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The school consists  of 3 floors and its surface  is 
790 m2. The walls consist of double bricks without 
insulation of overall heat transfer coefficient 
U=1.81 W m-2 K-1. The 23% of all external wall 
area is composed  by windows of double panes 
and of overall heat transfer coefficient 3.2 W m-2 
K-1   
because the building was constructed in 1968 
before in Greece insulation was obligatory [4]  . 

Table 1 cteristics 
Total external wall 
surface  

766.2 m2 

Type of wall 
construction 

Double brick wall without 
isolation U=1.81 W/ m2 K 

Thickness of 
external wall 

28 cm 

Roof U= 1.41 W/m 2 K 
Total glazing area 186 m2 
Type of glazing Double glazing, U =3,2 

W/m2 K  
Schedule per day Mon Fri,8.00-14.00 
Persons per day 165   (140 students+20 

teachers) 

 
!"#"%"$&'()*+,$-'+).(/$010)'2$
 
The central heating system of the building contains 
an oiled fired boiler with thermal power 140 000 
kcal/h. Measurements are being made using a  
combustion analyser in order to check the oil 
burner of the heating system [2]  .  

Table 2.   
CO2 10.3% 
O2 5.4% 
Smoke temperature 260 oC 
efficiency of the combustion   87% 
 
The efficiency factor of the combustion is what 
interest  
energy consumption for heating.  
Furthermore we need to estimate the losses in the 
hot water distribution system. The hot water 
distribution system consists of a pipeline  which 
connects the oil burner with the radiators. By 
observing the pipeline we realize that they  have 
no insulation.  Beside that, the bigger part of the  

pipes  . This indicates 
that 
to be more specific we use an infrared 
thermometer and measure the temperature on the 
surface of the tubes. It is a way to draw conclusion  
on the heating  water temperature. 

Table 3.  Temperatures on the surface of the 
pipeline 
Position on the pipeline 
 

         oC 

Supply pipe      75 
 

Return pipe      45 
 

Before the radiators      55 
  
  
 
Because the temperature deviation between supply 
and return pipe is bigger than 20 oC, it is a logical 
approach to estimate the distribution losses around 
25%. 
 
During the inspection of the heating system we 

control of the heating system. The control of the 
heating system is manual. There is also a lack of 
energy efficient control at the heating system. 
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The admissions being made for the ventilation, the 
thermal gains and the internal average temperature 
of the building are given in the table below [2]  . 

Table 4.  Admissions for ventilation, thermal gains 
Natural ventilation requirements 
 

17m3/h per 
person 

Parasitic ventilation 0.6 ACH 
Thermal gains from equipment 4 W/m2 

Thermal gains from people   14 .6W/m2 
Internal temperature of the building 
during winter 

17 oC 

Internal temperature of the building 
during summer 

26 oC 

 
The numbers given in the table above are some of 
the input data of matlab. 
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Considering the methodology described, as well as 
the monthly average external temperatures [10],  
the energy demand for heating and cooling is 
given in the following table  per month. 

 

Table 5.  Energy demand for heating per month 

Month Energy demand for 
heating in kWh/m2 

JAN 12.57 
FEB 9.62 
MAR 4.77 
APR 0 
OCT 0 
NOV 0 
DEC 8.21 
T O T A L 35.18 
 
In the following diagram the variation is presented 
per month of total heat gains, total heat transfer 
and energy demand for the winter period [2] . 

Diagram 1.  Variation of total heat gains and total 
transfer during the heating period 
 
 
 
 
 
 

 
 
 
 
 

 

Table 6.  Energy demand for cooling per month 

Month Energy demand for 
cooling in  kWh/m2 

MAY 4.48 
JUN 14.87 
JUL 22.50 
AUG 19.40 
SEP 5.53 
T O T A L 66.85 

 
In the following diagram the variation per month 
is presented of total heat gains, total heat transfer 
and energy demand for the summer period [2]  . 

Diagram 2.  Variation of total heat gains and total 
transfer during the cooling period 
 
 
$
$
$
$
$
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As we can observe from diagram 2, during July 
and August the total heat transfer is negative. This 
is because in July and August the external 
temperature is higher than the internal temperature 
[10] . 
$
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Considering the energy demand for heating and 

energy consumption for heating is calculated and 
given in the following table .  
In the following table the consumption of heating 
per month is given. 

Table 7.  Energy consumption  for heating per 
month 

Month Energy consumption for 
heating in kWh/m2 

JAN 22.09 
FEB 18.11 
MAR 10.19 
DEC 13.68 
T O T A L 64.07 
 
According to the methodology the CO2 emissions  
due to heating consumption are  calculated and 
presented in the following diagram. The total the 
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CO2 emissions of the building per year are 13.33 
tn. 

Diagram 3.  CO2 emissions due to heating 
consumption 
 

 
 
 
In the following table the results of the energy 
audit (the real consumption  like it is recorded in 
the files of the building) are given in order to 
compare the simulation with the real conditions.   

Table 8.  Comparison liters of oil being consumed 
in real conditions and in methodology 

Month 
Real 
condition Methodology 

JAN 1850 1720 
FEB 1520 1410 
MAR 980 790 
OCT 440 0 
NOV 560 0 
DEC 1200 1070 
T O T A L 6550 4990 
 
From the table above, it is concluded that the 
difference result  are 1560 liters, thus 23,8%. This 
deviation could be due to the fact that in the 
methodology is  a lack of data concerning peoples 
reactions. For example when the external 
temperature as in October is not so low, the 
persons of the building still use the heating system 
[4]. Another explanation for this deviation could 
be this:  The model (methodology) uses monthly 
average external temperatures. Due to this, it is 
possible that the model underestimates the energy 
demand. This fact can be observed from the table 
above during October and November, where the 

model calculates zero energy demand. Another 
reason for the deviation of 23,8% could be that the 
estimation for distribution losses we have made is 
not precise. The audits could also include an error. 
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In order to improve the levels of energy 
consumption of the building some interventions of 
saving energy are being proposed. The 
methodology described above is used to estimate 
the new energy requirements of the building.  
Important percentage of thermal losses of building 
is owed in the absence of heat insulation in the 
roof, as well as in the absence of insulation in the 
wall. Therefore is proposed the placement of 
exterior insulation in the building. Due to this 
intervention the thermal heat transfer of the 
building will be decreased from 1.81 W/m2K in 
0.55W/m2K for the walls and from 1,41 W/m2oC 
in 0,46 W/m2K for the roof. 
As it is mentioned above, the problems that are 
related with the central heating are the increased 
losses of distribution, the increased combustion 
efficiency factor and the increased heating 
consumption because of the management of the 
heating system from the users of the building. For 
the restriction of losses of distribution is proposed 
the insulation (insulation with thickness 13mm) of 
the supply main piping, while for the restriction of 
consumption of heating energy beyond the needs 
of the building, is proposed the placement of 
thermostatic valves in each one of the baseboards. 
It is also proposed the replacement of the oil 
burner with the natural gas burner, because the 
natural gas is a  for the 
environment.  
Due to these interventions the efficiency factor of 
combustion (as we can conclude from the 
technical data of the new oil burner) will be 
increased in 0.95.Overmore due to the pipes 
insulation we estimate that the distribution losses 
will be decreased  in 8% . 
 
!"2"$3,45/)+-,&$
As it  shown in the following diagram after the 
interventions the building will have a new energy 
consumptions level. The annual energy 
consumption for heating will be reduced 73,7% 
and the CO2 emissions 79.7% The new scenario of 
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the building is less energy consuming and more 
environmental friendly. 

Diagram 4.  Comparison between the two 
conditions of the building, before and after the 
interventions 
 
 

 
 

Diagram 5.  Comparison CO2 emissions between 
the two conditions of the building, before and after 
the interventions 
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The described calculation procedure based on the 
European Standard ISO 13790:2008 is an 
approximate method as it has been shown that the 
values of the cooling and heating load 
requirements estimated by the model equation are 
not the same as the values given by the energy 

audits. In fact the methodology underestimates the 
heating consumption . 
The methodology is an useful tool in order to 
calculate the energy saving potential in a building  
after applying interventions of saving energy. 
Using the methodology described above is 
possible to compare different saving energy 
scenarios in buildings concerning CO2 emissions 
and energy consumption. 
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Low Exergy Building Systems Review
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Abstract: Low exergy building systems create more flexibility and generate new possibilities for the
design of high performance buildings. Instead of maximizing the barrier between the building and the
environment using thick walls containing large amounts of insulation, low exergy systems maximize
the connection to the freely available dispersed energy in the environment. These connections to
what we call ”anergy sources” reduce exergy use and thus primary energy demand. This is achieved
through the potential of new low temperature-lift ultra-high COP heat pumps. They achieve their low
temperature-lift and subsequent high COP by providing low temperature heating with low exergy sup-
ply systems combined with a connection to a variety of technologies for capturing freely available
renewable anergy sources. We present a review of these low exergy technologies being developed
at the Chair of Building Systems at the ETH Zurich. These systems provide many methods for con-
ditioning buildings using moderate supply temperatures and heat pumps that exploit more valuable
anergy sources. This combination of low exergy systems maintains very low temperature-lifts, which
can drastically increase heat pump performance from the typical COP range of 3-6 to values ranging
from 8-15.

Keywords: Buildings, Exergy, High Performance, Energy Efficiency, LowEx, Heat Pump, Active

1. Introduction
The concept of exergy was developed in the middle
of the twentieth century as a tool to optimize the per-
formance of thermodynamic machinery. Originally,
the concept primarily applied to thermal plant anal-
ysis for minimization heat flows that do not generate
utilizable work, thereby producing valuable output.
This was made possible by the creation of the term
exergy, which is a combination of the energy bal-
ance of the first law of thermodynamics, and the en-
tropy balance of the second law of thermodynamics.
This combination helps define directly the potential
of a system to produce a useful output while inter-
acting with its surrounding environment. The lim-
its defined by Carnot to which all thermodynamic
cycles are constrained, are inherently considered in
exergy analyses. Exergy quantifies the net potential
of a system as influenced by both the quantity of en-
ergy available, as well as the temperature, or quality,
available. This is relative to the system’s surround-
ings, with which it will interact [3, 8].
When a system is at the same thermodynamic state
as its surrounding environment, it does not have po-
tential to do work. Thus it has zero exergy. As a
thermodynamic system moves toward equilibrium
with its surroundings, a part of that movement in

state can be extracted and part of the energy is dis-
persed. This flux of energy to a dispersed state
generates entropy, or in terms of exergy analysis,
it is the destruction of exergy and the generation
of anergy. Carnot and Clausius proved that a cer-
tain amount of energy must flow to a cold sink for
work to be extracted from a thermodynamic cycle.
The maximal amount of work that can be extracted
is then directly linked to this temperature gradient.
In this way exergy provides us with a tool to better
evaluate the value inherent in heat fluxes occurring
across different temperature gradients.

More recently, this concept of exergy has been ex-
tended into the field of building design [11, 12,
13, 15]. At the Chair of Building Systems at the
ETH Zurich we have extended the definition of ex-
ergy and anergy for the analysis and development of
building systems [6]. Figure 1 demonstrates the dif-
ference between the heat engine, for which exergy
was originally developed, and a heat pump, which
is the core of our low exergy systems. In order to
maximize the work output of a heat engine, the ex-
ergy output is maximized while the anergy is mini-
mized. This is limited by the Carnot efficiency of a
heat engine operating between a heat source and an-
ergy sink, ηCarnot = Wmax/Qin = (Thot − Tcold)/Thot.
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In order for the heat engine to operate, some heat
must flow to the cold source, and thus there is a limit
to the possible efficiency, which can be increased by
increasing the temperature difference between hot
and cold.
Now when we consider the heat pump, which is just
a heat engine operating in reverse, the limit is in how
much heat can be provided with a certain amount of
work, or exergy input. When a heat pump is set up
for heating it moves heat from what we define as
an anergy source to a heat sink (i.e. the building).
The maximum amount of heat per unit work input
is also limited by a Carnot value of the COP, as in
COPCarnot = Qmax/Win = Thot/(Thot − Tcold). Here
instead of maximizing exergy output, we want to
minimize exergy input while maximizing heat out-
put, and the COP is increased in this case by de-
creasing the temperature difference, or temperature-
lift, that the heat pump must provide. As shown
in Fig. 1, the heat output is just a combination of
exergy and anergy inputs, Q = Exin + Anin. As
stated, the heat output is controlled by the COP,
Q = COP ∗ Exin. Therefore the fundamental goal
of providing heat with a minimal amount of exergy
input can be achieved by maximizing the heat pump
COP by minimizing the temperature-lift.

Figure 1: The heat engine represents the origin of
exergy analysis and the heat pump represents a prin-
ciple component for exergy analysis of building sys-
tems. For both, the performance is dependent on the
temperature difference between hot and cold.

We achieve this goal by developing systems that
maximize the anergy source temperature while min-
imizing the heat supply temperature. There are
many potential sources of heat around a building
that have more potential than just the ambient air.
These potentials may be due to variations in the lo-

cation of heat sources. For example, the heat be-
low the ground or in a local body of water may be
greater. Also, seasonal changes in temperature pro-
vide higher value sources that can be exploited with
appropriate technology. This is complemented by
systems that utilize lower temperatures in the build-
ing to supply heat, which is made possible by in-
creased heating surface area, for example from ac-
tivated thermal mass. These systems can be fur-
ther optimized by an exergy analysis of the supply
chain. Software tools have been developed and im-
plemented that evaluate exergy destruction in build-
ing heating supply chains [9, 10]. This reduces the
amount of energy that must be supplied as well as
the temperature at which it is supplied. Combining
supply system exergy analysis and anergy source
evaluation results in a system with low temperature-
lift and a very high COP. Thus it has the potential
to provide a large amount of heating with little ex-
ergy input, which translates to a very small primary
energy input.
We have illustrated the potential COP for a heat
pump in Fig. 2. Real machines cannot operate at
the ideal Carnot COP, but instead operate at some
fraction of this ideal usually ranging from 0.4 to 0.6.
The Carnot factor or ”g-value” is a better indicator
of the actual machine performance than the COP.
Even with typical g-values, it is clear that a much
higher COP is possible as shown in Fig. 2.

Figure 2: Variation of COP with decreasing
temperature-lift. Below temperature-lifts of 20 K
the COP increases rapidly. A typical range from
g=0.4 to 0.6 for Carnot factors for existing machines
are illustrated.

As a result of increased COP, the fraction of heat
coming from anergy sources increases, and thus

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-246 www.ecos2010.ch



the demand for systems to provide heat increases.
Therefore we must find sources of high enough
quality, as well as with large enough quantity. This
is facilitated by accounting for both freely available
environmental anergy sources, as well as sources of
waste heat from the building that would otherwise
be lost out of the building and dispersed as anergy
into the environment. This is analogous to a heat en-
gine capturing heat from exhaust, which would oth-
erwise flow into the environment as anergy. In this
case the heat is captured and can be used to increase
heat pump COP.
Finally, it is important to note that heat pumps can
of course be operated to cool buildings. The perfor-
mance is again limited by the temperature-lift, but
this time operating with a different goal. In this case,
the desired output is the removal of heat, or in other
words the supply of cool exergy, as described by
Shukuya and Hammache [14]. Cool exergy is pro-
vided as the heat is removed into an anergy source.
It is often the case for cooling that anergy sources
with adequate temperatures for direct cooling can
be found. These include the ground or night cool-
ing, but one major obstacle is finding methods to
supply adequate dehumidification if needed. Cooler
temperatures can be supplied with a heat pump or
desiccant systems can be used, but our research has
focused on the development of low exergy heating
systems.
We present a review of a variety of low exergy sys-
tems that have been developed through our methods
of supply system exergy analysis and anergy source
evaluation. These systems are in various stages of
design, but the majority are being piloted in the
B35 building project currently under construction in
Zurich, Switzerland, www.viagialla.ch.

2. Technology Summary
As described, the heart of the system is a low
temperature-lift heat pump system. Currently, the
ultra-high COP heat pumps that we have shown
to be possible with integrated low exergy systems
[7] are not commercially available. This is there-
fore the focal point of ongoing research between
ETH Zurich and HSLU Luzern. Operation with a
COP higher than 14 has already been demonstrated
while maintaining Carnot factors greater than 0.5 at
temperature-lifts below 20 K [16]. Based on the po-
tential of the heat pump as our core component, we
have developed a new integrated concept to mini-

mize the required system temperature-lift for all as-
pects of building operation. These systems min-
imize primary energy demand, which is achieved
without excessive building shell insulation and fen-
estration requirements, making the architectural de-
sign more flexible while maintaining very high per-
formance. These technologies create an active ap-
proach to building operation efficiency as opposed
to a passive one.

The technology that provides the base heat source
is a new dual-zone borehole. This system uses one
warmer deep borehole of approximately 300 m and
a cooler shallow one of approximately 50-100 m so
that the summer and winter operation can extract
and deposit heat at appropriate temperatures. This
optimizes seasonal storage temperatures using the
geological thermal gradient. The heat pump is fed
this improved primary anergy source to supply or re-
move heat from the building. This is accomplished
with activated thermal mass that maximizes heating
or cooling surface area and minimizes temperature
demand, and thus temperature-lift.

Higher temperatures for hot water production are
achieved using hybrid Photovoltaic-thermal (PVT)
panels. Unlike PV-only or solar thermal installa-
tions that try to produce warm enough temperatures
for direct hot water production, we combine the two
and collect electricity along with lower tempera-
ture heat. Even at a lower temperature this heat
is still valuable at around 35 ◦C, which maintains
a high COP for hot water production. In case of
a lack of sun, the warm wastewater is captured in
an insulated tank and acts as a secondary higher
temperature source for hot water production. Not
only that, but we don’t produce the unnecessarily
high-temperature hot water. We use the average uti-
lization temperature of around 40 ◦C and employ a
small electric booster system for the small demands
at higher temperatures and for sterilization. We have
also developed new façade and floor systems for
capturing and distributing radiant and geothermal
energy better throughout the building structure to
minimize temperature gradients and maximize per-
formance. The reduction in price and size of tech-
nologies has produced new decentralized air sup-
ply techniques as well as small decentralized pumps
that maximize flexibility of operation. Finally the
resulting structure is highly steerable and does not
need as much material for construction, while the
benefits from the integrated low exergy systems
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make primary energy demand very low. This de-
mand is easily met by renewable sources such as the
PVT panels. We illustrate the combination of these
systems, which strive for the performance and flex-
ibility demonstrated by the concept of low exergy
buildings.

3. Building Integration

Figure 3 shows how these technologies can be inte-
grated into a building design. In this case we use the
schematic from the B35 project. This is where most
of these systems will be piloted and the potential in-
tegration is illustrated here.

Figure 3: Schematic of a low exergy system inte-
grated into a building. The various components are
illustrated: (a) Exhaust heat recovery, (b) PVT hy-
brid panels, (c) dual zone boreholes, (d) high COP
heat pump, (e) low temp hot water storage, (f) warm
wastewater heat recovery

Heating and cooling are supplied to the structure
from the heat pump, Fig. 3(d), connected to the
dual-zone borehole Fig. 3(c). The boreholes are dug
to two different depths for optimal heat recovery. In
the B35 project, one is dug to 100 m and the other
to 380 m. The system is connected over a series of
switching valves that allow heat to be supplied to

the heat pump, or to be potentially supplied to the
heating or cooling system directly.
Ceiling panels can be attached to activate the ther-
mal mass or the concrete structure can incorporate a
hydronic system as in Fig. 3(g). The use of ceiling
panels allows for the centralized collection of ex-
haust air for heat recovery, and it has been demon-
strated that the ports can be controlled by CO2 sen-
sors to optimize air supply and contaminant removal
[2]. This exhaust is centralized and assisted by nat-
ural convection to exit through the roof, Fig. 3(a).
Here the heat can be removed to a lower temperature
by traveling through a heat exchanger to recover the
heat back into the heat pump system.
The decentralized air supply system, Fig. 3(h) uti-
lizes the concrete structure to supply air through
ducts integrated into the form, and eliminates large
spatial losses due to typical plenum installations.
The decentralized air supply units also utilize the
same hydronic loop to condition the incoming air.
As described, the hot water is stored at a lower tem-
perature in a tank in the basement, Fig. 3(e) and heat
from warm water usage is captured for heat pump
operation, Fig. 3(f).
The PVT panels are mounted on the roof and con-
nected to the hydronic loop, Fig. 3(b). Switching-
valves allow the system to operate in various modes.
The system can be connected to the heat pump to
supply heat for hot water production, it can be con-
nected directly to the heat system, or it can be con-
nected to the deep warm borehole to regenerate its
higher temperature. These valves along with the
other systems are controlled by a digital building
controller that optimizes the temperature of supplies
and sources to maximize heat pump COP for the op-
eration of the heating and coolings systems along
with any hot water production.

4. Building Operation
The control and subsequent operation of the build-
ing are what give it the potential for very high per-
formance. The standard heating operation is illus-
trated in Fig. 4.
In the heating mode, the heat pump is supplied by
the deep borehole, Fig. 4(C). For our pilot in Zurich
we expect temperatures around 15 ◦C. These tem-
peratures will easily maintain a temperature-lift of
less than 20 K. This will in turn guarantee a min-
imum COP of 8. In the heating mode, the decen-
tralized air systems Fig. 4(H), with their small size,
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only condition the air to a minimal comfortable tem-
perature, thus reducing the exergy losses associated
with using air as a heat transport medium.

Figure 4: Operation of the system during the heat-
ing season. Capital labels correlate to lower-case
labels in Fig 3 where applicable. The deep bore-
hole (C) provides higher temperature base load heat
to the heat pump (D), which can be supplied with
a small amount of renewable energy (K) to produce
low temperature heating (L) provided to the thermal
mass (G) and decentralized air supply (H). The low
temperature hot water storage (E) provides hot wa-
ter which can be recovered for the heat pump (F).
The shallow borehole (M) can be regenerated by
cool temperatures captured by the PVT panesl (J).

During the heating season the hot water production
becomes the critical limiter to the heat pump per-
formance Fig. 4(E). There are a variety of means
of operation that we have included to maintain a
very low temperature-lift during hot water prepara-
tion. First of all, the hot water is prepared at only 40
◦C because this is the average usage temperature. It

is a direct loss of exergy to store it at higher tem-
peratures only for it to be mixed with cold water at
the usage point. Higher temperatures that are infre-
quently needed are achieved with electric boosters
as found in common dishwashers. This would also
be used to meet the brief temperature requirements
for elimination of Legionella. Higher temperature
anergy sources for hot water production are used
first, such as warm wastewater. Initially by sim-
ply capturing and briefly storing the warm wastew-
ater with its temperatures usually greater than 30 ◦C
a higher temperature is supplied to the heat pump.
This stochastic storage and capture has been mod-
eled and optimized using exergy analysis [5]. Also,
when considering the heating season, sunny peri-
ods should still achieve warm temperatures from the
PVT in the range of 30 ◦C, which can be used as an-
other supplement for hot water production. Finally,
exhaust air has been shown to be a useful potential
source for hot water production [1]. It should pro-
vide temperatures greater than 20 ◦C, which would
provide a final backup to insure a temperature lift of
less than 20 K.
During the heating season cold outside temperatures
are encountered with cool nights and longer over-
cast periods. Under these circumstances the PVT
panels can be used to regenerate the shallow bore-
hole by dissipating any excess heat that may have
increased the temperatureFig. 4(J,M). This may be
possible as well during warmer periods in the cool-
ing season when clear night sky temperatures pro-
vide a radiation sink that can be used to dissipate
heat directly following a warmer day. These poten-
tials are currently under investigation. The different
depths of the dual zone borehole not only provide
optimal temperatures, but they also provide inde-
pendent operation so that supply and regeneration
do not have to be as carefully balanced as with many
seasonal storage methods. This system facilitates
the optimal extraction, storage, and utilization of the
anergy sources.
During the cooling season, the system uses the
building thermal mass to provide high-temperature
cooling. Thus cooling is provided by removing heat
from the building, which is sent into the shallow
borehole, and is illustrated in Fig. 5.
For the cooling mode, the shallow borehole will
provide the average seasonal temperature of the re-
gion. For Zurich this is usually in the range of 8 ◦C,
and for the 100 m deep borehole of the B35 project
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the temperature should be around 10 ◦C, Fig. 5(M).
At this temperature, direct cooling of the structure
should be possible, Fig. 5(G). With the activated
thermal mass, a surface temperature of 18 ◦C pro-
vides high temperature cooling to the space, while
the 10 ◦C temperature can be used to achieve some
dehumidification if necessary. Again, the decentral-
ized air supply does not participate in actively cool-
ing the space, but rather on providing adequately
comfortable temperature air upon entry to the space,
Fig. 5(H).

Figure 5: Operation of the system during the cool-
ing season. Labels again correlate to Fig. 3 and 4
where applicable. The shallow borehole (M) ab-
sorbs heat to provide direct cooling at around 10 ◦C
(P) to the thermal mass (G) and decentralized air
supply (H). The deep borehole (C) is regenerated by
excess heat around 35 ◦C (O) absorbed by the PVT
panels (B), which can also be used by the heat pump
(D) to generate average temperature hot water (E)
with heat recovery (F).

Most important to consider during the warmer
weather of the cooling season is the regeneration
of the deep borehole. This is because the heating
demand in winter is generally greater than the cool-
ing demand in summer for Zurich as well as most
continental climates. The PVT panels will easily
provide warm enough temperatures to generate hot
water during summer, and the excess heat produc-
tion will be sent into the deep borehole to increase
the temperature for the heating season as demon-
strated by Fig. 5(B,O,D,C). Not only that, but the
heat extracted from the thermal mass can be used
to regenerate the warmer deep borehole as well.
Even overheating from radiation can be seen as an
anergy source. That excess radiation striking the
floor behind a window, shown by Fig. 5(G), can be
captured with an appropriately designed hydronic
system, thereby eliminating the potential of over-
heating and turning a potential source of exergy
destruction in the building cooling system into an
anergy store for the building heating system.
Finally, we must also consider that this operation
will require a robust control system. New control
systems such as digitalstrom are being developed
at the ETH (www.digitalstrom.org). This allows
for a very simple installation and advanced and ro-
bust control via readily available modern computing
power.

5. Expected Performance
The pilot project is expected to achieve a minimal
COP of around 8 as described. Nevertheless, it is
clear that much higher performance would be pos-
sible when higher anergy source temperatures are
achieved. We have already demonstrated that the
performance of these integrated systems outperform
generic passive house standards [7]. In this case the
pilot project will not have a heat demand less than
15 kWh/m2yr as required by the most high perfor-
mance passive standards, which look only at heat
demand. Instead, a heat demand of 36 kWh/m2yr is
achieved, but even if the estimated minimum COP
of 8 is achieved, this results in an exergy demand of
only 8 kWh/m2yr.
The great reduction in the required input facilitates
the use of renewable supply, which could be pro-
vided by the PVT panels. This system is still un-
der development in collaboration with various PV
manufacturers, and performance data of the actual
system has not been precisely measured yet. Cur-
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rently, development is toward newly developed cells
with efficiency in the range of 10-12%. This would
mean that with around 800 kWh/m2yr of solar ir-
radiation for Zurich (about a third of the potential
found in sunny regions), 80 kWh per m2 of panel
can be generated. Thus the floor space can be up to
10 times greater than the PVT installation space. In
other words, for a flat-roof PVT installation, up to
about 10 stories worth of heating could be supplied
with heating from renewable electricity combined
with a high-COP heat pump.
The potential multiplication of the electricity output
from the PV cells using a heat pump increases the
performance far beyond what is possible with solar
thermal units alone. With a COP of 8 and a PV effi-
ciency of 10%, 80% of the irradiation is transformed
into heat supply, and if a COP greater than 10 is
achieved, as has been already been shown experi-
mentally [16], then more than 100% is transferred
to heating. With our system operation for example,
a temperature lift of 10 K for PVT supply to hot wa-
ter production as shown in Fig. 5 should accomplish
a COP of about 15 according to Fig. 2.
For the hot water production itself, there is a large
savings potential from the simple change in the stor-
age temperature. At about 50 Liters of 60 ◦C hot
water per person per day for example in Switzer-
land [4], about 17 kWh per person per year are
needed to heat that water. If this can be supplied at a
lower average temperature, the temperature lift can
be reduced down to a range between 10 and 20 K.
This could improve the COP of the heat pump from
around 3-4 to around 8-15, bringing the exergy input
needed down by an order of magnitude compared to
natural gas or electric resistance heaters. Instead of
17 kWh, less than 2 kWh are needed for each per-
son’s annual hot water needs.
In general, the low exergy system design creates
a way to separate the various heating and cool-
ing demands from the actual input needed to create
them. By optimizing the anergy source temperature
and using exergy analysis on the supply system, a
new method arises to limit the primary energy de-
mand without needing excess limits on transmission
heat losses. We can achieve very high performance
with walls that are not extremely thick. The B35
project has rather good thermal performance at 36
kWh/m2yr for heating, which meets the Minergie
Standard, but it does not make sense to try to reach
the passive house or Miniergie P standard. Instead,

with walls that are less than 35 cm thick, a primary
energy demand is achieved that can easily be met
with renewable energy supply. This is provided by
the high performance low exergy system, which cre-
ates more flexibility in the design of the structure
and reduces the material demand and usable space
reductions caused by excess insulation.

6. Conclusion
We have presented a review of low exergy systems.
The concept of exergy and anergy have been ex-
tended to instigate a better method of building de-
sign. Examples of results of these design practices
have been presented in the form of various technolo-
gies. These are being implemented in an integrated
system that minimizes the temperature-lift of a high
COP heat pump. The concept is being piloted in the
B35 project in Zurich, www.viagialla.ch.
We have shown how the performance of such an in-
tegrated system is expected to be very high. It out-
performs passive house constructions by eliminat-
ing the direct restriction placed on design by build-
ing heat demand. Heat demand can potentially be
supplied by the heat pump system with very high
COP, thus making the heat demand itself easily sup-
plied by a small amount of exergy input in the form
of renewable electricity. This active system perfor-
mance creates a wider range of design possibilities.
We have presented a broad review of both devel-
oped, and potential low exergy building systems.
The principle component is the heat pump. The lack
of a market for very low temperature-lift heat pumps
in the building sector is a major obstacle. Neverthe-
less, there is no reason why these machines would
not be thermodynamically feasible. The collabora-
tion between the ETH Zurich and HSLU Horw will
hopefully lead to a more rapid development in this
field with a first prototype heat pump due in 2010.
The B35 project will also be completed by 2011.
Testing and results from some preliminary pilots of
these technologies that are not on the market yet will
be very valuable when completed.
Development of low exergy building systems will
increase the palette of tools available to building ar-
chitects and engineers to create buildings that have
low energy and exergy demand. These new systems
and methods will lead to building construction and
operation that generates a minimal amount of CO2
emissions, and will move us down the path toward
zero emissions for the building sector.
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Nomenclature
COP Coefficient of Performance

T temperature of hot source or sink (K)

Q heat (W)

W work = exergy (W)

Ex exergy = work (W)

An anergy (W)

Greek Letters

η efficiency

Subscripts and superscripts

Carnot Ideal irreversible performance

hot hot source or sink

cold cold source or sink
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Abstract:  This paper presents exergy analysis of a coupled power-refrigeration cycle, which 
eliminates the requirement of electrical power for driving the compressor of the compression 
refrigeration cycle. The coupled cycle which uses R-245ca as the working fluid in topping power loop 
and bottoming refrigeration loop have been assessed with different combinations with recuperator, 
reheater and economizer. Energy analysis shows that for condenser temperature of 30-42°C and 
recuperator effectiveness of 0.7-0.9, the overall COP of the coupled cycle with recuperator increases 
by 19.5-50.7% and by 41.6-59.3% in the cycle with recuperator, reheater and economizer as compared 
to the simple cycle. Overall exergy destruction for coupled power-refrigeration cycle varies in the range 
11.14 to 20.75 kJ per kg of refrigerant through evaporator. For the same condenser temperature and 
recuperator effectiveness, overall exergy destruction for the cycle with recuperator varies from 14.03 to 
26.00 kJ per kg of refrigerant through evaporator (~26% higher) and for the cycle with recuperator, 
reheater and economizer varies from 14.70 to 27.48 kJ per kg of refrigerant through evaporator (~32% 
higher). The overall second law efficiency for coupled power-refrigeration cycle is found to be in the 
range of 16.81-38.03%, whereas for the cycle with recuperator and the cycle with recuperator, reheater 
and economizer, it varies in the ranges of 20.42- 40.28% and 20.77-39.58% respectively. Hence, the 
coupled power-refrigeration cycle with recuperator is recommended for commercial adoption since the 
incorporation of reheater and economizer brings performance improvement of the installation 
marginally that does not justify the increase in capital cost and design complexity. 

Keywords:  Energy, Exergy, Second Law Efficiency, Exergy Destruction, Overall Cycle. 

1. Introduction 
The environmental issues of ozone depletion and 
global warming have forced the refrigeration 
based industries to direct the research trend in 
search of alternative refrigerants and alternative 
technologies [1]. Refrigeration and air 
conditioning today represent about 10% of the 
total energy demand and hence a small change will 
have a sizeable global impact [1]. The enactment 
of Montreal and Kyoto Protocols emphasized the 
need of using renewable energies like solar, wind, 
biomass and geothermal heat as well as recovery 
of industrial waste heat to generate electricity [2-
4]. The Organic Rankine cycle (ORC) is a 
promising process for conversion of low and 
medium temperature heat to electricity. The ORC 
is a Clausius-Rankine Cycle in which an organic 
fluid is used instead of water-steam [5-11]. Due to 
the great advantage of the ORC to use renewable 
energies, many innovative concepts coupling the 
ORC processes are being developed [11]. One 
such system is a coupled organic Rankine and 
compression refrigeration cycle which completely 

eliminates the requirement of electrical power for 
driving the compressor. The coupled cycle uses 
the same working medium in topping power loop 
and bottoming refrigeration loop. Such a coupled 
cycle is energy effective system as the vapour 
turbine could be made to drive the compressor of 
the refrigeration cycle and the boiler feed pump 
[12-15]. 
Several fluids have been studied for ORC 
applications. The selection of working fluid plays 
a significant role for the use of ORC and is 
determined by the application and the waste heat 
level. Refrigerants are good candidates for ORC 
applications because of their low-toxicity 
characteristics [4, 10-11, 16-22]. CFCs and 
HCFCs are being phased out under the Montreal 
Protocol. Studies reveal that halogenated ethane R-
123, R-134a, and pentafluropropane R-245ca are 
substances suitable for obtaining high thermal 
efficiency. The chlorine in R-123 has only 2% of 
the ozone depletion potential of traditional CFCs. 
R-123 is supposed to be phased out by 2030 in 
industrialized countries and by 2040 in developing 
countries. Though R-134a does not contain the 
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chlorine, responsible for ozone depletion, it has 
been included in the Kyoto agreement as a 
candidate for phase-out due to its global warming 
potential [10, 16-23]. Therefore, considering the 
cycle efficiency and environmental issues, R-
245ca has been opted as a working medium in the 
coupled power-refrigeration cycle. 
Dubey et al. [24] have analyzed the coupled ORC 
and compression refrigeration cycle along with 
performance augmentation by well known 
technologies of recuperation and reheating based 
on the principles of conservation of energy. Many 
researchers have suggested that the impact of 
energy use on the environment and the 
achievement of increased resource utilization 
efficiency and the economics of energy systems 
are best addressed by considering exergy [25-31]. 
Consequently, many methodologies based on 
exergy have been developed, e.g., exergy analysis 
for improving the efficiency of energy systems and 
exergoeconomics for improving the economics of 
energy systems. Exergy analysis helps in locating 
system non-idealities that are not identified or 
misevaluated by energy analysis. In essence, 
exergy analysis consists of using the first and 
second laws together for the purpose of analyzing 
the performance in the reversible limit and for 
estimating the departure from this limit [12,25-31]. 
The objective of this paper is to make component 
wise and overall cycle exergy analysis of a 
coupled power-refrigeration cycle along with 
modifications to provide an efficient, alternative 
cooling technology which uses renewable energy 
sources for its operation. Thermodynamic states at 
all salient points of the coupled cycle are evaluated 
using the refrigerant properties from NIST 
Database REFPROP Version 8.0 [32]. Simulation 
is carried out to investigate the effect of operating 
parameters for performance evaluation. 

2. Basics of Exergy Analysis 
Exergy is defined as the maximum amount of 
work which can be produced by a system or a flow 
of matter or energy as it comes to equilibrium with 
a reference environment [25-30]. Unlike energy, 
exergy is destroyed, due to non-idealities or 
irreversibilities in any real process. The exergy 
destruction during a process is proportional to the 
entropy created due to irreversibilities associated 
with the process. In absence of magnetic, 
electrical, nuclear, surface tension effects, and 
considering the system is at rest relative to the 

environment, the total exergy of a system can be 
written as 
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If there is single inlet and exit, steady state form of 
exergy rate balance becomes 
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The exergetic efficiency II of a component is 
defined as the ratio between exergetic values of 
product and fuel, i.e.  
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Examples of II  for several different types of plant 
components can be found in [25, 26, 29, 35]. The 
exergy destruction rate within the kth system 
component is obtained from the exergy balance as:  
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Exergy destruction is caused by effects such as 
chemical reaction, heat transfer through a finite 
temperature difference, mixing of matter at 
different compositions or states, unrestrained 
expansion, and friction.  
The exergy destruction ratio )( ,kDy compares the 
exergy destruction in the kth component with the 

fuel exergy supplied to the overall system )( ,
.

totFE  
[26-27, 29-31, 33-36], i.e.,  

totFkdkD EEy ,
.

,
.

,    (5) 

3. Exergy Analysis of the Cycles 
3.1. Assumptions 
Following assumptions are made to develop the 
simplified thermodynamic model for energy and 
exergy analyses of the considered cycles.  
 Steady state control volume. 
 No pressure drop across the heat exchangers. 
 Environment is regarded as a simple 

compressible system, large in extent, uniform at 
oT 25oC and op 1atm. 

 The pct &,,  are assumed constant within 
realistic limits. 

 Condenser subcooling of 5oC. 
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 The refrigerant vapours are dry-saturated at the 
suction of the compressor. 

 Heat addition in the boiler is externally 
reversible.  

3.2. Coupled Power-Refrigeration Cycle 
(CPR Cycle) 

 

Fig. 1. Schematic diagram of CPR cycle 

 

Fig. 2. T-s diagram of CPR cycle 

The schematic and T-s diagram of the coupled 
power-refrigeration (CPR) cycle are shown in 
Figs. 1 and 2 respectively. In the refrigeration 
cycle, dry-saturated refrigerant vapours from the 
evaporator flows into the compressor, and then is 
discharged into the condenser. The subcooled 
liquid refrigerant from the condenser returns to the 
evaporator through the expansion valve to 
complete the cycle. In the power cycle, the 
subcooled refrigerant from the condenser is 
pressurized by the boiler feed pump, and is heated 
at constant boiler pressure. It then returns to the 
condenser after flowing through the turbine to 
complete the cycle. The work required for the 
compressor of the bottoming refrigeration loop 
and boiler feed pump of topping power loop are 
supplied from the work produced at the turbine. 
3.2.1. Energetic Modeling   
Thermodynamic states at all salient points are 
evaluated considering the input data as: 

sateT , 6oC, c 0.73, satcT , 30-42oC, subcT , 5oC, 

p 0.7, bp 4-8 MPa, bT 220-300oC,and 

t 0.8. Assuming that pump shaft is connected to 
the turbine, the ratio of the fluid flows through the 
power and refrigeration loop allows the turbine to 
produce just enough power to drive the 
compressor and boiler feed pump. Therefore,  

5687

12

hhhh
hh

m
m

r

t  (6) 

COP of the refrigeration cycle is the ratio of the 
cooling produced to the input energy required to 
operate the system, i.e., the heat supplied in the 
boiler. Overall COP of the cycle then becomes,  

67

41

hhm
hh

COP
t

overall   (7) 

Mean temperature of heat addition,  

67 ss
q

T b
bm  (8) 

3.2.2. Exergetic Modeling 
The Fuel, Product, and Loss for the each 
component as well as for overall cycle required are 
summarized in Table 1. Special considerations are 
applied to devices such as the throttle valve, the 
condenser, and the evaporator. In case of the 
throttling valve, its product is not readily defined if 
it is considered in isolation [12, 29]. Therefore, 
evaporator assembly is considered consisting of 
condenser, expansion valve and evaporator as the 
control volume. Product of the overall cycle is the 
exergy associated with the cooling effect per kg of 
refrigerant through evaporator. Exergy associated 
with the heat supplied in the boiler per kg of 
refrigerant through evaporator is considered as 
fuel. 

Table 1. Product, Fuel and Loss for CPR Cycle 
Control 
Volume 

Product Fuel Loss 

Compressor 12 ff ee  12 hhwc  - 

Evaporator 
Assembly 14

01 hh
T
T

e 58

12

fft

ff

eem
ee

 c
cm

q
T
T01

Boiler Feed
Pump 56 fft eem  56 hhmt  - 

Boiler 67 fft eem  b
bm

q
T
T01  - 

Turbine 87 hhmt  87 fft eem  - 

Overall  
Cycle 14

01 hh
T
T

e
b

bm
q

T
T01  c

cm

q
T
T01
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3.3. Coupled Power-Refrigeration Cycle 
with Recuperator (CPRR Cycle) 

 

Fig. 3. Schematic diagram of CPRR cycle 

The schematic diagram of the CPRR cycle is 
shown in Fig. 3. The recuperator between the 
boiler feed pump and boiler maximizes the 
temperature difference of two heat exchanging 
fluid streams. The working fluid at the outlet of 
the boiler feed pump is heated by the turbine 
exhaust, increasing the mean temperature of heat 
addition and reducing the heat to be supplied in the 
boiler, thus improving the performance based on 
the first law of thermodynamics. The 
thermodynamic analysis of this cycle is not 
presented since they are the same as that of the 
CPR cycle except for the recuperator. 

3.4. Coupled Power-Refrigeration Cycle 
with Recuperator, Reheater and 
Economizer (CPRRRE Cycle)  

 

Fig.4. Schematic diagram of CPRRRE cycle 

Refer to schematic and T-s diagram of a coupled 
power-refrigeration cycle with recuperator, 
reheater and economizer (CPRRRE) in Figs 4 and 
5 respectively. Thermodynamic states at all salient 
points are evaluated considering the input data as: 

sateT , 6oC, 1c 0.73, econT 25oC, 

2c 0.77, satcT , 30-42oC, subcT , 5oC, p 0.7, 
0.7-0.9, bp 4-8 MPa, bT 220-300oC, 

1t 0.8, and 2t 0.8. 

 

Fig.5. T-s diagram of CPRRRE cycle 

3.4.1. Energetic Modeling 
The cycle is analyzed in the ranges of boiler exit 
pressure and temperature values with the same 
boiler and reheater exit temperatures. The 
discharge pressure of the high pressure turbine is 
one of the critical parameters to augment 
performance of the CPRRRE cycle, the optimum 
value of which is calculated using [37, 38]: 

brh pp 25.0  (9) 

The recuperator effectiveness is defined as [39],  

)()( cihihohi tttt     (10) 

For unit mass flow in the evaporator, the mass 
flow in the 2nd stage compressor is obtained from, 

63 11 xm  (11) 

Since turbine work is directly supplied to the 
compressor and boiler feed pump, mass flow 
required for turbines per kg of refrigerant through 
the evaporator can be written as,  

91015141312

34312
9 hhhhhh

hhmhh
m  (12) 

Overall COP of the whole cycle is,  

131411129

81

hhhhm
hh

COPoverall  (13) 

3.4.2 Exergetic Modeling 
Product, Fuel and Loss for each component as well 
as for the overall cycle are summarized in Table 2. 
Boiler assembly consists of boiler and reheater. 
The exergy destruction of the whole cycle is the 
sum of the exergy destruction of individual 
components of the cycle.
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Table 2 Product, Fuel and Loss for CPRRRE Cycle 
Control Volume                    Product                               Fuel       Loss 
1st Stage 
Compressor 12 ff ee  121 hhwc  - 

Evaporator 
Assembly 18

01 hh
T
T

e

 916934312 ffffff eemeemee  c
cm

q
T
T01  

2nd Stage 
Compressor 343 ff eem  3432 hhmwc  - 

Boiler Feed 
Pump 9109 ff eem  9109 hhm  - 

Recuperator 10119 ff eem  16159 ff eem  - 

Boiler Assembly 1314911129 ffff eemeem  rh
rhm

b
bm

q
T
T

q
T
T 00 11  - 

1st Stage Turbine 13129 hhm  13129 ff eem  - 
2nd Stage Turbine 15149 hhm  15149 ff eem  - 

Overall Cycle 18
01 hh

T
T

e

 rh
rhm

b
bm

q
T
T

q
T
T 00 11  c

cm

q
T
T01  

4. Results and Discussion 
The performance of the CPR cycle has been 
investigated at different boiler pressures, turbine 
inlet temperatures, condenser temperatures and 
recuperator effectiveness. Energy analysis shows 
that overall COP for the CPR cycle varies in the 
range of 0.77-1.50. Figure 6 presents the variation 
of overall COP with boiler pressure for different 
turbine inlet temperatures at satcT , 30oC. In CPRR 
cycle with recuperator effectiveness of 0.7-0.9, an 
improvement in overall COP from 0.77-1.50 to 
0.92-2.26 is observed, whereas in the CPRRRE 
cycle, an improvement in overall COP in the range 
of 1.09-2.39 is obtained. Hence, for the considered 
parametric range, the overall COP is increased by 
19.5-50.7% and by 41.6-59.3% in the CPRR cycle 
and the CRPRRE cycle respectively, indicates 
effective utilization of the available energy at the 
exit of turbine in increasing the mean temperature 
of heat addition in the boiler. The CPRRRE cycle 
gives the added advantages of reheating, 
multistage compression and multistage expansion. 
Here, comparison of overall COP for CPRR and 
CPRRRE cycles at satcT , 30oC, 0.9 is shown 
in Fig. 7. 
Component wise exergy analysis of CPR cycles 
show that exergy destruction for compressor and 
evaporator assembly increases with increase in 
condenser temperature and is constant with 
increase in boiler pressure and turbine inlet 
temperature at a particular condenser temperature. 

Condenser temperature 30 oC

Boiler pressure (MPa)

3 4 5 6 7 8 9

O
ve

ra
ll 
C
O
P

1.32

1.34

1.36

1.38

1.40

1.42

1.44

1.46

1.48

1.50

1.52

Turbine inlet temperature 220 oC
Turbine inlet temperature 240 oC
Turbine inlet temperature 260 oC
Turbine inlet temperature 280 oC
Turbine inlet temperature 300 oC  

Fig. 6. Overall COP vs boiler pressure for CPR cycle 

Condenser Temperature 30 oC, Recuperator Effectiveness 0.9 

Boiler pressure (MPa)

3 4 5 6 7 8 9

O
ve

ra
ll 
C
O
P

1.6

1.8

2.0

2.2

2.4

2.6

Turbine inlet temp. 220 oC for cycle with recuperator
Turbine inlet temp 240 oC for cycle with recuperator
Turbine inlet temp. 260 oC for cycle with recuperator
Turbine inlet temp. 280 oC for cycle with recuperator
Turbine inlet temp. 300 oC for cycle with recuperator
Turbine inlet temp. 220 oC for cycle with recuperator, reheater and economizer
Turbine inlet temp. 240 oC for cycle with recuperator, reheater and economizer
Turbine inlet temp. 260 oC for cycle with recuperator, reheater and economizer
Turbine inlet temp. 280 oC for cycle with recuperator, reheater and economizer
Turbine inlet temp. 300 oC for cycle with recuperator, reheater and economizer  

Fig.7. Overall COP vs. boiler pressure for CPRR and 
CPRRRE cycles 

The exergetic efficiency for compressor remains 
constant with increase in bp and bT  at the same 

satcT , and it rises with increase in satcT , . For 
evaporator it decreases with increase in bT at 
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constant satcT , and bp whereas it increases with 
increase in bp at constant satcT , and bT . Lower 
values of the exergetic efficiencies are found at 
higher satcT , for evaporator assembly. For turbine, 
the exergetic efficiency decreases with increase in 

bT at a particular satcT , and bp and it increases with 
increase in bp at a constant satcT , and bT . The 
exergy destruction for boiler feed pump and 
turbine decreases with increase in bT at constant 

satcT , and bp , however more exergy destruction is 
observed at higher bp at particular satcT , and bT . 
For boiler feed pump, it remains constant for all 
the bT  at a particular satcT ,  and bp . It increases 
with increase in satcT , at constant bp and bT .  
Comparison of overall exergy destructions and the 
overall cycle exergetic efficiencies for CPR cycles 
are shown in Figs. 8 and 9 respectively. The data 
sets satcbb TTp ,::  in (MPa:oC: oC) for these plots 
are: 1st – (8:220:30), 2nd – (8:220:42), 3rd – 
(8:300:30), 4th – (8:300:42), 5th – (4:220:30), 6th – 
(4:220:42), 7th – (4:300:30), and 8th – (4:300:42).  
Overall exergy destruction reduces with increase 
in bT at a constant bp  and satcT ,  and increases with 
increase in bp  at a constant satcT ,  and bT . As seen 
in Fig. 8, the overall exergy destruction for CPRR 
cycle and CPRRRE cycle are higher than that of 
CPR cycle as the recuperator contributes 
additional exergy destruction. However, 
insignificant difference in overall exergy 
destruction is found between the CPRR cycle and 
CPRRRE cycle. Overall exergy destruction for 
CPR cycle varies in the range 11.14-20.75 kJ per 
kg of refrigerant through evaporator for satcT , 30-
42oC. In the same parametric condition, overall 
exergy destruction, in kJ per kg of refrigerant 
through evaporator, varies from 14.03 to 26.00 for 
the CPRR cycle and from 14.70 to 27.48 for 
CPRRRE cycle, which are @26% and @32% 
higher than that for the CPR cycle respectively. 
The overall cycle exergetic efficiency decreases 
with rise in bT at a particular bp  and satcT ,  and 
increases with increase in bp at constant satcT ,  
and bT . It decreases with increase in satcT , at a 
constant bp and bT . Its value is found to be in the 
range of 16.81-38.03%, 20.42- 40.28%, and 20.77-
39.58% for CPR cycle, CPRR cycle, and CPRRRE 
cycle respectively. Higher overall second law 

efficiency for CPRR and CPRRRE cycles as 
compared to CPR base cycle at the same 
parametric conditions is due to the reduction in 
exergy corresponding to the heat supplied. 
However, as shown in Fig. 9, this difference 
between the CPRR cycle and CPRRRE cycle is 
insignificant. Fluctuations in overall exergy 
destruction and overall second law efficiency as 
shown in Figs. 8 and 9 are due to the variation in 
one of the operating parameters in the considered 
data sets. Considering the design complexity and 
cost, CPRR cycle is recommended over the 
CPRRRE cycle for commercial adoption as there 
is insignificant difference in the exergetic 
efficiencies and overall exergy destructions 
between them. 
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 Fig. 8. Comparison of overall exergy destruction for 
CPR cycles 
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Fig. 9. Comparison of overall second law efficiencies 
for CPR cycles  

5. Conclusions 
The exergy analyses of a coupled power-
refrigeration cycle with its two modified 
configurations have been carried out and 
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presented. Based on the results obtained from the 
analyses, the following key conclusions are drawn: 
 Within the considered parametric range, the 

overall COP increases from its base cycle (i.e. 
CPR) by @ 50% in CPRR cycle and by @ 60% 
in CPRRRE cycle. 

 Overall cycle exergy destruction and exergetic 
efficiency decrease with increase in turbine 
inlet temperature at a constant boiler pressure 
and condenser temperature and increases with 
increase in boiler pressure at a constant 
condenser and turbine inlet temperature. 
However, these differences between the CPRR 
cycle and CPRRRE cycle are insignificant.  

Hence, the coupled power-refrigeration cycle with 
recuperator (CPRR) can be recommended for 
commercial adoption since the incorporation of reheater 
and economizer brings marginal performance 
improvement and does not justify the increase in capital 
cost and design complexity.  

Nomenclature 
sh;  enthalpy, kJ/kg; entropy, kJ/kg-K  

e  specific exergy, kJ/kg 
p  pressure, Mpa 

T  temperature, K 
m  mass flow rate, kg/s 

Qq,  specific and total heat transfer, kJ/kg & kJ 

W      work transfer 
Greek symbols 

 efficiency 

 effectiveness  
Subscripts and superscripts 

CHPH ,  physical, chemical 
subsat;  saturated; subcooled 
ptc ,,  compressor, turbine, pump 

b  boiler, boiler exit (or turbine inlet) 
C            condenser 
D  destruction (exergy) 
f            flow 

o            environment 
P           product 
F           fuel 
L            loss 
rh          reheater 
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0-*+.)!*.!3(!*0A()!;+:(-*<4!@+*'.>*!-.)/+;(:+)1!*'(!
.>*?>*!,(0/>:(,()*B!I)!:(0<+*4!0!,.;(<!+/!,.:(!.:!
<(//! +)0-->:0*(=! /.! *'(!?:(;+-*+2(!-.)*:.<<(:!'0/! *.!
(/*03<+/'!0!*:0;(F.99!3(*@(()!*'(!>);(:/*0);+)1!.9!
*'(!?:.-(//!/*:>-*>:(!0);!*'(!;0*0!?:.2+;(;!34!*'(!
/()/.:/B!&.!*'+/!();=!0!-<./(;!<..?!-.)*:.<!+/!>/(;B!
&'(! ?:(;+-*+.)! .9! 9>*>:(! -'0)1(/! 0*! *'(! ?:.-(//!
.>*?>*! +/! 30/(;! .)! 0)! +)*(:)0<! ,.;(<! @'+-'! +/!
+)-.:?.:0*(;! +)*.! *'(! -0<-><0*.:B!J(:(! 9.:,><0! "#%!
+/! >/(;! 0/! +)*(:)0<! ,.;(<! @'(:(0/! 10+)! .:! *+,(!
-.)/*0)*! 0:(! -0<-><0*(;! 0--.:;+)1! *.! *'(! 03.2(!
,()*+.)(;!9.:,><0(B!&'(!><*+,0*(!.3K(-*+2(!.9!*'(!
-.)*:.<!/4/*(,!+/!*.!;(*(:,+)(!0!9>*>:(!0-*+.)!"*+%!
*'0*!@+<<!0<<.@!*'(!?:(;+-*+.)!*.!:(0-'!*'(!/(*!?.+)*!
",%! 0*! *'(! ();!.9! 0! *+,(!?(:+.;! :(9(::(;! *.! 0/! *'(!
-.+)-+;()-(!'.:+L.)B!!

M(*!?.+)*!

N(0/>:(;!
20<>(!
I)*(:)0<!,.;(<!
.9!*'(!
O20?.:0*.:!

>-!

O20?.:0*.:!

P(!
(!
&;(

-.,/0*1+"2&134/
54&+6/(&7/-0,/

E!
Q0<2(!

N+R(;F@0*(:!!-+:->+*!

:(9:+1(:0)*!
9<.@!:0*(!

/(**+)1!20<>(!

S(9:+1(:0)*!-+:->+*!

!"#$%&#'$

!
0289/:9/ /;+$<%3"2+/7<=7<><1"3"2&1/&(/>*=<7$<3"/+&1"7&4/

(&7/-0,/

&'(!CDE!'0/!3(()!+,?<(,()*(;!34!?:.1:0,,+)1!0!
9>)-*+.)0<! 3<.-A! +)! 0)! +);>/*:+0<! C:.1:0,,03<(!
T.1+-! E.)*:.<<(:! "CTE%=! ,0;(! 34! M-')(+;(:F
O<(-*:+-B! I*! '0/! 3(()! +)-.:?.:0*(;! +)!OOQ! +)/*(0;!
.9! *'(! .:+1+)0<! CIU! -.)*:.<<(:! ?0-A01(=! 0/!

;(/-:+3(;! +)! D+1BVB! I*! -0)! 3(! /'.@)! *'0*! *'(!
,(0/>:(,()*! .9! *'(! (20?.:0*.:! .>*<(*! ?:(//>:(!
"?-%!+/!>/(;!*.!;(*(:,+)(!*'(!:(9:+1(:0)*!/0*>:0*+.)!
*(,?(:0*>:(! "@>3"%B! &'+/! 20<>(! +/! *'()! />3*:0-*(;!
9:.,! *'(! :(9:+1(:0)*! .>*<(*! *(,?(:0*>:(! "@('&%! +)!
.:;(:!*.!-0<-><0*(!*'(!/>?(:'(0*B!

0"$%12$+-$&'34/5+'$+6'$*-.('.7).3$
8&'774&'$

0"9"$%6:7)*5/$;-('/$
8!/+,+<0:!0??:.0-'!*.!*'(!.)(!;(/-:+3(;!+)!/(-*+.)!
7B#! '0/! 3(()! >/(;! 34! *'(! 0>*'.:/! G#7HB! M+)-(! 0!
/?(-+9+-! '(0*! (R-'0)1(:! +/! >/(;! *.! 1()(:0*(!
/>3-..<+)1! "D+1B#%=! +*! '0/! 3(()! 0//>,(;! *'0*! 0!
)(1<+1+3<(!/>3-..<+)1!.-->:/!+)!-.);()/(:B!&'()!+*!
'0/! 3(()! ;+2+;(;! +)*.! *@.! -.)*:.<! 2.<>,(/B! &'(!
?:.?(:*+(/!.9!*'(!:(9:+1(:0)*!0*!*'(!-.,?:(//.:!+)<(*!
"?-!0);!@('>*%!0:(!-.)/+;(:(;!0/!+)?>*!;0*0!0);!*'(!
0+,!.9!*'(!,.;(<!+/!*.!-0<-><0*(!*'(!20<>(!.9!@0*(:!

,0//!9<.@!:0*(!" )%
%

%!*'0*!+/!:(W>+:(;!*.!.3*0+)!*'(!
;(/+:(;!20<>(!.9!A-B!O)*'0<?4!0*!-.);()/(:!+)<(*!+/!
;(*(:,+)(;! 34! >/+)1! *'(! +)*(:)0<! +/()*:.?+-!
(99+-+()-4! .9! *'(! :(-+?:.-0*+)1! -.,?:(//.:B! &'(!
:(9:+1(:0)*! ,0//! 9<.@! :0*(! +/! (/*+,0*(;! 34! >/+)1!
(W>0*+.)!"$%!0);!-0<-><0*+.)/!0:(!+)+*+0<+L(;!@+*'!0!

1+2()!20<>(!.9! )%
%

B!&'(!()(:14!30<0)-(!+/!@:+**()!
9.:! (0-'! -.)*:.<! 2.<>,(=! *'()! *'(! @0*(:!
*(,?(:0*>:(! ?:.9+<(! +/! ;(*(:,+)(;B! &'(! <.1! ,(0)!
*(,?(:0*>:(!;+99(:()-(!,(*'.;! +/! 0??<+(;!.)! (0-'!
-.)*:.<!2.<>,(!*.!-0<-><0*(!'(0*!(R-'0)1(!/>:90-(!
0:(0/B!&'(! />:90-(! 0:(0! :(W>+:(;! 9.:! -.);()/0*+.)!
+/!*'()!-.,?0:(;!*.!*'(!?'4/+-0<!.)(!0);!*'(!+)+*+0<!

20<>(! .9! )%
%

!+/!,.;+9+(;! >)*+<! *'(! -.)2(:1()-(! +/!
:(0-'(;B!
&'(!-0<-><0*+.)!.9!@0*(:!9<.@!:0*(!+/!?(:9.:,(;!9.:!
*@.!;+99(:()*!20<>(/!.9!-.);()/+)1!?:(//>:(5!A-/B!
0);! A-/ =! 0);! *'(! -.);()/(:! 10+)! ,04! 3(!
(/*+,0*(;!345!

%%
#

))

+

%%

A-A-C 6

6
! !!"#V%!

&'(! *+,(! -.)/*0)*! +! +/! ;(*(:,+)(;! 0--.:;+)1! *.!
(W>0*+.)!"#7%!0);!0!-.)/*0)*!20<>(!.9!.)(!/(-.);!+/!
>/(;!*.!*0A(!+)*.!0--.>)*!*'(!*+,(!;(<04!@#+B!

0"#"$%&'()*+),'$*-.+&-/$
&'(! ?0:0,(*(:/! ;(/-:+3(;! +)! /(-*+.)! VB#! 0:(!
-0<-><0*(;! 0);! *:0)/,+**(;! *.! 0)! +);>/*:+0<! CTE!
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!"#$#% &'(% ")*% +##,% -./0#.#,1#23% 4"-*% &5(%

67,1$70*%1"#%8)08#%!"-6"%.7290)1#*%1"#%:9),1-1;%7<%

!)1#$%/)**-,=% 1"$79="% 1"#%67,2#,*#$%)*%2#*6$-+#2%

-,%'-=3%>3%

?#1%/7-,1%

@#)*9$#2%

8)09#%

A,1#$,)0%.72#0%
7<%1"#%

67,2#,*#$%

96%

(7,2#,*#$%

B6%

6%

426%

!"#$%&'()*+',-$
.-+(/$0+1$!%#$

(%
C)08#

D#<$-=#$),1%6-$69-1%

E)1#$%<07!%
$)1#%*#11-,=%

8)09#%

E)1#$%6-$69-1%

!"#

%

%*23$43$$5(678,)*($17917:7'),)*+'$+0$(+';7':*'2$
917::&17$(+')1+-$0+1$!%#$

!"#$%&#'()#*((+,-.#*/0/*,12#*(-1)(+#
!"3"#$425,*/+#6(78+#
47%)2F9*1%1"#%<$##G-,=%/71#,1-)0H%1"#%6")$)61#$-*1-6*%

7<% !)1#$% ),2% ),1-<$##G#%.-I19$#% <07!% J <8
!

H% 4!H-% H%

4!H7K% )$#% 67,*-2#$#2% )*% -,/91% 2)1)% ),2% 1"#% )-.% 7<%

1"#% .72#0% -*% 17% 6)0690)1#% 1"#% 8)09#% 7<% 1"#%

$#<$-=#$),1% .)**% <07!% $)1#% J 08
!

K% 17% 7+1)-,% 1"-*%

6770-,=% 6)/)6-1;% ),2% .)-,1)-,% )% $#:9-$#2%

*9/#$"#)13%()0690)1-7,*%)$#%-,-1-)0-G#2%!-1"%)%=-8#,%

8)09#% 7<% =!% -,% 7$2#$% 17% #*1-.)1#% 1"#% $#<$-=#$),1%
#,1")0/-#*% )1% #8)/7$)17$% -,0#1% ),2% 7910#1% J'-=3% LK3%

4"#,%1"#%#,#$=;%+)0),6#%-*%!$-11#,M%

" #
" #*>0+>0

+><*><<<
0 66

??#98
8 $

!
!

%%%%%%% %JN>K%

A1% -*% ,#6#**)$;% 17% 6"#6O% 1")1% 1"#% 6)0690)1#2% .)**%

<07!%$)1#%+#07,=*% 17% 1"#%67./$#**7$%2-*/0)6#.#,1%

$),=#M%

% &8,@8*'0 A3#B->A3#B-8 PN
!

% JNQK%

E"#$#% R.-,% ),2% R.)I% 67$$#*/7,2% $#*/#61-8#0;% 17%

1"#% .-,-.9.% ),2% .)I-.9.% $71)1-7,)0% */##23% A<%

1"#% 6)0690)1#2% <07!% $)1#% -*% 791*-2#% 1"-*% $),=#% 1"#%

-,-1-)0%8)09#%7<%=!%")*%17%+#%6"),=#23%%
4"#%*).#%.72#0%1"),%1"#%7,#%2#*6$-+#2%-,%*#61-7,%

S3N% -*% 1"#,% 9*#2% 17% 6)0690)1#% "#)1T1$),*<#$% -,% 1"#%

#8)/7$)17$H% ),2% 1"#%8)09#%7<%=!% -*%.72-<-#2%9,1-0%
1"#% 67,8#$=#,6#% -*% $#)6"#23% '$7.% 1"#% 6)0690)1#2%

8)09#% 7<% 1"#% $#<$-=#$),1% .)**% <07!% $)1#% )% 07=-6)0%

,9.+#$% 7<% 7/#$)1-,=% 6;0-,2#$*% J,K% -*% 2#296#23%

4"#,% 1"#% 67./$#**7$% $71)1-7,)0% */##2% JRK% -*%

2#1#$.-,#2%)667$2-,=%17%#:9)1-7,%JLK3%

U*%.)**% <07!% $)1#% ),2% -,0#1% 1#./#$)19$#%7<%!)1#$%

),2%),1-<$##G#%.-I19$#%)$#%67,*-2#$#2%)*%67,*1),1H%

1"#% 6)0690)1-7,% 7<% ,% ),2% R% -*% /#$<7$.#2% <7$% 1!7%

2-<<#$#,1% 8)09#*% 7<% 7910#1% 1#./#$)19$#M%
V

+><? %),2%

+><? H%),2%1"#%=)-,%-*%#*1-.)1#2%+;M%

$
A#B-'A#B-'
C??D

E +><+><
(( VV

V

%%% JNWK%

!"#$#%#B-%$#/$#*#,1*%1"#%*-G#%7<%7,#%6;0-,2#$3%
4-.#% 67,*1),1% ),2% 1-.#% 2#0);% )$#% 2#1#$.-,#2% )*%

#I/0)-,#2%-,%*#61-7,%S3N3%

!"9"#$)87,*1,:8#*(-1)(+#
U*% /$#8-79*0;% .#,1-7,#2H% 1"#% )+78#% /)$).#1#$*%

)$#%6)0690)1#2%),2%1$),*.-11#2%17%),%-,29*1$-)0%&5(%

!"#$#%&'(%")*%+##,% -./0#.#,1#23%4"-*%&5(%")*%

+##,%-,67$/7$)1#2%-,%1"#%$#6-/$76)1-,=%67./$#**7$%

-,% 7$2#$% 17% *#0#61% 1"#% ,9.+#$% 7<% 6;0-,2#$% ),2% 1"#%

$71)1-7,)0% */##2% !"-6"% /$78-2#% 1"#% $#:9-$#2%

$#<$-=#$),1%<07!%$)1#3%

E)1#$%6-$69-1%

?#1%/7-,1

@#)*9$#2%
8)09#%

A,1#$,)0%.72#0%
7<%1"#%

67./$#**7$%

96%

B66%

66%

4266%

!"#$%&'()*+',-$
.-+(/$0+1$!%#$

(%
D#<$-=#$),1%
<07!%$)1#%

*#11-,=%8)09#%

$%&'#

X8)/7$)17$%

?/##2%),2%
/-*17,*%
8)$-)17$

D#<$-=#$),1%
6-$69-1%

%

%*23$F3$5(678,)*($17917:7'),)*+'$+0$(++-*'2$(,9,(*)B$
(+')1+-$0+1$!%#$

;"#<-8).2#5/:,-.5#=,14#/7:/-*87#
*(-1)(+#

Y,#% 7<% 1"#% )-.*% 7<% 1"-*% *192;% -*% 17% 67./)$#% 1"#%

#,#$=;% #<<-6-#,6;% 7<% 1"#% $#<$-=#$)1-,=%.)6"-,#% +;%

9*-,=M% J-K% ),% )28),6#2% 67,1$70% J&'(K% ),2% J--K% )%

*1),2)$2%67..#$6-)0%$#=90)1-7,%J?(DK3%

?7.#% #I/#$-.#,1*% !#$#% 67,2961#2% +;% 6"),=-,=%

1"#% 6770-,=% 6)/)6-1;% 7<% 1"#% $#<$-=#$)1-,=%.)6"-,#%

2#*6$-+#2% -,% *#61-7,% L3% 4"#*#% -,8#*1-=)1-7,*%!#$#%

6)$$-#2% 791% -,% 7$2#$% 17% -,8#*1-=)1#% 1"#% 67,1$70%

/#$<7$.),6#% -,%.)-,1)-,-,=% 1"#% *9/#$"#)1%),2% 1"#%

.-I#2T!)1#$% 7910#1% 1#./#$)19$#% )1% )% *#11-,=% 8)09#%

<7$% 2-<<#$#,1% 6770-,=% /7!#$3% 4"#% *).#% 1#*1-,=%

/$717670% !)*% 9*#2% 17% 67./)$#% &'(% ),2% ?(D3%
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!"#$%&' ()*+*' (*+(+,' ()*' -$."$/' 0)$--*#' 011-*/' ()*'
2$3*/456(*#'5)$0)'56+' )*6(*/'5$()' 6%' *-*0(#$06-'
)*6(*#'7#12'899'(1':;'<=>'?)*'1"(-*('(*2@*#6("#*'
01%/$($1%'1%'2$3*/456(*#'56+'+*('6('ABC>'D+'76#'6+'
()*' +"@*#)*6(' 01%(#1-' $+' 01%0*#%*/,' ()*' 6"()1#+'
)6E*'+)15%'$%'6'@#*E$1"+'@6@*#'F8GH'()6('IJC'$+'6'
-1(' 21#*' #1K"+(' 7#12' /$+("#K6%0*+' @1$%(' 17' E$*5'
()6%'6'+(6%/6#/'01%(#1--*#>'D+'6'01%+*."*%0*,' $('$+'
@1++$K-*' (1'#*/"0*'()*'+*(($%&'E6-"*' $%'6001#/6%0*'
5$()' 011-$%&' @15*#>' =)$-*,' 71#' LCM' (*+(+,' ()*'
+"@*#)*6('56+'+*('6('NBC>''

'
!"#$%&$%'()*"#(*+,"-#%.+/0"-(%/1-,*122(3%4",0%56'%

J$&"#*'O' +)15+' ()*'K*)6E$1"#'17' ()*' #*7#$&*#6($%&'
260)$%*' 5)*%' LCM' 01%(#1-' $+' "+*/>' ?)$+' 7$&"#*'
710"+*+'1%'6'011-$%&'@15*#'E6#$6($1%'7#12'899' (1'
;9' <=>' P(' 06%' K*' %1($0*/' ()6(' ()*' 2$3*/456(*#'
1"(-*(' (*2@*#6("#*' 6%/' ()*' +"@*#)*6(' 6#*'/$77*#*%('
7#12' +*(' @1$%(+Q' ()*' /$+0#*@6%0R' #*60)*+' 89S' 71#'
%12$%6-'-16/'6%/':;S'71#'@6#($6-'-16/>'

'
!"#$%7$%'()*"#(*+,"-#%.+/0"-(%/1-,*122(3%4",0%8!6%

T%' ()*' 01%(#6#R,' J$&>N' $%/$06(*+' ()6(' K1()'2$3*/4
56(*#' (*2@*#6("#*' 6%/' +"@*#)*6(' 6#*' #6()*#' ()*'
+62*' ()6%' +*(($%&' E6-"*+' 5)*%' IJC' $+' "+*/>'
?)6%<+' (1' ()$+' K*)6E$1"#,' ()*' +"@*#)*6(' +*(' @1$%('
06%' K*' 6"(126($06--R' 6/6@(*/' 6001#/$%&' (1'

260)$%*' -16/>' P%' 1#/*#' (1' 26$%(6$%' 6%' 1@($2"2'
7$--$%&' "@' 17' ()*' *E6@1#6(1#,' ()*' +*(' @1$%(' 06%' K*'
#*/"0*/' 71#' @6#($6-' -16/' F8GH>'D+' 6%' *362@-*,' ()*'
+"@*#)*6('+*('@1$%('$+'7$3*/'(1'ABC'6(';9'<=>'
!"#$%&' ()*+*' *3@*#$2*%(+' CTI' )6+' 6-+1' K**%'
2*6+"#*/' 6(' 6%R' ($2*>' J$&"#*' U' +)15+' ()6(,' 7#12'
%12$%6-' -16/' "@' (1' 6' @6#($6-' -16/' *."6-' (1' ;9S,'
*%*#&R'@*#71#26%0*+'6#*'K*((*#'5$()'IJC'()6%'5$()'
LCM'01%(#1->''

'
!"#$%9$%6:8%.(+;<*(.(-,;%4",0%8!6%+-3%56'%/1-,*12%

J1#' +26--' 011-$%&' 06@60$(R' VGG' 6%/' :;SW' J$&>U'
$%/$06(*+' ()6(' CTI' 26R' K*' -15*#' 5)*%' IJC' $+'
"+*/>' P%' 760(,' /"#$%&' LCM' (*+(+,' $(' 56+' 1K+*#E*/'
()6(' ()*' 260)$%*' 56+' 17(*%' ("#%*/' 177' 71#' +26--'
@6#($6-'-16/>'T%'()*'1%*')6%/,'()$+'K*)6E$1"#'-*6/+'
(1'%1'*%*#&R'01%+"2@($1%>'T%'()*'1()*#')6%/,'()*'
2$3*/456(*#' 1"(-*(' ' (*2@*#6("#*' K*012*+' E*#R'
/$77*#*%(' 7#12' ()*' +*(' @1$%(>' P%' 1#/*#' (1' ."6%($7R'
()$+' /$+0#*@6%0R,' J$&>89' @#*+*%(+' ()*' ($2*''
@*#0*%(6&*'5)*%'()*'/$77*#*%0*'K*(5**%'2*6+"#*/'
(*2@*#6("#*' 17' 2$3*/456(*#' 6%/' +*(($%&' E6-"*' $+'
+26--*#'()6%'89S'17'+*('@1$%(>''

'
!"#$%=>$%?";/*(@+-/A%B(,4((-%."C(3D4+,(*%,(.@(*+,<*(%

+-3%;(,%@1"-,%
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!"#$ %&'$ (")*+,'#',$ -.#%+./$ /".,$ 011$ .),$ 2345$ +%$
.--'.#*$%&.%$%&'$*'%$-"+)%$+*$#'.(&',$/'**$%&.)$674$
"8$ %"%./$ %+9'$:&')$ ;<=$ (")%#"/$ +*$ >*',?$:&'#'.*$
%&+*$-'#(')%.@'$#'.(&'*$.%$/'.*%$A34$:+%&$B!<C$!"#$
&+@&'#$ D./>'*$ "8$ /".,$ %&+*$ -'#(')%.@'$ +*$ ./9"*%$
'E>./$%"$6774C$F)$"#,'#$%"$E>.)%+8G$.$<HB$.D'#.@'$
D./>'$ 8"#$ .)$ +),>*%#+./$ (")%'I%?$ %&'$ 8"//":+)@$-.#%$
/".,$:'+@&%+)@$8.(%"#*$.#'$>*',$JG$KL!M$

!!" !!"#$%#&'("$)#*+ ,-./,-./,-. AA677 177A7 $

!!! !!! ,-./,-./,-./ 37NNO3 6372727 $

!! ,-./,-./ 2311 727737 ! $ 06A5$

PG$ .--/G+)@$ %&+*$ 8"#9>/.$ ")$ #'*>/%*$ -#'*')%',$ +)$
!+@CQ?$ <HB$ +)(#'.*'*$ "8$ 624$ :&')$ %&'$ /+E>+,$
(&+//'#$"-'#.%'*$:+%&$B!<C$

!"#$%&'()*+%&#
R$ B!<$ 9'%&",$ +*$ -#"-"*',$ %"$ (")%#"/$ %&'$
'D.-"#.%"#$*>-'#&'.%?$%&'$("),')*+)@$-#'**>#'$.),$
%&'$ (""/+)@$ (.-.(+%G$ ")$ .$ D.#+.J/'S*-'',$
#'8#+@'#.%+")$ *G*%'9C$ B&G*+(./$ 9",'/*$ "8$
'D.-"#.%"#?$("),')*'#$.),$("9-#'**"#$.#'$>*',$%"$
,'%'#9+)'$ -.#.9'%'#*$ #'E>+#',$ JG$ B!<?$ *>(&$ .*$
@.+)$.),$ %+9'$(")*%.)%C$T&.)U*$ %"$ %&'*'$9",'/*$.$
9.(&+)'$"-'#.%"#$V>*%$)'',*$%"$,'8+)'$@'"9'%#+(./$
,.%.$ .),$ %&'$ 8/>+,*$ >*',$ +)$ .$ @+D')$ #'8#+@'#.%+)@$
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Pressure drop considerations in optimum design of 
multi- stream plate- fin heat exchanger 

M.H. Panjeshahia, N. Tahounia and S. Iman shayana  

Abstract:  This study presents a new approach based on considering the optimum pressure drop 
values, when designing the multi-stream heat exchangers (MSHE). A hybrid method of Simulated 
Annealing algorithm (SA) and Pinch Thermodynamic concepts is presented to design and optimization 
of MSHE. The main objective is minimizing the total annual cost (TAC), taking into account the 
optimum stream pressure drops, which has been achieved by a trade-off between operating and 
capital costs. The new procedure is applied to an example discussed previously in literature. The 
results proved that the algorithm not only significantly explores the solution with lower TAC, but also it 
allows a more optimum utilization of stream pressure drops through the heat recovery network. 

Keywords:  Multi-Stream Heat Exchangers, Optimization, Plate-and-Fin Heat Exchangers, Pressure 
Drop, Simulated Annealing. 

1. Introduction 

2. Design objective 
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3. Design and optimization 
procedure  

4. Case study 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-273



    

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-274 www.ecos2010.ch



5. Conclusion 
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%<*.8';.=  The continuous advances in electronic devices require new and efficient heat dissipation 
techniques to achieve an acceptable performance of these equipments. Conventional airflow heat 
sinks are not sufficient when high heat fluxes are present. Therefore, using liquid cooling becomes a 
suitable alternative due to the high convection heat transfer coefficients that can be achieved by these 
means. This work presents the numerical study of a non-conventional flow pattern employed for the 
heat dissipation of plates with moderate heat fluxes. The numerical model consist of the flow channels 
and a solid aluminum structure. The energy and flow equations are solved including a model of non-
constant properties. These new flow fields present very low pressure drops as well as an excellent 
uniformity of flow distribution, such aspects, make plausible to increase the operating flow rates and 
therefore, to improve the performance of the heat dissipation process. 

K eywords: Heat sinks, CFD, flow distribution.

>?$@&.8,7A;.+,&$
The continuous demand of smaller and faster 
computers and other electronic devices has led to 
increase in the need of heat dissipation. The high 
operating frequencies of current central processing 
units and the small designs are the main cause of 
having such heating issues. Currently, air heat 
exchangers or heat sinks continue to be the most 
viable thermal solution for the electronics industry, 
primarily, because of low cost and high reliability 
[1]. Using heat sinks for electronics cooling is the 
simplest way to maintain a CPU working in 
appropriate conditions, however, this method is no 
longer adequate for the recent developed computer 
chips [2]. Many works have been published 
reporting improvements in heat sinks design using 
CFD techniques [3,4] as well as experimental 
methodologies [5,6]. 
 
One of the main parameters in every heat transfer 
device is the available area exposed to the cooling 
fluid. A new way to improve the performance of 
conventional heat sinks is using porous media as 
base material. Most metal foams are highly porous 
and therefore have a high permeability. The 
porosity of sintered metal beads is around 0.4 and 
the typical magnitude of permeability is 10-10 m2. 

Hence, a comparison with sintered porous 
materials at a given pumping power shows that 
these metal foams permit more coolant to pass 
through, carrying more heat away [7]. Hetsroni et 
al. [8] reported important experimental results 
about heat transfer and pressure drop when using 
different sintered porous inserts in a rectangular 
channel removing an important amount of heat. 
An impressive performance, in terms of heat 
transfer, was reported in [8] at the same time that 
high pressure drops were related with the best 
design for heat transfer due to the flow through 
porous media. 
 
The greatest heat transfer coefficients are achieved 
when phase change is present and this 
phenomenon has not been avoided by researchers 
interested in the heat dissipation of electronics. 
Phase change materials store heat to be dissipated 
over time; this gained energy is then released by 
convection, radiation or both mechanisms. The 
objective of the phase change materials heat sinks 
is to maintain the operating temperature below a 
critical value [8]. In general, the heat sink 
optimization analysis with phase change materials 
is similar to those of common conductive 
materials. Nayak et al. [9] presented a numerical 
model of a heat sink with phase change materials. 
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These authors reported important results about 
improvements by means of implementing heat 
transfer enhancers such as fins and porous 
materials. A parametric analysis of a composite 
heat sink is reported by Akhilesh et al. [10] with 
the objective of maximizing the energy storage 
and the time of operation until all of the latent heat 
storage is exhausted. 
 
Micro-channel heat exchangers are devices which 
enable liquid flow through parallel channels 
having a hydraulic diameter of 10
These devices are ideally suited for high heat flux 
dissipation from small surface areas in a broad 
range of high performance electronics [11]. A lot 
discussion has been reported in the last twenty 
years about the validity of the classical governing 
equations and correlations for heat transfer when 
applied to micro systems. About this discussion, 
Kroeker et al. [12], presents an extended report. 
Numerical analysis have been reported [12,13] 
presenting the classical models of momentum and 
heat transfer as well as models for temperature 
dependant fluid properties obtaining good matches 
between the numerical models and experimental 
results reported so far. 
 
Fluid flow devices often employ multiple parallel 
channels to enhance heat transfer in heat 
exchangers, to enhance mass transfer in absorbers, 
or to improve fluid transport and distribution in 
fuel cell gas channels. The smaller channels 
provide increased surface area, while the inlet and 
exit manifolds facilitate the necessary distribution 
and provide connections to external inlet and 
outlet conduits [14]. Flow maldistribution will 
lower the process efficiency by bringing 
backmixing or creating local temperature or 
concentration differences. Several studies have 
reported analyses and improvements in the flow 
characteristics of many flow devices in recent 
years [15-18], which are mainly focused in heat 
dissipation devices. Recently, Peiwen et al. [19] 
reported a numerical and experimental 
investigation of the flow characteristics of a new 
type of symmetric flow distributor for PEM fuel 
cells, as well as experimental results [20] showing 
good performance of their flow distributors as a 
bipolar plate in comparison with previous designs 
[21]. The analogies and similarities between heat 
transfer and mass transfer phenomena, as well as 

the uniformity of flow distribution achieved by 

performance of these designs as flow patterns in 
mini-channeled heat sinks for electronics. This 
paper reports a numerical analysis of performance 
of a heat sink using three novel flow geometries 
designs and one conventional pattern. All the new 
configurations are compared in terms of thermal 
resistance and pressure drop under a wide range of 
operating conditions. It could be thought that the 
proposed geometries are not novel because 
somehow they are similar to some of the dendritic  
geometries proposed by Lorente and Bejan [22], 
however those geometries follow a pattern 
predicted by the minimum entropy generation and 
the proposed geometry of this paper uses a 
symmetric bifurcation of flow, aiming to obtain a 
uniform flow.  
 

!"#$%&'#$()%*+#,&-$(./012(&-#
Peiwen et al. [21] presented two new serpentine 
flow configurations to be applied as gas 
distributors for PEMFC (see Fig. 1). The design 
called serpentine 2D is basically a conventional 
serpentine with continuous channels and 
continuous land areas. The serpentine 3D consists 
of a similar geometry except for the addition of a 
discontinuous land structure over the machined 
plate, producing interconnections between every 
turn of the serpentine. 
 
Fig. 2 shows two novel symmetric flow 
distributors reported in [20]. These new flow 
configurations present a bifurcated structure in the 
inlet and in the outlet zones given by 2n, where n is 
the bifurcation level; between the bifurcated 
channels there is a region with a manifold and 
twenty parallel channels instead of sixteen as it 
was reported in [19]. The objective of the inlet 
bifurcated structure is to provide a uniform flow 
distribution to the parallel channels and the outlet 
bifurcated zone has the function of carrying out 
the fluid to a simple exit. The symmetric flow 
distributors showed a better performance when 
applied as gas distributors in the anode side of a 
proton exchange membrane fuel cell than that of 
the serpentine designs [20]. The best design was 
the flow distributor 3D followed by the flow 
distributor 2D. The reported results can be 
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explained due to the uniformity of flow 
distribution achieved by the symmetric designs. 
The better performance of the flow distributor 3D 
is related to the area provided by the discontinuous 
structure present in this design. After the previous 
documented investigation, similar results are 
expected in the heat transfer analysis. 
 

  
(a) Serpentine 2D . (b) Serpentine 3D . 

F ig 1. Serpentine configurations reported in [21] . 
 

  

(a) F low distributor 2D. (b) F low distributor 3D. 

F ig 2. Symmetric flow distributor configurations 
reported in [20 The physical model of the heat sink was 

developed and fabricated in Energy and Fuel Cell 
Laboratory at the University of Arizona. 

 
 
The dimensions employed in the fuel cell plates of 
previous works [20,21] will be used in the present 
analysis. Table 1 shows dimensions of the 
serpentine designs while Table 2 shows 
dimensions of the flow distributor designs. 

 

Table 1. Serpentine designs dimensions. 

Parameter Serpentine 2D Serpentine 3D 

Inlet diameter 1.9 mm 1.9 mm 

Channels width 0.9 mm 0.9 mm 

Land width 1.4 mm 1.4 mm 

Channels height 1.2 mm 1.2 mm 

Turns 10 10 

Fin dimensions --- 1.4 mm  1.6 
mm 

 

Table 2. Flow distributor dimensions. 

Bifurcation level Length [mm] Width [mm] 

Main channel 5.73 2.84 

1st level 3.47 2.55 

2nd level 3.11 2.06 

3rd level 2.69 1.77 

4th level 2.3 1.49 

Parallel channels 29.23 1.2 

 
The channels height of the flow distributors is 1.2 
mm, the interspacing width is 1.2 mm and fin 
dimensions in the flow distributor 3D are  
1.2 mm  1.4 mm. 
 

 
 

(a) Dimensions of the 
base aluminum plate. 

(b) Computational model of the 
channels machined on the 

aluminum plate. 

F ig 3. Base plate over which the flow channels are 
going to be machined. 

 
The heat sink is going to be modeled as an 
aluminum plate with the channels machined on it 
(see Fig. 3). The thickness of the plate illustrated 
in Fig. 3(b) is 2.2 mm; another plate without 
channels and having the dimensions shown in Fig. 
3(a), where the chips are going to be placed, will 
be the cover of the channels to enclose the fluid 
and therefore to construct the complete channels. 
The thickness of the second plate is 1 mm. 
 

!"#$%&'()*+,#+$-#
*.&/%0+0).$+,#/(.*'-%('1#
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The phenomena studied in this paper are 
completely described by the momentum, 
continuity and heat transfer equations in the fluid 
domain. In the solid phase the energy equation 
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describe the complete model. The assumptions 
employed are listed below: 
 
1) Steady state for the fluid flow and heat 

transfer. 
2) Incompressible fluid. 
3) Laminar flow. 
4) No radiation effects. 
 
Based on these considerations, the governing 
equations become: 
 
For the fluid: 

 Continuity equation 

V 0 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(1)!
 

 Momentum equation 

! 2
f fV V P V !!!!!!!!!!!!!!!!!!!!!!!!!(2)!

 
 Energy equation 

2
f p , f fC V T k T                                  (3) 

 
For the solid 

 Energy equation 
2

sk T 0 !!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!(4) 

 
The cooling fluid employed in the present 
simulations is water and the solid conductive 
phase was selected to be aluminum. Water 
viscosity is the property most affected by 
temperature changes. A temperature dependent 
model reported by Tho et al. [13] was employed in 
the present simulation: 

 
247 8 T 14052 414 10 10 !!                               (5) 

!
"#$#!%&'()*+,!-&()./.&(0!
The fluid inlet boundary condition will be defined 
using the Reynolds number as follows: 

 

Re f in h
in

f

v D
                                                         (6) 

 
The thermal condition of the fluid at the inlet is set 
at 293.15 K. The outlet condition is defined in 
such way that the continuity equation holds (Eq. 8) 
and also a thermal condition of symmetry is set 
(Eq. 9). 

in outm m                                                                    (7) 

0
T

                                                                       (8) 

where  is any x, y, z coordinate. Using the outlet 
boundary conditions described is possible to 
ensure that all values of the nodes downstream 
will be correctly calculated. The wall boundary 
conditions are illustrated in Fig. 4. The side and 
top walls boundary conditions were defined as 
adiabatic walls and a constant heat flux was 
defined in the bottom wall. 
 

 
Fig 4. Wall boundary conditions of the heat sink model. 
 

"#"#!1'23+.-*4!05'3230!
A commercial CFD code was employed to 
simulate the thermal and flow phenomena. The 
numerical procedure followed to solve the 
governing equations with the boundary conditions 
described so far is showed in Fig. 5. The 
convergence criteria established for the flow 
equations is 1 10-5, and 1 10-12 for the energy 
equation. Together with a precise calculation of 
the governing equations, two tracking monitors 
were selected to describe the evolution of the 
pressure and temperature at the flow outlet. The 
overall convergence criteria was considered 
achieved when no variation in the tracked 
variables was observed over twenty consecutive 
iterations at the same time that the governing 
equations achieved enough precision. 
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Fig 5. Computational procedure followed. 
The average mesh size in all the four different heat 
sinks was 300,000 elements including the fluid 
and solid phases. 
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The The results of implementing the numerical 
procedures described in Fig. 5 were compared 
with theoretical analytical values of temperature 
change in the fluid. The analytical model 
employed is given by: 
 

," f p f fQ q A m C T                                              (9) 

 
Fig. 6 shows the comparison of the analytical and 
numerical results obtained for different flow 
configurations. Because all the heat transfer 
surfaces are the same in each heat sink, the total 
amount of heat supplied (Q) to the water is the 
same, likewise, operating at the same inlet 
conditions (Rein) and with the given outlet 
boundary condition, the temperature rise will be 
similar in all designs and at the same time similar 
to the analytical solution. This behavior is 
observed, and therefore it can be concluded that 
the numerical model and procedures are correctly 
applied when solving the heat transfer problem 
described. 
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Fig 6. Energy balance check between analytical and 
numerical results for a heat flux condition of 1000 

W/m2. 
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The importance of a good flow distribution has 
been already discussed lines above. In every multi-
channeled flow distributor this parameter can be 
determined using the relations reported by Fan et 
al. [23]. The standard deviation of flow rate (Eq. 
11) and the maximum ratio of flow rate (Eq. 12) 
are dimensionless parameters that describe the 
uniformity of flow distribution in the sub-streams 
generated by a flow distributor. 
 

2

1

1
1

1

N
i

g
i ave

D
N

                                  (10) 

min

max

                                                                  (11) 

 
Fig. 7 reports the uniformity of flow distribution 
achieved by the symmetric flow distributors 2D 
and 3D. The tendencies obtained numerically 
agree qualitatively with experimental data 
published by Fan [23]; although Fan did not 
investigate the same flow configuration, it is 
observed that the two dimensionless parameters 
tend to increase as the velocity inlet increases. 
Likewise, Fan results show similarity between the 
curves of the standard deviation and the maximum 
flow rate ratio in every flow configuration. 
 

Computing solution employing 1st order 
upwind schemes achieving convergence 
criteria and tracking values in the outlet. 

Computing solution employing 2nd order 
upwind schemes achieving convergence 
criteria and tracking values in the outlet. 

Computing solution employing 
consecutive mesh refinements until no 
variation in the tracked values at the 
outlets was detected. 
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Fig. 7. Uniformity of flow distribution analysis of the 
symmetric flow distributors. 

 
It can be observed that the presence of a 
discontinuous structure on the plate configuration 
of the flow distributor 3D helps to enhance the 
flow distribution through the main channels. This 
phenomenon is understandable due to the existing 
communication of the main parallel channels 
through the small connecting channels formed by 
the 3D structure. The average velocity at the 
twenty sub-streams was calculated with the 
objective of showing a schematic distribution of 
the flow. Fig. 8 shows this schematic flow 
distribution for different inlet conditions, showing 
in the left side the flow distributor 2D 
configuration and on the right side the flow 
distributor 3D configuration. It is observed that 
most of the fluid flows through lateral channels; 
this is due to the flow inertia between two 
consecutive bifurcations. When the flow passes 
through the first bifurcation, it is divided in two 
sub-streams and each sub-stream acquires a new 
inertia when it moves parallel to the manifold; 
however, at the inlet of the next level the flow 
finds less resistance to keep moving in the same 
direction taken in the previous bifurcation than the 
resistance found by the fluid in changing its 
direction by almost ninety degrees. Using the 
previous explanation, it is possible to qualitatively 
predict the flow distribution in each sub-stream. 

Another important result is that the flow patterns 
observed in Fig. 8 demonstrate that the flow 
distributor produces a symmetric profile, just as it 
was sought. 
 
&'('%)*"++,*"%-*./%0.*%12"%-#00"*"$1%03.4%

0#"3-%5.$0#6,*71#.$+%
A very important parameter in all flow devices is 
the pressure drop. This parameter is directly 
related with the power necessary to move the fluid 
across the channels and therefore there is an 
economical implication related with this 
phenomenon. The pressure drop obtained for a 
wide range of inlet conditions is showed in Fig. 9 
for all the four flow patterns. 
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Fig. 9. Pressure drop for the different flow 

configurations. 

 
Just as it was expected, the serpentine 2D 
configuration exhibits the higher pressure drop in 
comparison with the other designs. The 
consecutive turns of a single channel introduce a 
lot of pressure loss due to the consecutive changes 
in direction. The implementation of the 
discontinuous structure present in the serpentine 
3D helps to reduce the effects of the sharp turns 
because the fluid has the possibility of being 
distributed through the connecting channels 
formed by the fins. On the other hand, the pressure 
drop developed by the symmetric flow distributors 
is considerably lower than that of the serpentines. 
This extremely low pressure drop is reasonable 
because of the absence of sharp turns in the flow 
pattern. 
%
%
%
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F ig 8. F low distribution profiles in terms of the average velocity at the twenty sub-streams for different inlet 
conditions 
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The main interest of this work is to determine the 
temperature distribution over the surface on which 
a heat flux is imposed; this surface is where the 
chips or electronics devices are going to be placed 
for cooling. The temperature contours over the 
surface of interest for a heat flux of 6000 W/m2 are 
shown in Fig. 10. 
Serpentine configurations show higher 
temperature zones for Reynolds inlet conditions 
below 300 but more uniform temperature 
distribution over the heat flux surface than 
symmetric flow distributors for all the inlet 
conditions. The reason of the high temperatures 
and the uniformity of this variable over the heat 

surface for low Reynolds for the serpentine 2D is 
explained looking at this flow configuration. The 
channels take the fluid up and down many times 
and some of those channels and turns near the inlet 
channel will be cooled in some way. The channels 
and turns near the outlet channel will be warmed. 
This explanation aims to explain also the 
temperature contours for Reynolds of 600 and 900. 
For those two high inlet conditions the inlet 
channel may take more heat from the channels in 
the central zone and the outlet channel may warm 
the same channels at a higher rate; this is why the 
temperature over the heat flux surface is that 
uniform for the serpentine 2D design at high 
Reynolds. The serpentine 3D does not show the 
same properties of the other serpentine due to its 
structure that allow the fluid to be mixed between 
the main channels and turns. 
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perature contours on the heat flux surface for the different flow
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The symmetric flow distributors produce higher 
temperature difference on the heat flux surface. 
The reason of this behavior is because these 
designs develop a main flow direction that is 
followed downstream except in the manifolds of 
each bifurcation zone; therefore, temperature 
gradients are expected in the flow direction having 
the colder zones in the flow inlet region and the 
warmer regions near the flow outlet. The good 
flow uniformity achieved by the symmetric 
designs helps to produce almost a uniform 
temperature distribution in a perpendicular 
direction respect to the main flow; this behavior is 
affected by high inlet conditions which lead to 
have less uniformity in the uniformity of flow 
distribution. 
 
Thermal resistance in the solid phase will be 
defined as: 
 

max min

"
T T

R
q

                                                        (12) 

 
Fig. 11 shows the thermal resistance for all the 
four flow patterns studied when a hear flux of 
6000 W/m2 is applied. The different curves 
confirm the results shown in Figure 10. 
Serpentines achieve the lowest thermal resistance 
due to the uniformity of temperature on the heat 
flux surface and the symmetric flow distributors 
present higher thermal resistance due to the high 
temperature gradients produced by these flow 
configurations. 
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Figure 11. Thermal resistance of the different flow 

distributors under a heat flux of 6000 W/m2. 
 

Although results shown in Fig. 11 aim to choose 
the serpentine designs as the best flow patterns to 
be used as flow distributors in a heat sinks, is 
necessary to take a look again at Fig. 9, and 
remember that the serpentine designs present 
considerably high pressure drops under the same 
operating conditions than the flow distributors. 
%

./%01203456125%
A CFD analysis of new flow patterns for 
channeled heat sinks using a cooling fluid was 
conducted. The present numerical model was 
successfully compared with analytical results after 
using different discretization schemes and mesh 
refinement processes in order to obtain highly 
precise results. 
 
To obtain a general conclusion on the performance 
of the flow patterns studied here is necessary to 
take a look at both results, thermal and flow. On 
one hand, serpentine designs achieve low thermal 
resistance in comparison with symmetric 
distributors, but flow distributors show a better 
temperature distribution on the heat flux surface. 
On the other hand, working at the same flow inlet 
conditions, flow distributors show a remarkable 
performance obtaining very low pressure drop in 
comparison with the extremely high pressure 
losses on the serpentine designs. Therefore, it is 
possible to realize that symmetric flow distributors 
can achieve a better performance increasing the 
flow rate without having significant energy losses. 
 
At this point, it is important to realize that is 
necessary a new parameter to relate the results 
obtained here, thermal and flow. One solution 
could be an entropy generation analysis in order to 
quantify irreversibilities, one due to friction flow 
and one due to the heat transfer process. 
 

789$:;<"=>'"$?@%
This work was mostly accomplished in Energy and 
Fuel Cell Laboratory at the University of Arizona. 
The first author is grateful to the University of 
Arizona and University of Guanajuato Summer 
Research Program and Dr. Peiwen Li's host in his 
laboratory. 

%

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-287



!"#$%&'()*+$,
A 
Cp 
Dh 
Dg 
k 
m  
n 
N 
P 
Q 

 
R 
Re 
T 
v 
V  
 
Greek letters 
 
 
 
 

 
Subscripts 
in 
ave 
f 
max 
min 
out 
s 

Area 
Specific heat [J kg-1 K-1] 
Hydraulic diameter [m] 
Standard deviation of flow rate 
Thermal conductivity [W m-1 K-1] 
Mass flow rate [kg s-1] 
Level of bifurcation 
Number of sub-streams 
Pressure [Pa] 
Heat rate [W] 
Heat flux [W m-2] 
Thermal resistance [m2 K W-1] 
Reynolds number 
Temperature [K] 
Velocity magnitude [m s-1] 
Velocity vector [m s-1] 
 
 
Maximum ratio of flow rate 
Kinematic viscosity [kg m-1 s-1] 
Density [kg m-3] 
Flow rate [m3 s-1] 
 
 
Inlet condition 
Average 
Fluid 
Maximum 
Minimum 
Outlet condition 
Solid 
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Influence of Supercritical ORC parameters on Heat 
Exchanger Design 
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Abstract: The applications of Organic Rankine Cycle (ORC) seem to become more and more present 
in the field of waste heat utilisation. This thermodynamic cycle can be successfully used in the field of 
biomass combustion, geothermal systems or solar desalination systems, providing efficient systems. In 
the last years, a very intense investigation on the utilization of low temperature waste heat for 
generating ORC systems has brought new research potential in the area of thermodynamic 
optimization of this cycle. More specifically, the use of supercritical fluid parameters in the ORC 
processes seems to become more and more attractive leading to lower exergy destruction systems 
together with higher heat utilisation systems. However, the investigation of the heat exchanger design 
and the heat exchange coefficients is of high importance for these applications as the effective heat 
transfer reflects to the overall process energetic and exergetic efficiency. It is important to study the 
basically unknown heat transfer mechanisms around the critical point to improve both the heat 
exchanger surface and the design algorithms. The aim of this paper is to investigate the influence of 
the ORC parameters in the heat exchanger design. More specifically the basic parameters of the 
design of the heat exchangers will be defined in the cases of supercritical fluid parameters and the 
convective coefficients as well as resulting heat transfer areas will be calculated for various fluid 
parameters. 
. 

Keywords: ORC, supercritical, heat exchange coefficients 

1. Introduction  

2. Thermodynamic approach of 
supercritical ORC 
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Fig. 1.  Sub- and supercritical ORC. Example of R245fa 
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Fig. 2.  T- H  diagram of R245fa Live vapour 
parameters: 60bar, 220°C 

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-292 www.ecos2010.ch



3. Plate heat exchangers  

Fig. 3.  Heat exchangers used in an ORC. 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-293



Table 1. Comparison of the cycle for R236fa and 
R227ea. 

 

°°

Fig. 4. R227ea Evaporator. Water temperature 120°C, 
Evaporator temperature 101,8°C  and 
evaporator pressure 30 bar 

°°
Fig. 5.  R227ea Evaporator. Water temperature 120°C, 

Evaporator temperature 101,8°C (Critical) and 
evaporator pressure 45 bar 

4. CALCULATION OF THE MEAN 
OVERALL HEAT TRANSFER 
COEFFICIENT 
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Fig. 6. Q -T diagram of the heat exchanger 
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Fig. 7. Variation of the cp and Pr with the temperature 
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5. Results 

Table 3.  Fluids considered 
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Fig. 8. Mean overall heat transfer coefficient vs. 
pressure for 3 fluids and superheating 
temperatures 
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Fig. 9. Dependence of the needed heat exchanger area 
from the pressure for three organic fluids and 
superheating temperatures 
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Fig. 10. Heat exchanger efficiency 
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New Novel Green Computer Two-Phase Cooling Cycle: A 
Model for Its Steady-State Simulation 

Jackson Braz Marcinichen, John Richard Thome 

Laboratory of Heat and Mass Transfer (LTCM), Faculty of Engineering (STI) 

École Polytechnique Fédérale de Lausanne (EPFL) 

Station 9, CH-1015, Lausanne, Switzerland 

Abstract:  The performance of a two-phase cooling cycle with micro-evaporator elements (multi-
microchannel evaporators) for direct cooling of the chips and memories on blade server boards is 
simulated. The two-phase cooling cycle is driven by a liquid pump, has a micro-evaporator for cooling 
of the chip and its memories, and a microfin tube-in-tube condenser for heat recovery. The simulation 
code was used to perform a case study on two-phase cooling of a blade server’s electronics, 
comparing the thermal performance of HFC134a to the new more environmentally friendly refrigerant 
HFO1234ze, both of which are dielectric fluids. An evaluation was also made with respect to the 
pumping power consumption to drive such a cooling cycle compared to a water-cooled cycle. The 
results so far demonstrate that the pumping power consumption of a water-cooled cycle is on the order 
of 10-30 times that of one with a two-phase refrigerant. The new HFO1234ze refrigerant is found to 
have similar cooling characteristics as HFC134a, but with a slight (20%) pumping power penalty (much 
less than a single-phase liquid system’s pumping power penalty). 

Keywords:   microprocessor, micro-evaporator, single and two-phase, cooling cycle, simulation code. 

1. Introduction 
Currently, the most widely used cooling 
technology is refrigerated air cooling of the data 
centers’ numerous servers. According to recent 
articles published at ASHRAE Winter Annual 
Meeting at Dallas (January, 2007) typically 40% 
or more of the refrigerated air flow by-passes the 
server racks in datacenters. This poor energetic 
performance in one of the leading industrial 
technological sectors is quite startling and 
motivates the search for a green thermal solution 
for future generations of higher performance 
servers. The objective is to consume much less 
energy to operate and cool while they also 
recovering the large quantity of waste heat rejected 
by the data center. This is the topic of research 
addressed here. 

The cost of energy to operate a server for 4 years 
is now on the same order as the first cost to 
purchase the server itself, meaning that the choice 
of future servers should be evaluated on their total 
4 year cost, not just their first cost. Based on the 
above issues, thermal designers of data centers and 
server manufacturers now seem to agree that there 
is an immediate need to improve the server 
cooling process by implementing liquid or two-
phase cooling directly in the server on the chip 
level itself, eliminating the poorly performing air 

as a coolant all together. Therefore, there is a clear 
need for a detailed design and evaluation of these 
new cooling strategies in order to arrive at an 
improved solution. The new cooling technology 
should provide more efficient heat transfer from 
the chips, memories, etc. using water-cooled or 
boiling-cooled elements, eliminating air as a 
means of heat transfer, while also reducing 
electrical energy consumption for driving the 
cooling system by a significant amount. Current 
data centers apparently consume on the order of 
40-45% for cooling purposes. Since data centers 
often dissipate on the order of 5 to 15MW of heat, 
this makes heat recovery an important energetic 
and environmental issue to consider. Heat 
recovery will greatly reduce the CO2 footprint of 
the system. 

Recent publications show the development of 
primarily four competing technologies for cooling 
chips: microchannel single phase (water) flow, 
porous media flow, jet impingement cooling and 
microchannel two phase flow [2]. The first three 
technologies are characterized negatively for the 
relatively high pumping power to keep the 
temperature gradient in the fluid from inlet to 
outlet within acceptable limits, i.e. to minimize the 
axial temperature gradient along the chip and its 
differential expansion with the TIM. Two-phase 
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flow in microchannels, i.e., evaporation of 
dielectric refrigerants, is a promising medium to 
long term solution, despite the higher complexity 
involved. This solution consumes a low pumping 
power (only 1/10 as much as water cooling [3]), 
has good temperature uniformity [4], very high 
heat transfer coefficients when using high aspect 
ratio microchannels (as high as 270’000W/(m2K) 
[5]), and provides high heat flux dissipation. 
Possible problems with flow instabilities have 
been resolved using micro-orifices at the channel 
inlets [2] while the prediction methods of local 
heat transfer coefficients [6], the critical heat flux 
[7], and pressure loss [8] in the two phase region 
are still improving. 

In this context, the objective of the present study is 
to propose and analyze potential two-phase 
cooling cycles able to maintain the temperature of 
the chip below its upper operating limit (about 
85°C) and to recover energy from the cycle’s 
condenser for reuse, such as for heating a building, 
residence, hospital, district heating, etc. To do this 
an integrated simulation code was developed 
which is able to design the components and 
determine the performance of liquid pump cooling 
cycles under steady state conditions and for 
different working fluids. The code is also able to 
evaluate the performance of the cooling cycles for 
single-phase and two-phase flow in the micro-
evaporators. 

The new refrigerant HFO1234ze of Honeywell 
Inc. is considered here as a potential substitute of 
HFC134a. This fluid has a “Global Warning 
Potential” of only 6 against 1410 of the HFC134a, 
i.e. it is considered as a immediate/future 
replacement for HFC134a. Both HFC134a and 
HFO1234ze are dielectric fluids and thus 
compatible with electronics. HFC134a is currently 
the most widely used refrigerant for refrigeration 
and air-conditioning systems. 

2. Literature review  
The focus of previous studies [3,7,9-13]  has been 
the development of multi-microchannels 
evaporators able to remove “in loco” the heat load 
generated by the microprocessors and also the 
development of two-phase cooling systems able 
to: i) control the operating conditions in the micro-
evaporator, ii) maintain the microprocessor 
temperature at acceptable levels, iii) recover the 
heat for a secondary process and iv) operate at a 
much lower pump energy consumption compared 

with a single-phase liquid water cooling system. 
Apparently, no detailed study in the literature has 
so far considered an integrated simulation code 
able to the design and evaluate the performance of 
all components of the two-phase cooling cycle, 
what is considered fundamental for a preliminary 
investigation of new novel cooling cycles. Such a 
code was developed and used in the present study. 

3. Single-phase and two-phase 
micro-evaporator cooling cycles 

The micro-evaporator cooling cycle to be 
simulated here has a liquid pump as the driver of 
the working fluid. Figure 1 depict the cycle where 
the goal is to control the chip temperature to a pre-
established level by controlling the inlet conditions 
of the micro-evaporator (pressure, subcooling and 
mass flow rate). It is imperative to keep the micro-
evaporator (ME) outlet vapor quality below that of 
the critical vapor quality, that latter which is 
associated with the critical heat flux. The critical 
heat flux and outlet vapor quality are predicted 
using methods developed by [14], which are a 
function of micro-evaporator inlet conditions and 
microchannel dimensions.  

The components considered and their main 
functions are:  

a) Variable speed liquid pump: controls the mass 
flow rate circulating in the system. 

b) Stepper motor valve: controls the liquid flow 
rate to control the outlet vapor quality in each 
micro-evaporator (0% to 100%).  

c) Pre-heater (PH): transfers the heat generated by 
the electronic components before the ME and 
guarantee a low subcooling at the ME inlet. 

d) Micro-evaporator (ME): transfers the heat 
generated by the microprocessor to the refrigerant.  

 

Fig. 1.  Two-phase cooling cycle with liquid pump. 
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e) Microchannel cold plate for memories (MPM): 
additional component used to cool the memories 
and improve the COP of the cycle (use the latent 
heat available). 

f) Pressure control valve (PCV): controls the 
condensing pressure, only for two-phase cooling 
cycle. 

g) Condenser: counter-flow tube-in-tube heat 
exchanger, only for two-phase cooling cycle. 

h) Liquid accumulator: guarantees that there is 
only saturated liquid at the subcooler inlet, 
independent of changes in thermal load, only for 
two-phase cooling cycle. 

i) Subcooler: counter-flow tube-in-tube heat 
exchanger.  

j) Temperature control valve (TCV): controls the 
subcooling at the inlet of liquid pump. 

It is worth mentioning that the applicability of the 
cooling cycle is not restrict to only one 
microprocessor but can be applied to blade servers 
and clusters, which may have up to 64 blades or 
more per rack cabinet. Each blade can have two 
(or more) microprocessors with a heat generation 
higher than 150W. If the auxiliary electronics 
(memories, etc.) on the blade are considered, the 
total heat generation per blade can be 300W or 
higher. Thus, the pre-heater and the microchannel 
cold plate described in the cooling cycle have the 
function to cool the auxiliary electronics that can 
represent about 60% of the total heat load on the 
blade, but have a larger surface area compared to 
the CPU and thus a lower heat flux. 

Finally, when considering an entire rack, a very 
sizable heat load is generated, which represents a 
good opportunity to recover the heat rejected, 
generate an “income” from the energy saved, and 
greatly reduce the CO2 “footprint” of the system. 
For example, if we consider a data center with 50 
vertical rack cabinets, where each rack cabinet has 
64 blades and each blade dissipates 300W, the 
total potential amount of heat to be recovered will 
be 0.96MW. Such a heat recovery system requires 
a secondary heat transfer fluid to pass through all 
the condensers (either water or a refrigerant) and 
then transport the heat to its destination. 

4. Integrated Simulation Code 
A green two-phase cooling cycle simulation code 
was developed to design and evaluate the 
performance of the liquid pump cooling cycle 

under steady state conditions. The simulation code 
is able to design the condenser, to evaluate the 
performance of the ME and various component 
coolers for a given heat load, and to calculate the 
pumping power consumption to drive the cooling 
cycle. The pressure drop of each component and 
piping are also calculated. Table 1 shows the 
principal methods implemented in the code. 

Table 1.  Methods in the code. 

Component Type Method 

ME Multi Microchannel 
Critical heat flux, outlet  
vapor  quality and  
pressure drop [14] 

Heat transfer coefficient [15] inner tube:  
Herringbone µ-fin 
(two-phase flow) Pressure drop  [15] 

Hydraulic diameter [16] 

Heat transfer coefficient [17] 

Condenser   
(tube-in-

tube) annulus: 
Smooth 

(single-phase flow) Pressure drop [18] 

Heat transfer coefficient [19] inner tube: 
Ribbed           

(single-phase flow) Pressure drop [19] 

Hydraulic diameter [16] 

Heat transfer coefficient [17] 

Subcooler   
(tube-in-

tube) 
annulus: 
Smooth           

(single-phase flow) Pressure drop [18] 

adiabatic  
(single-phase flow) 

Pressure drop [18] Straight 
horizontal 

pipes       adiabatic  
(two-phase flow) 

Pressure drop [20] 

 

Figure 2 presents a flowchart with the main steps 
followed by the simulation code. Basically the 
input data are: (i) the geometrical parameters of 
ME’s and heat exchangers, (ii) the heat load on the 
ME’s and spreaders (PH and MPM), (iii) the 
evaporation temperature and subcooling at the ME 
inlet, the water temperature at the condenser inlet 
and outlet (secondary fluid flowing in the 
annulus), and (iv) the length of the pipes joining 
the components. Presently only straight horizontal 
pipes were considered, i.e. the effects of bends and 
static height difference between components and 
pipes were so far ignored. The component MPM 
was also not considered for the present study.  

The analysis of results were developed taking into 
account the thermal performance, the pumping 
power consumption and the total pressure drop of 
the cooling cycle. A comparison of 5 simulated 
cases considering different working fluids and 
internal diameter of the pipes was accomplished. 
In summary the following comparisons were 
made: i) single-phase water (SP_W) versus two-
phase (TP) HFC134a for an internal diameter of 
the pipes of 3mm, ii) TP_HFO1234ze versus 
TP_HFC134a for an internal diameter of the pipes 
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of 2.4mm, and iii) SP_W versus TP_HFC134a for 
an internal diameter of the pipes of 6.5mm and 
2.4mm, respectively. 

 
 

 

Fig. 2.  Steps of the simulation code. 

 

Table 2 shows the input data considered for each 
working fluid evaluated. The other thermodynamic 
parameters required to determine the total energy 
balance of the cycle come from the linkage to the 
methods shown earlier in Table 1. 

Equation (1) shows the total energy balance of the 
cooling cycle. The last term of the right side of (1) 
represents losses associated with pipes and 
components from the outlet of the condenser to the 
inlet of the subcooler. At this moment these losses 
were neglected.  

lossesQQWQQ subcondLP

loadHeat

PHME ++=++  (1) 

It is worth pointing out that the condenser is a 
double-pipe, tube-in-tube heat exchanger with 
herringbone microfins on the internal surface of 
inner tube and a smooth external surface. For the 
tube-in-tube subcooler, the internal surface of the 

inner tube is “ribbed” and smooth on the external 
surface. For both heat exchangers the internal 
diameter of the outer tube was considered 1.5 
times of the fin root diameter of the inner tube and 
the design of them was based to find its length, 
while the other geometrical parameters were 
considered to be fixed. In the annulus, water was 
considered as the secondary fluid. 

Table 2 Input data. 

Component Working fluid Input data 

PH All of them QPH = 18W per PH 

Ti_evap = 60oC 

∆Ti = 5oC 

xo = 30% 

HFC134a  
HFO1234ze 

QME = 162.5W per ME 

Ti = 60oC 

To = 60.74oC 

ME 

Water 

QME = 162.5W per ME 

HFC134a  
HFO1234ze 

xo = 1%  

Ti_w = 15oC 
Condenser    

(tube-in-
tube) 

Secondary fluid: 
 water To_w = Ti_cond - 10K 

HFC134a  
HFO1234ze 

xi = 0% 

Ti_w = 15oC 
Subcooler    
(tube-in-

tube) 
Secondary fluid: 

 water To_w = Ti_sub - 10K 

 

Tables 3 and 4 show the geometrical parameters 
considered for the condenser, subcooler, pipes and 
ME. For the ME the same geometrical parameters 
were considered in all cases evaluated, the only 
exception was in the cases of SP_W cooling cycles 
where the orifice distribution plate, normally used 
at the inlet of ME’s to avoid problems of mal-
distribution in the channels in two-phase flow [2], 
was not considered. It is important to mention that 
to have a comparable basis, all cases were 
simulated for a value of 0.74K as the maximum 
axial rise in the chip’s temperature from inlet to 
outlet of the ME. The actual temperature rise could 
be more (especially for a water cooled unit where 
this represents also the rise in the water 
temperature from inlet to outlet), depending on the 
computer manufacturer’s design specifications. 
Increasing this temperature difference will 
decrease the water flow rate for its simulation, and 
hence also reduce its pressure drop and pumping 
power accordingly, but will increase the local 
temperature of the microprocessor at the exit. On 
the other hand, unless the water is charged into the 
server’s cooling system on site, then glycol must 
be added to the water circuit before shipment to 
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prevent freezing, which will increase the pressure 
drop by about 50%. 

Table 3 Geometrical parameters / condenser and 

subcooler. 

  Condenser Subcooler 

Inner tube Herringbone µ-fin Ribbed 

Fin tip diameter [mm] 6.01 9.224 

Fin height [m] 0.22 0.203 

Thickness of the tube [mm] 0.25 0.356 

Helix angle [o] 16 18 

Apex angle [o] 18  --- 

Number of fins [-] 60 60 

Equivalent diameter [mm] 6.39  --- 
Outer tube   Smooth Smooth 

Internal diameter [mm] 9.68 13.227 

Table 4 Geometrical parameters / pipes and ME. 

Micro-evaporator 

Fin Height [µm] 1700 

Fin width [µm] 170 

Channel width [µm] 170 

Base thickness [mm] 1 

Length [mm] 13.5 

Width [mm] 18.5 

Area [cm2] 2.5 

Material Copper 

Split flow 1 inlet and 2 outlets 

Pipes (joining the components) 

Length [m] 0.3 

Internal diameter [mm] 2.4, 3.0 and 6.5 

Type Straight horizontal 

Flow Adiabatic 

 

Table 5 shows the results of thermal performance 
for the ME designed considering the different 
working fluids. A much higher mass flow rate of 
water is required for the SP_W cooling cycle than 
for the TP cooling cycles, which is justified by the 
low maximum junction temperature rise defined as 
an input parameter (and because the latent heat of 
the refrigerants is many times larger than the 
liquid specific heat of the water). The pressure 
drop is low for all the fluids, in part as a 
consequence of the split flow design.  

Table 5 ME performance. 

Cooling Cycle TP SP_W 

Working Fluid HFC134a HFO1234ze Water 

Ti_evap [
oC]  60 60  ----- 

To_evap [
oC]  59.9 59.9  ----- 

mwf per ME [kg/h]  11.8 12.1 189.0 

xo [%]  30 30  ----- 

Ti [
oC]  55 55 60 

To [
oC]   -----  ----- 60.74 

∆pwf [bar]   0.01  0.01 0.05 

 q [W/cm2] 65 65 65 

CHF [W/cm2] 208.5 231.2 ----- 

 

For the outlet vapor quality considered, the 
predicted CHF was higher than 3 times the actual 
maximum heat flux of the 65W/cm2. This safety 
factor is more than sufficient since the accuracy in 

predicting CHF is about ±20%. 

Tables 6 and 7 show the simulation results for the 
five cases mentioned beforehand. The pressure 
drop in each component and pipe, pumping power 
consumption, total pressure drop, heat transfer rate 
in the heat exchangers and their calculated length, 
water mass flow rate and pressure drop (secondary 
fluid in the heat exchangers) are shown. It is 
important to remember that the SP_W cooling 
cycle does not consider the condenser and liquid 
accumulator that are not required in that cycle.  

Table 6 Pressure drop and pumping power. 

CASES 1 2 3 4 5 

Working Fluid HFC134a HFO1234ze Water 

Dip [mm] 3.0 2.4 2.4 3.0 6.5 

WLP [W] 0.48 1.22 1.52 597.80 20.13 

 ∆∆∆∆Pwf, bar (%) 
Pre-heater 0  (0) 0  (0) 0  (0) 0  (0) 0  (0) 

Pipe           
(PH → ME) 

0.003  
(0.8) 

0.009 
 (0.9) 

0.010  
(0.8) 

0.60 
(2.1) 

0.015 
(1.6) 

ME 
0.040 
(9.8) 

0.040 
(3.9) 

0.031  
(2.5) 

0.05  
(0.2) 

0.05  
(5.3) 

Pipe (ME → 
Condenser or 

Subcooler) 

0.150  
(36.8) 

0.432 
(42.1) 

0.566  
(46.8) 

6.77 
(24.2) 

0.172  
(18.2) 

Condenser 
0.037  
(9.1) 

0.037 
(3.6) 

0.046  
(3.8) 

 -----  ----- 

Pipe           
(Condenser → 

LA) 

0.036  
(8.8) 

0.103 
(3.6) 

0.113 
(9.3) 

 -----  ----- 

LA 0  (0) 0  (0) 0  (0)  -----  ----- 
Pipe           

(LA → 
Subcooler) 

0.035  
(8.7) 

0.102 
(9.9) 

0.111  
(9.2) 

 -----  ----- 

Subcooler 
0.001  
(0.2) 

0.001 
(0.1) 

0.001  
(0.1) 

0.22 
(0.8) 

0.189 
(20.0) 

Pipe           
(Subcooler → 

LP) 

0.035 
(8.6) 

0.101 
(9.8) 

0.111 
(9.1) 

6.80  
(24.3) 

0.172  
(18.3) 

Liquid Pump 
0.406 
(100) 

1.025 
(100) 

1.209  
(100) 

28.01  
(100) 

0.944  
(100) 

Pipe           
(LP → SMV) 

0.035  
(8.6) 

0.101 
(9.8) 

0.111  
(9.1) 

6.79 
(24.2) 

0.172 
(18.3) 

SMV 0  (0) 0  (0) 0  (0) 0  (0) 0  (0) 
Pipe           

(SMV → PH) 
0.035 
(8.6) 

0.101 
(9.8) 

0.111 
(9.1) 

6.79 
(24.2) 

0.172 
(18.3) 

  ∆∆∆∆Pwf, % 
PIPES 80.9 85.9 93.4 99 74.7 

COMPONENTS 19.1 14.1 6.6 1 25.3 

 

Comparing the cases 1 and 4, those with the same 
internal diameter of the pipes (3mm), is worth 
noting the large difference regarding the total 
pressure drop and pumping power consumption. 
Case 4 with the SP_W cooling cycle presented the 
highest values, respectively, 28.01bar and 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-313



597.80W, which were a consequence of the 
highest mass flow rate of water (see Table 5). It 
can also be observed that the pressure drop in the 
pipes represents more than 80% of the total 
pressure drop for both cases. The highest pressure 
drop on the TP_HFC134a cooling cycle, case 1, 
was observed in the pipe between the outlet of the 
ME and inlet of the condenser, where the flow is 
two-phase. Table 7 shows that the water mass flow 
rate (secondary fluid) in the condenser and 
subcooler is higher for the SP_W cooling cycle, 
which will result in a higher pumping power 
consumption.  

Table 7 Heat exchangers simulations. 

CASES 1 2 3 4 5 

Condenser 

Length [m] 1.91 1.90 1.95  -----  ----- 

Q [W] 549.74 553.52 577.53  -----  ----- 

mw [kg/h] 13.73 14.12 15.08  -----  ----- 

∆Pw [bar] 0.87 0.92 1.05  -----  ----- 

Subcooler 

Length [m] 1.27 1.18 1.12 1.39 1.21 

Q [W] 162.90 141.07 117.46 1319.45 742.14 

mw [kg/h] 4.10 3.67 3.15 31.79 17.89 

∆Pw [bar] 0.017 0.013 0.010 0.66 0.21 

 

For the cases 2 and 3, the internal diameter of the 
pipes was considered to be 2.4mm. This internal 
diameter was chosen so that the total pressure drop 
in the TP_HFC134a cooling cycle (case 2) was 
about 1bar. The comparison of the results shows 
an increase in the pumping power consumption 
and total pressure drop of about 24.7% and 18% 
when using HFO1234ze in place of HFC134a, but 
its values are still much lower than that obtained 
for the SP_W (case 4) presented beforehand.  

Finally, case 5 shows the simulation results of the 
SP_W cooling cycle for an internal diameter of the 
pipes so that the total pressure drop is about 1bar. 
A value of 6.5mm was found. The increase in the 
internal diameter from 3mm (case 4) to 6.5mm 
was followed by a reduction of the pumping power 
consumption from 29.7 times but still is 16.5 times 
higher than that for TP_HFC134a cooling cycle 
(case 2, Dip = 2.4mm). If one allowed the water 
inlet to outlet temperature rise to be 3.0K as 
opposed to 0.74K (decreasing the water flow rate) 
and an internal diameter of 3mm is used for the 
water and for the refrigerants, the pumping power 
for the water cooled cycle is still 26.5 times that of 
the HFC134a cycle and 21.6 times that of the 
HFO1234ze cycle (for the refrigerants the 

maximum junction temperature rise was 
maintained, i.e. 0.74K).  

5. Conclusions 
A two-phase cooling cycle has been proposed and 
simulated to cool microprocessors and auxiliary 
electronics of blade server boards with two-phase 
evaporating flow in the micro-evaporator cooling 
elements. A simulation code was developed and 5 
cases were simulated considering 3 different 
working fluids; HFC134a, HFO1234ze and water 
(in an analogous single-phase cooling cycle), and 
different internal diameter of the pipes joining the 
components. The results showed that for a design 
of the cooling cycle so that the total pressure drop 
is about 1bar, the liquid water cooling cycle has a 
pumping power consumption 16.5 times that 
obtained for the two-phase HFC134a cooling 
cycle. When comparing with the HFO1234ze 
cooling cycle, which showed a total pressure drop 
of 1.209bar, the difference drops to 13.2 times. It 
is important to mention that the simulations 
presented here can be considered as a benchmark 
and that the actual energetic comparison should be 
applied to an actual server’s specifications. 

Nomenclature 
CHF critical heat flux, W/cm2 

Di internal diameter, mm 

m mass flow rate, kg/h 

q heat flux, W/cm2 

Q heat transfer rate, W 

T temperature, °C 

W power consumption, W 

x vapor quality, % 

Greek symbols 

∆P pressure drop, bar or % 

∆T subcooling, °C 

µ micro 

Subscripts and superscripts 

cond condenser 

i inlet of a component 

i_evap inlet evaporation 

LP liquid pump 

ME micro-evaporator 

o outlet of a component 

o_evap outlet evaporation 
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o_w outlet water (secondary fluid) 

p pipe 

sub subcooler 

w water as a secondary fluid 

wf working fluid 
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Study of a R134a Supercritical Evaporator in a modified
condensing gas boiler
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Abstract: Improving the efficiency of natural gas heating by using thermally driven heat pumps will be
of growing importance among the future measures to reduce greenhouse gas emissions. Apart from
absorption heat pumps, ORC-ORC heat pump technology is a serious candidate for this application.
In the concept described in this paper a radial inflow turbine directly drives the radial compressor of
a reverse Rankine Cycle. This paper deals with the supercritical evaporator and covers in detail the
adaption of a gas-fired condensing heater to meet this purpose.

Keywords: Supercritical evaporator, R134a, natural gas combustion, condensing heater, heat ex-
changer ORC, heat pump, radial compressor, radial turbine.

1. Introduction
As shown in [2] fossil fuel boilers have among the
lowest exergy efficiency of all the heating modes.
Their modification in a trithermal heat pump cycle
could be one way to improve substantially their per-
formance. One first attempt was made by Strong
[7] on the basis of CFC refrigerants. Unfortunately
the mutation to chlorine-free refrigerants, the ma-
terials and the accuracy of machining were not
advanced enough for a success. Time has changed,
new chlorine-free refrigerants are available and thus
similar techniques can now be applied.

The main elements of the presented heat pump sys-
tem are shown in Fig. 1 and derived from [1, 7]
! The heat pump cycle is common to many other

compression heat pumps working with R134a.
In this case, however, a radial compressor com-
presses the refrigerant flow of the reverse Rank-
ine cycle. The temperature levels and the heat ex-
changer surface determine the pressure ratio.

! The Organic Rankine Cycle (ORC) is pressurized
by the feed pump with a pressure difference of up
to 60 bar. In the envisaged prototype the super-
critical evaporator heats the refrigerant to 180 ◦C
for a high cycle efficiency. Note that higher sta-
ble temperatures have been quoted as possible for
R134a and possibly for its successor R1234yf.

For this particular project, the gas burning domestic
heat pump, the objective is to test a prototype us-

ing a modified domestic condensing gas burner of
Cipag-Remeha with a maximum of 18 kWth capac-
ity. For the actual system design [1] the micro tur-
bine needs a mass flow of about 150 g/s of fully
evaporated R134a at 180 ◦C and 70 bar for efficient
operation. The required pressure and the massflow
is provided by the feed pump which for the proto-
type will be a piston diaphragm type. The object of
this paper is the design of a supercritical evaporator
for residential duty, based on natural gas combus-
tion.

The high pressure in the ORC is a major tech-
nical and financial constraint. In order to mini-
mize development costs the adaption of an existing
burner technology was desired. So as to find the
best solution, several gas combustors and gas-fired
heater have been examined and various configura-
tions have been investigated. The final decision was
taken for a standard condensing water heater run-
ning on natural gas.

Common domestic gas boilers are conceived for a
working pressure of about 3 bar and are tested to
maximum 10 bar. Thus the structure has to be mod-
ified to resist an absolute pressure of 70 bar. For
this reason the coil-shaped flattened tubular heat ex-
changer has been completely replaced by a newly
designed coil of steel tubes. In order to measure the
impact of this new construction a model has been
developed with respect to the flue gas and refriger-
ant properties.
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Figure 1: Flowsheet and parts of an ORC-ORC heat pump system fired
by natural gas. (Above, the high pressure turbine cycle (ORC); Below,
the heat pump cycle; The yellow underlaid box symbolizes the super-
critical heat exchanger)

No formal optimization of the design has been ap-
plied so far. By progressively adjusting the input
values the simulation results indicated further de-
sign modifications.
Physical tests should follow in the months to come.

2. The Supercritical Evaporator and
its Role in the Present Setup

The envisaged thermal heat pump system reaches a
theoretical coefficient of performance (COP) of 1.7
[1] when used for domestic heating with a ground
source heat exchanger. Its driving energy comes
from the natural gas combustion, which is therefore
one of the major part of the integral system.
With the previously mentioned objective in mind the
following development aims have been set:

1. Refrigerant heating from 30 ◦C to 180 ◦C

2. Refrigerant pressure drop within 0.5 bar

3. Fuel efficiency > 93 %∆h0
i

4. Secure operation in domestic environment

5. Functional and low cost design

For laboratory cycle tests these tasks are presently
accomplished by three parallel coiled heat exchang-
ers with an inner and outer tube configuration. This
setup allows a counter current flow of thermal oil
used as the heat source.

3. Design Guidelines and Con-
straints

With the decision for a standard water heater several
design presettings have to be considered. The most
important constraint is the combustor shape, see Fig.
2. The combustor will be reused as is, whereas the
heat exchanger has to be modified. The entity is de-
signed to efficiently rise the temperature of the re-
turning heating water from 25 ◦C to 35 ◦C or of the
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Figure 2: The disassembled heating unit with
its combustor in the foreground. One can see
the perforated sheet metal cylinder.

domestic hot water from 10 ◦C to 50 ◦C. Accord-
ing to these low temperatures some parts, like the
exhaust gas housing, could be made of plastics.

! The combustor is conceived for a premix sur-
face bound combustion. It is made of a cylinder
shaped perforated sheet metal and has a radially
distributed exhaust, see Fig. 2. The combustion is
flameless at about 700 ◦C to 800 ◦C.

! The heat exchanger consists of about 15 windings
of flattened tubes of 0.7 mm stainless steel. The
0.8 mm spacings between the windings allow the
exhaust gas to pass through in a laminar flow.

! The device components, like the premix fan, the
gas valve, the spark igniter, the feed pump and
several sensors are controlled by a circuit board.
First priority thereby is the secure operation - ig-
nition check and prevention from overheating.

For this new development the combustion part can
directly be transfered and the control can be adapted
easily. Hence, the main attention of the following is
attributed to the heat exchanger.

4. Four Different Heat Transfer
Modes

In order to describe the model of the new heat ex-
changer, its interaction with the heat source and heat
sink can be classified as follows:

4.1. Radiative Heat Emission from the
Combustor

The radiative heat depends mainly on the combus-
tion process. The premix gas goes through a per-
forated sheet metal cylinder and is burned at nearly
atmospheric pressure on the surface of this grid.
This type of flameless combustion has a tempera-
ture range from 700 - 800◦C. At low power regimes
a blue shine coming from the grid can be observed
which changes into a reddish glow of the heated
grid at high power regime. For the calculation only
the one dimensional radiation from combustor to
tube coil is taken into account (surface to surface
radiation)[4]. Considering that all heat will sooner
or later be absorbed by the heat exchanger this ap-
proximation is valid. The more radiative heat will
be absorbed by the heat exchanger the lower the
exhaust gas temperature.

Figure 3: The Radiative Heat Exchange between
two Concentric Cylinders [5]

The Radiative heat transfer between the burner sur-
face, AB, and the heat exchanger surface, AF , see
figure 3, is best approximated with the following
formula [3]:

CBF =
σrad

1
εb
+ AB

AF

(
1
εF
− 1
) (1)

Q̇absorb = CBF AB (T 4
B − T 4

ext) (2)

Where Text is the external heat exchanger tempera-
ture and TB the emissive surface temperature, here
the burner surface.
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4.2. Flue Gas Convection around the
Tubes

The convective heat transfer from the combustion
gas to the tube wall of the heat exchanger represents
the highest heat resistance. It is therefore the bottle
neck of the overall efficiency. It was calculated with
common formulas for crossflow of hot gas over sin-
gle tubes [3]. In order to minimize the tube length,
L, for low material costs and less weldseams let us
take a closer look to the related equations.

Q̇ = α · A · (T f luegas − Ttube) (3)

with
A = L · D · π

α =
λ · Nu
Lcharact

Lcharact = D · π

hence,

L =
Q̇ · π · D

D · 2 · π · ∆T · λ · Nu
(4)

that simplifies to:

L =
Q̇

2 · ∆T · λ · Nu
(5)

Equation 5 shows that in a single tube heat ex-
changer the length L is not dependent on the diam-
eter D. Yet, small tubes have a favourable impact,
as they occupy less space, have an increased resis-
tance to pressure and make a more compact heat
exchanger possible.

4.3. Conduction through the Tube Wall

The conduction from the outer tube wall surface to
its inner surface has the lowest heat resistance of the
four modes of heat transfer. It was calculated based
on the thermal conductivity, the wall thickness and
a form factor for round tubes [5]. The conduction
along the tube is insignificantly small and thus is
neglected.
Having high temperatures and high pressures as
constraints, only few possible alterations of the tube
geometry are feasible. However the tube diameter
can be changed.

The thermal conduction in the tube wall with its
length, Li, is considered as follows:

Q̇COND = Li s λ (Text − Tint) (6)

where Text and Tint are the external and internal
temperatures, Li is the length of the tube during one
model iteration and s is the form factor due to the
tubular shape:

s = 2π/ ln
D
d

(7)

4.4. Refrigerant Convection in the Tube

The convective heat transfer towards the refrigerant
happens mainly depending on the tube diameter, on
parallel or serial arrangements and on the massflow.
It was calculated with the formulas of forced con-
vection hot gas in round tubes according to the VDI-
Wärmeatlas [3]. The single phase character is due to
the supercritical regime of R134a. The refrigerants
volume is drastically expanding with temperature.
As a result it will develop a more turbulent flow the
higher its temperature and its velocity is.

Q̇ = α · A · (Ttube − TR134a)

with α for turbulent flow:

α = Nu · λ
d

and finally Gnielinski equation

Nu =
( f /8) · (Re − 1000) · Pr

1 + [12.7 · (
√

f /8) · (Pr2/3 − 1)]
(8)

f is the friction factor and is calculated in this case
by the Colebrook relation.

For low Reynolds numbers with laminar flow the
following simplification was used:

α = 3.657 · λ
d

(9)

5. Calculating Method
The stepwise computation of the temperature and
pressure starts at a point where the fluid properties
are known: at the refrigerant outlet. At this point the
desired temperature of R134a, the counter-current
flue gas temperature, the desired pressure and the
estimated radiative heat are fixed. Then the temper-
ature is calculated along the heat exchanger tube.
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Figure 4: Section of the combustor in the cen-
tre and the first coil layer of the surrounding
heat exchanger. Different parameter settings
for the number of windings and the outer di-
ameter D have been applied for the simula-
tions.

The first coil faces the combustor and thus absorbs
the radiative heat. For the second to sixth coil lay-
ers radiation is neglected. The fluegas temperature
is averaged for each coil and the physical properties
are taken from combustion gas tables [6].

6. Finding the Optimal Tube Config-
urations

Considering the evaluation ahead, different tube
configurations have been determined. The tube di-
ameter and the number coil layers have been fixed.
Whether to have just one single tube or up to a maxi-
mum of three tubes in parallel has also been decided
for each application point.

The outer tube diameter, corresponding to D in Fig.
4, was varied between 8 and 20 mm. Its wall thick-
ness was adapted according to the material’s me-
chanical resistance and constraints in purchasing. If
not a single tube, up to three parallel tubes where
placed in a way that covers the complete combus-
tion chamber. The parameter DH and h had been
fixed according to the space available in the original
device.

The best heat transfer was predicted for a single
8 mm tube and 15 windings per coil. This heat ex-
changer is conceived with six coils. It has a pre-
dicted energy efficiency of 95 % of the lower heat-
ing value, ∆h0

i . The flue gas output is slightly over
the dew-point. So the latent heat of condensation
is not recovered. However, the minimal efficiency

of 93 %, which is set by the federal legislation and
corresponds to European law, is respected.
A flow distribution in three parallel 8 mm tubes
is close to the latter results. Slightly worse re-
sults were calculated for a single and two parallel
12 mm tubes at about 94 % fuel efficiency.

7. Conclusion
The adaption of a conventional condensing gas
boiler is feasible way towards the integrated ORC
heat pump system. The cylindric combustor enables
a large heat exchange surface and a compact design
of the supercritical evaporator. This new concept
implies important redevelopments such as the heat
exchanger and the exhaust gas housing.

Compared to the burner’s original purpose the new
design demands higher temperatures. As a result
the combustion exhaust has a higher temperature
and thus a lower efficiency. Still, the preliminary
modeling and simulations resulted in a promising
outcome of a 95 % efficiency based on the lower
heating value. Physical testing has yet to confirm
the results.

The overall efficiency of the ORC-ORC system is
largely depending on the fuel efficiency of the boiler
and thus further optimization has to follow. Further
more, in order to exploit the latent heat of the ex-
haust gas, an additional heat exchanger could be in-
troduced later.
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Nomenclature
A Heat transfer surface, m2

α Heat transfer coefficient, W/(m2 K)

D Tube diameter, m

DH Coil diameter, m

ε Emissivity of Radiation, a material property

f Friction Factor, dimensionless

h Helix displacement, m

∆h0
i Lower Heating Value

L Tube length, m

λ Conductivity, W/(m K)

ṁ Mass flow rate, kg/s

Nu Nusselt Number, dimensionless

Pr Prandtl Number, dimensionless

Q̇ Heat Transfer, Power, kW

Re Reynolds Number, dimensionless

σrad Stefan-Boltzmann Constant

T Temperature, ◦C or K
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Abstract: This paper proposes an integrated modeling framework for energy systems planning, where
a TIMES model is used in combination with a half-an-hour resolution model for the system operation
developed in MATLAB. The technical and economical feasibility of the long-term scenarios considering
the installation of renewable resources plants are tested and validated at the operational level on the
detailed operational model that considers half-an-hour dynamics. These results are then feed back
into the TIMES model as parameters for resource availability and plant efficiency in order to calibrate
scenario design. The proposed methodology is tested in the design of the electric system of the island
of S. Miguel in Azores - Portugal, in particular to determine the wind-farms capacity installation. The
results show that only when the short-term model is used to evaluate the energy balance between
supply and demand, it is possible to determine the real cost-effectiveness of the capacity investment
in the medium-term model and obtain feasible solutions.

Keywords: TIMES, Energy Planning, Energy Modeling

1. Introduction
TIMES [5] is a planning tool used to compile long
term scenarios for in-depth national, multi-country
and global energy and environmental analysis. As-
suming partial equilibrium, TIMES is able to deter-
mine the optimal supply solution for the energy sys-
tem in future time periods by maximizing the total
energy surplus. The model requires: detailed and
explicit information about available energy tech-
nologies (e.g. production capacity, efficiency and
operation costs); the description of end-use con-
sumption for different sectors and types of energy;
and estimates of future energy demand needs and
supply investments. Usually, this is done consider-
ing yearly resolution datasets. However, energy sys-
tems are changing towards the integration of large
penetration of renewable resources, the implemen-
tation of aggressive end-use energy efficiency mea-
sures and the modernization of the networks [11].
Thus, an effective planning of such type of system
requires high resolution models, e.g. hourly, in or-
der to take into account the intermittent availability
of renewable resources or the implementation of de-
mand side management strategies.
A recent overview on existing energy planning
tools [2] shows that there are many different energy
planning tools covering different planning issues,

from operation and simulation using hourly time
steps like EnergyPLAN [15], to scenario analysis
using year steps like TIMES [9], but none is able
to integrate all the necessary dimensions for the
design of the emerging energy systems. Appar-
ently, there is a gap between long term modeling
tools like TIMES and short term modeling tools
like EnergyPLAN that is necessary to fill.

Several different approaches have been used to
bridge this modeling gap. For example, in [10],
EnergyPLAN is used to simulate specific future
energy scenarios for the Denmark energy system
in the years 2030 and 2050 using information re-
garding oil or CO2 future prices. In [13], TIMES
was used to simulate the hourly dynamics for 12
days of the year (weekdays, Saturdays and Sun-
days for the different four seasons in a total of 288
periods for each year) in order to evaluate the eco-
nomic feasibility of a storage system in a scenario
of large renewable penetration. In [7], TIMES has
been used to simulate 5 periods per week for all
52 weeks of one year (in a total of 260 periods per
year). These results were used in the energy market
model for Norway in order to simulate the mar-
ket prices, which were then fed back to TIMES to
evaluate the energy demand considering these new
prices. Nevertheless, none of these approaches is
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able to fully simulate the detailed operation of an
energy systems for multiple years.

This paper proposes an integrated modeling frame-
work for energy systems planning, where a TIMES
model is used in combination with a half-an-hour
resolution model for the system operation devel-
oped in MATLAB [12]. The technical and econom-
ical feasibility of the long-term scenarios consider-
ing the installation of renewable resources plants are
tested and validated at the operational level on the
detailed operational model that considers half-an-
hour dynamics. These results are then feed back into
the TIMES model as parameters for resource avail-
ability and plant efficiency in order to calibrate sce-
nario design. The proposed methodology is tested
in the design of the electric system of the island of
S. Miguel in Azores - Portugal, in particular to de-
termine the wind-farms capacity installation.

The paper proceeds as follows. In Section 2. we
describe the energy planning problem of the island
of S. Miguel. The mathematical framework of the
planning problem is described in detail in Section 3.,
both for long-term economical conditions and short-
term operational conditions. Section 4. describes
the proposed methodology and in Section 5. the im-
plementation results for the case study are presented
and discussed. Section 6. concludes the paper and
presents some guidelines for future research.

2. S. Miguel, Azores case study

Azores is a Portuguese archipelago in the Atlantic
Ocean, located 1500km west from Portugal and
3900km east from the USA, with 240 thousand in-
habitants living mainly from tourism, cattle raising,
fishing and agriculture. Due to its remote location,
the fossil fuels import costs have always been a bur-
den for the local economy that has become heavier
with the latest oil price increasing trends.

The Azores government, following the European
Community energy policy guidelines [8] and the
mainland national energy plan objectives [3], is
deeply committed to implement a sustainable en-
ergy system in the region to achieve electricity gen-
eration independence based on aggressive end-use
efficiency, renewable resources penetration and the
network modernization. This effort will start in the
island of São Miguel (54% of total Azores popu-
lation) under the framework of the Green Islands
Project, from the MIT Portugal Program [14].

In 2007, S. Miguel has achieved a penetration of
47% of renewable resources in the electricity gen-
eration [4], which is already a remarkable feature in
Europe [6] and worldwide [1]. Its volcanic nature
and its isolation from the mainland made the elec-
tricity generation in Azores always closely related to
natural renewable resources, in particular Geother-
mal (27MW in 2007) and Hydro (5MW in 2007).
The plan of investments on renewable power plants
for the next 10 years in the island of S. Miguel in-
cludes [4]:

1. a 9MW Wind farm to be built in 2011 that can
be extended in the following years;

2. expanding Geothermal production to 40MW
by 2013 (3MW in 2010 and 10MW in 2013),
with the possibility of building another 10MW
power plant in the following years.

Table 1 shows the size, the efficiency of the ther-
mal engines, the maximum capacity factor for the
renewable plants and the estimated costs (invest-
ment, fixed and variable) [16] of existing, planned
and possible future plants in the island.
As it can be seen from Fig. 1, the present minimum
base load is less than 40MW. Considering only the
planned investments that will lead to a 40MW pro-
duction capacity only in Geothermal - plus a deploy-
ment of 9MW of Wind and successful implemen-
tation of end-use efficiency plan and other renew-
able sources electricity production projects, such as
micro-generation or biomass - it may happen that
by 2013 S. Miguel produces more electricity in the
evenings than required, unless the excessive elec-
tricity produced during the evening is stored to be
used later in the day, with a pumped water system
or electric vehicles.

Figure 1: Electricity demand in S. Miguel in 2008

However, in S. Miguel, there are no large natural
reservoirs except for lagoons and its use for pump-
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Status Type of plant Capacity Efficiency / Investment costs Fixed costs Variable costs
[MW] Capacity factor [e/KW] [e/KW] [e/MWh]

Fuel/Diesel 98 42% - 9 1.15
Existing Geothermal 27 75% - 50 0.36

Hydro 5 50% - 19 0.54

Planned Geothermal 13 75% 2900 50 0.36
Wind 9 26% 1600 19 0.72

Possible Geothermal 10 75% 3000 50 0.36
Wind - 26% 1600 19 0.72

Table 1: Characteristics of existing, planned and possible future plants

ing would pose many environmental problems. Fur-
ther, using electric vehicles as storage is still far
from deployment. Therefore, the use of electricity
storage is, in this case, unlikely to happen and the
planning scenarios should consider this. In this con-
text, the economic feasibility of Wind power plants
installation becomes a critical issue for the system
planning.

3. General mathematical formula-
tion

The goal of the proposed methodology is to op-
timize the investment in new generation capacity
and the operation of existing and new electricity
plants, using an optimization model composed of
medium- and short-term optimization sub-models.
The medium-term sub-model optimizes the system
until the year 2035, with the relevant time period for
analysis being from 2011 till 2020. The optimiza-
tion beyond 2020 is done in order for the model to
be able to choose between investments close to 2020
and investments beyond that year. The short-term
sub-model optimizes the daily operation of the sys-
tem using half-an-hour time steps for the period of
one year.
The general model is built upon the following as-
sumptions:

• There are no startup or down-times for each
power plant;

• Grid losses are a fixed percentage of the elec-
tricity demand;

• For each type of power plant, all electricity
supply units are technologically equal.

Defining xOi as the electricity produced in MW by
source i and xCi as the total (installed plus new)
generation capacity in MW of source i, with i = 1

(Fuel), 2 (Wind), 3 (Geothermal), 4 (Hydro), a lin-
ear programming model is derived as follows:
Minimize

Z = Var Costs + Fix Costs + Inv Costs (1)

with
Var Costs =

∑

i

cOi xOi (2)

Fix Costs =
∑

i

cFi xCi (3)

Inv Costs =
∑

i

cIi xCi (4)

subject to
∑

i

xOi ≥ Demand + Losses (5)

xO1∑
i xOi

≥ 0.2 (6)

xOi ≤ Potential (7)

xCi ≤ Maximum Capacity (8)

and
xOi , xCi ≥ 0 (9)

where cOi are the operating costs of source i, i.e.
costs, such as Fuel costs, that depend only on the
amount of electricity produced; cFi are fixed costs
regarding the installed capacity of source i and in-
clude regular maintenance and salaries; and cIi are
investment costs for the new generation capacity of
source i and include equipment, construction and
grid connection costs.
The model is subject to four functional constraints:
(5) refers to the need for the electricity supply to be
greater or equal to the demand plus the grid losses.
Using historical data, an average value of 10% was
estimated and assumed for all time periods; (6) re-
quires that the electricity production by Fuel (i = 1)
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represents at least 20% of the total electricity pro-
duction, in order to allow immediate responses to
demand fluctuations without affecting the grid qual-
ity; (7) indicates that the production from the re-
sources is limited by the resource availability - for
each type of renewable resource, a stochastic re-
source generator was considered based on the his-
torical data, and for Fuel, the potential is limited
only by the installed capacity; finally, (8) indicates
the available installation capacity for each resource.

3.1. Medium-term model mathematical
formulation

The medium-term model aims at optimizing the in-
stallation of new generation capacity by looking at
an extended time horizon. The following assump-
tions are considered in the model:

• The model is deterministic and has perfect
foresight;

• Electricity demand grows at the same rate for
each time period for each sector.

The medium-term model optimizes over 25 years,
with each year divided in 4 seasons, 3 days per sea-
son (weekday, Saturday and Sunday) and 24h per
day, in a total of 7200 time steps, in order to in-
clude some seasonal, daily and hourly dynamics.
Each hour for each type of day (4 × 3 = 12 types
of days) has a different demand, which is the aver-
age demand of those hours for that type of day. The
potential (7) of each energy source in each time pe-
riod is evaluated using:

Potentiali = Capacityi × Availability factori (10)

where Capacityi is the total installed capacity of
source i and Availability factori is the maximum
fraction of the capacity that can be used in that time
period.
While for Fuel, Geothermal and Hydro the availabil-
ity factors are fixed between iterations, the availabil-
ity factors of Wind are affected by the output of the
short-term model. Since the model does not con-
sider any storage system and the off-peak supply ca-
pacity without Wind is able to match the demand, it
may happen that Wind turbines with the same effi-
ciency have different capacity factors. These factors
must be determined by the short-term model, which
evaluates which fraction of the capacity factor con-
sidered is absorbed by the grid, for each group of

Wind turbines (groups of 3 × 900kW turbines).
These values can then be used by the medium-term
model as a multiplier factor for the capacity factor
considered for each time period.

3.2. Short-term model mathematical for-
mulation

The short-term model optimizes the operation of the
electric system minimizing the operation costs. This
model considers the following assumptions:

• The installed capacities are provided by the
medium-term simulation and are constant
throughout the short-term simulation;

• The demand is provided by the medium-term
model, but a stochastic term is introduced for
each day;

• There is no continuity on the demand from the
end of one day (23 hours and 30 minutes) to
the beginning of the following day (0 hours).

The proposed scheduling model is based on half-an-
hour steps (48 periods) over one year (365 days) in a
total of 17520 time steps. The selection of this time
length involves a trade-off between accurate opera-
tion and computational effort.
Since the short-term model only focuses on the op-
erational point of view, the investments costs are op-
timized by the medium-term simulation. Therefore,
all the restrictions associated with the generation ca-
pacity of source i, xCi , are not used. The short-term
formulation simplifies the objective function of the
general formulation using:

Inv Costs = 0 (11)

As some of the operating costs are fixed, the ob-
jective function of the short-term model optimiza-
tion only uses the Var Costs to maintain the propor-
tionality property of the linear programming model.
The final cost is calculated afterwards by adding the
Fix Costs.
The Demand (5) in this model is based on the data
provided by the medium-term model but it considers
a stochastic term, based on historic data for several
years in order to distinguish between the different
days of the year.
The Potential in (7) is given by N(µi,σi) for i = 3, 4
representing a normal probability function that de-
scribes the maximum electricity production avail-
able for these sources at a given time period. The
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values for the average power output µi and the re-
source variability σi are calculated for each source
using historic production data from previous years.
For Wind (i = 2), the potential is evaluated using a
Weibull distribution. For Fuel (i = 1), the potential
is limited by the installed capacity.

4. Integrated modeling framework
The method proposed in this paper consists of the
use of both models in an iterative cycle, in which the
medium-term model is used to optimize the invest-
ment in new generation capacity and the short-term
model is used to calculate the energy balances over
one year with higher time resolution (hourly or less)
by optimizing the operational costs. The medium-
term model provides to the short-term model the in-
stalled capacities of each energy source that it has to
consider for the simulation of each year; the short-
term model updates the medium-term model con-
straints parameters regarding the operation of the
electricity generation facilities, such as the impos-
sibility to start the operation on a certain year or the
limitation on the amount of electricity that can be
absorbed by the grid (effectively lowering the avail-
ability factor in that year).
Generally, the framework works as shown in Fig. 2.
At the beginning of each iteration, a run of the
medium-term model provides the inputs for the
short-term model. Then, the short-term model runs
for the first year being considered. After this run,
the outputs are analyzed and three things may hap-
pen: (i) if the outputs show that some criteria are
not met, then there are restrictions that need to be
introduced in the medium-term model for that year;
(ii) if the outputs show that the necessary criteria are
met and the end year has not been reached, then the
short-term model is run for the following year; (iii)
if the outputs show that the necessary criteria are
met and the year being considered is the end year of
the optimization, then the process comes to an end.

4.1. Case study application
In this work, TIMES was used to build the medium-
term model and MATLAB to build the short-term
model. Following the described framework, TIMES
provides as output the installed capacity for differ-
ent energy sources in each year, which are then used
to run the MATLAB model. If some criteria are not
met, the medium-term model is updated with a new
constraint regarding the operation of the new gen-
eration capacities. For the case study, the proposed

Figure 2: Proposed integrated modeling framework

methodology was used sequentially in two different
situations: installation of a second 10MW Geother-
mal facility (in addition to the assumed installation
of 3MW in 2010 and 10MW in 2013) and installa-
tion of Wind turbines.
First, the methodology was used to test the feasibil-
ity of introducing a second 10MW Geothermal fa-
cility, increasing the installed capacity from 40MW
to 50MW. Here, the defined criterion was if the new
plant would be used at a minimum level of 90% of
the capacity factor, more than 95% of the time. If
the criterion was not verified, the possible start year
of this technology in the medium-term model was
increased by one. With this approach, the model
calculated what was the first possible year that al-
lows the Geothermal to be built without having to
be shut down during some period of time or produc-
ing a lot of excess electricity. This corresponds to
the Geothermal iterative process.
Second, the methodology was used to analyze the
electricity production from the Wind turbines that
were installed by TIMES. Here, the defined crite-
rion required that all Wind turbines produced more
than 90% of the estimated electricity production po-
tential. If the criterion was not verified, the avail-
ability factors of each group of turbines in TIMES
were changed to be equal to the capacity factors cal-
culated by MATLAB. This corresponds to the Wind
iterative process.
It should be noted that it is possible to implement
this sequential inquiry since Geothermal costs are
considered to be lower than Wind energy costs. This
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ensures that electricity produced from Geothermal
is always favored over electricity produced from
Wind turbines.

5. Results
Table 2 shows the total Wind power generation
capacity installed for each year in each iteration,
where the following nomenclature is adopted:

• TIMES initialization: first run done with
TIMES, before either of the iterative cycles.
It has no conditions;

• Iteration 1: last iteration from the Geothermal
iterative process and first iteration of the Wind
iterative process. It includes the condition that
the second 10MW Geothermal unit can only be
installed in 2019 or later;

• Iteration 2,...,10: successive iterations of the
Wind iterative process.

The installed capacity of Wind power in the TIMES
initialization is very low since the model considers
that the second 10MW Geothermal unit comes into
operation in the year 2013 together with the already
planned 10MW plant, as shown in Fig. 3. Here, the
very low cost of producing electricity from Geother-
mal energy would make it economically viable even
if generation had to be stopped during the night pe-
riods.

Figure 3: Electricity production by source from
TIMES initialization

However, in iteration 1, after we implement the pro-
posed methodology and consider the electricity de-
mand growth rates, the second 10MW Geothermal
plant is found to be technically feasible only in the
year 2019, as shown in Fig. 4. To compensate this,
the model then chooses to install a large amount of
Wind power generation capacity early on, as shown
in Table 2, iteration 1. It should be noted that in this

iteration, the model does not have any information
on the capacity factors of the Wind turbines and as-
sumes that all have the same capacity factors.

Figure 4: Results from iteration 1

In each iteration of the Wind iterative process, a
new constraint is added regarding the capacity fac-
tors of the different groups of Wind turbines, and the
model starts to decrease the investment on this tech-
nology. Every time the model finishes one iteration,
new constraints are included in one of the remaining
years of the TIMES model. The last iteration (iter-
ation 10) shows that only 9.9MW of Wind power
are economically feasible even without the second
10MW Geothermal power plant, with the evolution
of the electricity system being shown in Fig. 5.

Figure 5: Results from iteration 10

The final solution contrasts heavily with the first run
of all (TIMES initialization), where the early intro-
duction of the Geothermal plant postpones the in-
stallation of Wind power. Further, even if a pre-
vious study had been done which determined that
the second Geothermal unit would only come into
operation in 2019, the medium-term model would
still give a solution in which big investments should
be made on Wind power. Only when the short-
term model is used to evaluate the energy balance
between supply and demand, it is possible to de-
termine the real cost-effectiveness of those turbines
and, in this way, produce a more feasible solution.
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Iteration 2011 2012 2013 2014 2015 2016 2017 2018 2019 2020
TIMES initialization 0.0 0.0 0.0 0.0 0.0 0.0 3.5 8.3 16.3 23.3

1 9.7 28.7 28.7 28.7 28.7 30.5 30.5 30.5 30.5 30.5
2 9.7 12.2 26.3 26.3 27.3 29.9 29.9 29.9 29.9 29.9
3 9.7 12.2 15.4 16.9 27.3 29.9 29.9 29.9 29.9 29.9
4 9.7 9.9 9.9 9.9 27.3 29.9 29.9 29.9 29.9 29.9
5 9.7 9.9 9.9 9.9 9.9 29.9 29.9 29.9 29.9 29.9
6 9.7 9.9 9.9 9.9 9.9 9.9 28.7 28.7 28.7 28.7
7 9.7 9.9 9.9 9.9 9.9 9.9 13.5 27.0 27.0 27.0
8 9.7 9.9 9.9 9.9 9.9 9.9 13.5 14.8 14.8 22.3
9 9.7 9.9 9.9 9.9 9.9 9.9 9.9 9.9 9.9 22.3
10 9.7 9.9 9.9 9.9 9.9 9.9 9.9 9.9 9.9 9.9

Table 2: Installed capacity of Wind (MW) in each iteration

6. Conclusion
This paper proposes an integrated modeling frame-
work for energy systems planning, where a TIMES
model for medium-term planning is used in com-
bination with a half-an-hour resolution model for
the system short-term operation management de-
veloped in MATLAB. The methodology is tested
in planning the electric system of the island of
S. Miguel in Azores, in particular to determine the
required capacity and year of installation of renew-
able resources power plants. The results show that
only when the short-term model is used to evaluate
the energy balance between supply and demand, it is
possible to determine the real cost-effectiveness of
the capacity investment in the medium-term model
and obtain feasible solutions.
Future work is already being developed in order to
include storage systems in both medium- and short-
term models. Further, the methodology is being ex-
tended in order to allow the simultaneous evaluation
of different types of investment.
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Abstract:  In the framework of the revision of the Swiss CO2-Law and in view of the international 
negotiations that will take place at the next Conference of the Parties to the United Nations Framework 
Convention on Climate Change, the Federal Office for the Environment (FOEN) has proposed a set of 
instruments and two levels of abatement to define the Swiss climate policy for the post-2012 period. 
The proposed policies are the results of a consultation procedure that took place at the beginning of 
2009 and allowed major stakeholders and lobbies to defend their views. Using a hybrid model, we 
evaluate two proposed scenarios at the 2030 horizon. We find important disparities in the prices of 
carbon faced by the different economic sectors and higher welfare costs than those that would be 
triggered by a uniform carbon tax. 

Keywords: Climate policy, Environmental taxation, Hybrid modeling, Transport, Residential, Welfare 
economics. 

1. Introduction 
Switzerland represents a small share of global 
greenhouse gas (GHG) emissions but is strongly 
engaged in meeting its abatement objectives and 
has proved to be at the forefront of international 
climate negotiations. With 7.6 million inhabitants, 
GHG emissions amounted 51.3 million ton of CO2 
equivalent (MtCO2eq) in 2007, slightly less than 
the 1990 level (52.7 MtCO2eq). Since electricity is 
largely produced from hydro (56%) and nuclear 
(39%), transportation and housing are responsible 
for the major part of GHG emissions. 
In the framework of the revision of the Swiss CO2 
Law for the post-2012 period and in view of the 
15th Conference of the Parties to the United 
Nations Framework Convention on Climate 
Change, the Federal Office for the Environment 
has proposed a set of instruments and two levels of 
abatement to define the Swiss climate policy for 
the post-2012 period. As it is the case in the 
European Union, a first scenario is envisaged for 
the case where the climate negotiations would 
reach a moderate global abatement and a second 
more stringent scenario could be used in the case 
where the rest of the world would commit to 
strong emissions reductions. A detailed description 
of the envisaged targets and instruments is 
presented in section 4. 

In order to adequately evaluate the post-2012 
Swiss climate policies, to model all the envisaged 
instruments and to consider the influence of the 
choices that will be made in the rest of the world, 
we have coupled the GEMINI-E3 model, a 
worldwide computable general equilibrium (CGE) 
model, with MARKAL-CHRES and MARKAL-
CHTRA, two energy models describing 
respectively the Swiss residential and 
transportation sectors. This paper builds on the 
work undertaken in [1] and uses a new coupling 
approach to assess the climate policies currently 
under discussion. 
This paper is organized as follows: section 2 
briefly presents the methodology; section 3 
describes the baseline scenario. The policy 
scenarios and their respective results are presented 
respectively in sections 4 and 5, whereas section 6 
concludes. 

2. Methodology 
We use an aggregated version of GEMINI-E3, a 
dynamic-recursive CGE model with a highly 
detailed representation of indirect taxation, that 
represents the world economy in 6 regions and 18 
sectors based on the year 2001. We define the 
regions as follows: Switzerland (CHE), European 
Union (EUR), other European and Euro-asian 
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countries (OEU), Japan (JAP), USA, Canada, 
Australia and New Zealand (OEC) and other 
countries, mainly developing countries (DCS). To 
complement the top-down model GEMINI-E3, we 
use the bottom-up models MARKAL-CHRES and 
MARKAL-CHTRA, which are energy models 
describing the Swiss residential energy system and 
the Swiss transportation energy system. They are 
sub-modules of a larger Swiss MARKAL model 
developed at the Paul Scherrer Institute. The 
models contain respectively 173 and 184 
technologies using different energy sources (coal, 
oil, diesel, gasoline, gas, electricity, wood, pellets 
and district heat). Both MARKAL models use a 
3.5% discount rate. For a more detailed description 
of the models, see Schulz [2]. 
We have used a soft-link method to couple the two 
models: we keep GEMINI-E3 and both MARKAL 
models in their complete form and dynamically 
couple them. Compared to previous studies [1,3], 
our coupling procedure has been amended to allow 
GEMINI-E3 to calculate taxes according to given 
sectoral emission profiles. The models are run 
alternatively while the coupling variables are 
exchanged between the models, until a defined 
threshold on the variation of the taxes is reached. 
The coupling procedure also takes into account a 
building improvement program. 

3. Baseline Scenario 
The GEMINI-E3 model with the disaggregated 
transportation sectors, once linked to the 
MARKAL-CHRES and MARKAL-CHTRA 
models and calibrated to Swiss GDP and 
population figures, calculates a baseline scenario 
until 2030. The baseline oil prices are also a key 
assumption for the model. We use a smoothed 
series of historical prices and keep the oil prices at 
50 USD2008/bbl until 2020. The price of oil is 
then assumed to grow linearly to 100 
USD2008/bbl in 2050, thus reaching 66 
USD2008/bbl in 2030. In our baseline scenario, 
the world GHG emissions reach a little more than 
55 GtCO2eq by 2030, which is in line with OECD 
[4]. On average, the Swiss baseline GHG 
emissions will decrease annually by 0.6%. The 
calibration of the baseline emissions is based on 
Swiss Federal Office of Energy [5]. Scenario I.A, 
which assumes the continuation of present climate 
policies and the construction of new nuclear power 
plants to replace those that will be phased out over 
the coming decades. 

4. Policy Scenario 
4.1. Swiss scenarios 
Two scenarios are under consideration, a first one 
where international agreements target rather 
limited abatement, and a second one where 
stronger abatement is agreed upon by all world 
nations. Since no specific threshold allowing to 
differentiate the two cases has yet been defined, 
we define two sets of international abatement 
targets (see section 4.2) using expert judgment and 
the scenarios of the Energy Modeling Forum [6]. 
The envisaged Swiss post-Kyoto policies, is 
described in detail in table 1, the policies divide 
the economy in four parts, which will face 
different carbon prices. 

Table 1: Swiss emissions targets (% of 1990 emissions) 
 Scenario 1 Scenario 2 
 2020 2030 2020 2030 
ETSa  -1.75 % p.a. -2.9 % p.a. 
Certificates purchase 
capb 

40% 50% 

Transportc  -25% -42% -40% -60% 
Technical regulations 
on carsd 

target on average emissions of 
new cars 

Combustible fuelsc  -25% -33% -35% -50% 
Building improvement 
programe (2010-2020) 

200 Mio. CHF p.a. f 

Certificates purchase 
capc (% of 1990 GHG) 

9% 14% 14% 21% 

a Starts in 2013 on the basis of the average emissions in the period 

2008-2012 - b The cap on the purchase of certificates in the ETS 
sectors increase linearly over the periods 2010-2020 and remains 
unchanged from 2020-2030 - c The values of the objectives increase 
linearly over the periods 2010-2020 and 2020-2030 - d Modeled as a 
ban on standard cars as of 2015 e Modeled as a discount on 
refurbishment costs (energy saving technologies) - f 130 Mio. USD2008 
4.1.1. Taxes, levies and CO2 markets 
The energy intensive (ETS) sectors will participate 
as of 2013 in an ETS similar to the European 
Union (EU) ETS and they will be allowed to 
purchase a part of the required abatement through 
the purchase of certified emissions reductions 
(CER) purchased abroad. The transport sectors are 
potentially affected by two instruments. Firstly, as 
of 2010, the importers of transportation fuels will 
be required to offset a part of the transport 
emissions through the purchase of CERs. 
Assuming that the additional costs due to the 
purchase of the certificates will be passed on to the 
consumers through an increase in the price of 
transport fuels, we have modeled this through the 
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implementation of a levy (tax), whose revenues 
are sufficient to purchase the required amount of 
foreign certificates. Secondly, in order to ensure a 
minimum domestic abatement, the sum of the 
purchases from the ETS and transport sectors is 
limited. Therefore, if the cap on the purchase of 
CERs is reached and taking into account that the 
ETS sectors have the priority in the purchase 
mechanism, a CO2 tax will be introduced on 
transportation fuels to ensure achieving the 
abatement target of the transportation sectors. As 
for the current CO2-Law, combustible fuels will 
continue to be subject to a tax. Nevertheless an 
exemption will be introduced for those sectors 
taking part in the ETS. Finally, air transport is not 
subject to any constraint. In addition two specific 
programs will also contribute to the overall Swiss 
abatement effort: an average emission target for 
the CO2 emissions of new passenger cars and a 
building improvement program. In order to 
evaluate the relative efficiency of the envisaged 
scenarios, we have also simulated the 
implementation of a uniform CO2 tax, applied to 
the whole economy except from air transport, 
aimed at achieving equal domestic and total 
reductions. 
4.1.2. Car regulations 
Both policies under consideration envisage an 
average emission target value for the CO2 
emissions of new passenger cars, with the same 
requirements as those that will be imposed in the 
EU. The average emissions of new cars will be 
limited to 130 gCO2/km as of 2012 and to 95 
gCO2/km in 2020. 
Despite the technological richness of the 
MARKAL-CHTRA model, the descriptions of the 
available and future vehicles does not go into 
sufficient details to model precisely this aspect of 
the policy. Instead, as of 2015, we have 
implemented a technical restriction on the 
purchase of the less efficient diesel and gasoline 
personal cars (5.4 l/100km and 6.1 l/100km). This 
leaves the following choices to the consumers: gas 
internal combustion engines (ICE) cars (8.2 
l/100km), efficient diesel and gasoline ICE cars 
(5.1, 5.8 l/100km), as well as hybrid cars using 
gas, diesel and gasoline (6.2, 4.2, 4.9 l/100km). As 
MARKAL models are perfect foresight models, 
due to anticipations, the restrictions have an effect 
before their implementation and, already in 2013, 
one half million tons of CO2 are avoided. The 

abatement achieved by this measure exceeds 1.1 
MtCO2 in 2020, which represents respectively 
26% and 18% of the required transport sector 
abatement efforts in scenarios 1 and 2. 
4.1.3. Building improvement program 
In the period 2010-2020, the revenue of the tax on 
combustible fuels will be affected up to one third 
of its values or maximum 200 Mio. CHF to a 
building improvement program, and the rest will 
be redistributed to households and economic 
sectors through social security. The building 
improvement program consists of financial help 
from the government to undertake refurbishments 
of houses and buildings with the scope of 
improving their energy efficiency. The use of a 
hybrid model with a bottom-up residential sector 
allows for modeling endogenously this building 
improvement program. We have implemented a 
procedure which determines a reduction in the 
investment prices of energy saving technologies 
(e.g. insulation) as well as efficient technologies 
such as heat pumps or solar. This affects relative 
prices in MARKAL-CHRES and ensures that 
households increase their investments in these 
technologies. The price rebate is calculated so that 
the difference between the real costs of the 
investments and the actual costs borne by the 
households after the rebate is equal to the 200 
Mio. CHF available for the program. In GEMINI-
E3, we have considered that the government 
spends this amount in constructions (services 
sector). When analyzed independently from all 
other instruments, we find that the building 
improvement program would save annually up to 
680’000 tCO2 by 2020, representing 23% and 15% 
of the abatement required in the residential sector 
in scenarios 1 and 2 respectively, at a shadow 
price of 191 USD2008/tCO2eq. 

4.2. International scenarios 
In this paper, we consider two cases, where two 
different international agreements are agreed upon 
and enforced. The proposed target for the “low” 
and “high” scenarios for 2020 and 2030 are 
presented in Table 2. The “low” scenario is used to 
analyze the first Swiss scenario, where a weak 
international agreement is reached, whereas the 
“high” scenario is used for the second Swiss 
scenario, where all countries more actively 
participate in the global effort. For the sake of 
simplicity, we assume that all regions, except 
Switzerland, fully participate in a global emissions 
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cap and trade system providing a single world 
price for carbon. When no binding target is 
defined for a region, we cap its emissions to the 
baseline emissions in order to avoid that the 
overall effect of the policies is jeopardized by 
carbon leakage. 

Table 2: International emissions targets (% of 2001 
level) 

Target year 2020 2030 
Scenario Low High Low High 
CHE -22 -32 -30 -46 
EUR  -20 -30 -30 -45 
OEC-JAP -20 -30 -30 -47 
OEU -a -10 -10 -23 
DCS -a -a 0b -13b 
a baseline emissions b % of 2020 emissions 

5. Results 
5.1. Scenario 1 
5.1.1. Carbon prices and emissions reductions 
Tables 3 and 4 present respectively the taxes that 
allow to achieve the objectives and the detailed 
emission abatements in the various parts of the 
Swiss economy. As expected, the levy collected on 
transport fuels to offset the emissions of the 
transport sector is small in view of the low price of 
foreign CO2 certificates. The additional 
combustible fuel tax is significant as it would have 
to reach approximately 89 USD2008/tCO2eq by 
2020 to obtain 25% abatement, despite the 
technical possibilities offered by MARKAL-
CHRES and the building improvement program. 
The price of the allowances in the ETS market 
remains rather low in view of the fact that the 
baseline abatement in those sectors is quite 
pronounced already, leaving small additional 
abatement to meet the target. As a consequence, 
the ETS carbon price equals the international price 
of CERs. 

Table 3: Swiss environmental taxes and prices of 
certificates/allowances in scenario 1 

In USD2008/tCO2eq 2013 2015 2020 2030 
Transport fuels levy 0.04 0.1 1 3 
Combustible fuels tax  30 42 89 24 
ETS certificate price 1 1 2 8 
World certificate price 1 1 2 8 
Uniform tax 7 7 7 8 
 
The uniform tax presented in the last line of Table 
3 allows for an equivalent total CO2 abatement as 
the combination of the tax, levy and ETS markets. 

It is determined with a cap on the purchase of 
CERs set at the level of one reached with the 
combination of the instruments and maintaining 
both the building improvement program and the 
technical regulations on cars. 

Table 4: Variation of the Swiss GHG emissions (% of 
1990) 

  Scenario 1 Scenario 2 
Emissions in 1990 2020 2030 2020 2030 

Transport 12.3 2 -3 2 -3 
incl. CER   -25 -42 -40 -60 
-Households  8.4 5 5 5 6 
-Transport 
sectors  

3.9 -5 -19 -6 -21 

Residential  11.3 -39 -47 -53 -75 
ETS Sectors  5.4 -18 -26 -20 -32 
incl. CER   -23 -35 -30 -48 
Other sectors  15.5 -10 -19 -15 -23 
-Air transport  4.3 -5 -17 -5 -16 
-Other 11.2 -13 -20 -19 -26 
Domestic CO2  44.6 -15 -23 -21 -32 
Domestic CO2 
(wo Air trans.)  

40.2 -16 -23 -22 -33 

-Combustible 
fuels 

22.5 -26 -34 -36 -51 

Other GHG 8.2 -10 -10 -11 -11 
Domestic GHG 
emissions  

52.8 -14 -21 -19 -28 

Net GHG 
emissions 

52.8 -21 -31 -30 -43 

a in MtCO2eq 

The figures relative to abatement of the emissions 
due to combustible fuels and those from the 
residential sector in Table 4 suggest that modeling 
the use of combustible fuels in commercial 
buildings with an energy-systems model, as it is 
the case in the residential sector, would lower the 
estimation of the combustible fuels tax. Indeed, it 
seems reasonable to assume that technologies 
available for residential buildings also be used for 
commercial buildings and that the tax should 
trigger a similar magnitude of abatement. Even if a 
part of the difference can be explained by the 
implementation of the building improvement 
program which triggers an abatement in the 
residential sector of 0.6 MtCO2 and the fact that 
some industrial processes are still part of the other 
sectors, the effect of the tax on the other sectors (-
20%) seems rather limited when compared to the 
reductions in the residential sector (-47%). 
Both the transport and the ETS sectors can 
purchase CERs within predefined limits. Table 5 
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shows that in the first scenario the ETS sectors 
purchase a very limited amount of CERs to reach 
their target. In the transport sectors the small 
amount levied on fuel imports allows for the 
purchase of sufficient certificates to meet the 25% 
abatement target, but it is mainly the introduction 
of the regulations on cars that triggers the 
domestic abatement. The purchase cap on CERs is 
not reached, indicating that the policies ensure 
sufficient domestic abatement without having to 
impose an additional tax on transport fuels. 

Table 5: Swiss purchase of certificates (MtCO2eq) 
 Scenario 1 Scenario 2 
 2020  2030  2020  2030 
Transport  3.3 4.8 5.1 7.0 
ETS  0.3  0.5  0.5  0.9 
Total 3.5  5.3  5.6  7.8 
Purchase cap  4.8  7.6  7.4  11.3 
%1990 GHG 
emissions  

9%  14%  14%  21% 

5.1.2. Economic and welfare impacts 
Table 6 presents the impacts of scenario 1 on 
welfare (households’ surplus) as well as its 
decomposition into the gains and losses of the 
terms of trade (GTT), the trade of emissions 
permits and the deadweight loss of taxation 
(DWL). Furthermore, it presents the impacts of the 
uniform CO2 tax that would allow for equivalent 
CO2 reductions, while respecting a minimal share 
of domestic abatement equal to the one achieved 
in scenario 1. The welfare components are 
presented as a percentage of total households’ 
consumption (HC). In the first scenario, the impact 
of the climate policies on welfare is above a third 
of a percentage point. The DWL is the main 
element influencing the welfare as both the GTT 
and the capital transfers due to the purchases of 
permits remain limited. 
The numbers in the table 6 also show that if a 
uniform CO2 tax is used instead of the 
combination of instruments, the resulting welfare 
effects are smaller. The difference between the 
two welfare effects can be seen as the loss of 
efficiency caused by the differentiation of the 
carbon price among sectors. 
As expected, the overall impact of climate policies 
is negative for both production and consumption. 
Nevertheless, some sectors are more affected than 
others and some even benefit from the policies. 
The most affected sector is the refined petroleum 
sector, whose demand from households drops by 

29% in 2030. Such structural changes are 
obviously the aim of climate policies. In this 
scenario, the gas sector turns out to be the 
economically viable alternative to petroleum 
products. The households’ consumption of gas 
increase (66%) is obviously supported by a strong 
increase of imports (39%). The electricity sector 
also strongly benefits from the policies and sees its 
production increase by almost 4% in 2030. In view 
of the small transport fuels levy, as expected, most 
transport sectors are only slightly negatively 
affected. The rail and road passenger transport 
sectors do nevertheless slightly benefit from a 
slight reduction in personal car usage. 
Furthermore, pipeline transport production 
increases by up to 5.8% as it benefits from the 
increase in gas consumption. 

Table 6: Economic impacts in Switzerland (% of HC) 
 Scenario 1 Scenario 2 
 2020  2030  2020  2030  
Surplus  -0.33% -0.34% -0.49% -0.47% 
GTT  0.06% -0.03% 0.14% 0.09% 
Sales of permits  0.00% -0.01% -0.01% -0.08% 
Deadweight Loss -0.39% -0.29% -0.62% -0.47% 
in case of uniform tax   
Surplus -0.26% -0.34% -0.39% -0.43% 
GTT -0.04% -0.08% 0.09% 0.06% 
Sales of permits 0.00% -0.02% -0.01% -0.08% 
Deadweight Loss -0.21% -0.24% -0.47% -0.41% 
It is worthy to say a word about international 
results despite the fact that they are not directly 
comparable with those of Switzerland. The first 
scenario assumes that OEU and DCS are not 
subject to emissions caps (other than their baseline 
emission) before 2020. As a consequence, both of 
these regions are in a position to sell CERs and 
have therefore positive welfare effect. The effects 
in other regions are smaller than in Switzerland, as 
the price of carbon is equal across sectors, no 
minimal share of domestic abatement is imposed 
and all GHGs are included in policies. In view of 
the small price of world certificates, the Swiss 
welfare losses are mainly due to the combustible 
fuels tax which is a purely national measure and is 
therefore not connected to the international 
emissions certificates market (see Fig. 4). 
5.1.3. The residential and transport sectors 
The coupled MARKAL-CHRES and MARKAL-
CHTRA models allow us to analyze the technical 
implications of the scenarios more in detail. 
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Fig. 1 shows that in the residential sector the 
combination of the combustible fuel tax and the 
building improvement program reduce both the 
heating oil and gas usage by respectively 14% and 
66% compared to the baseline in 2030. Except in 
existing multi-family houses where the use of 
heating oil remains predominant, electric heat 
pumps become the predominant technology for 
space heating, which triggers the major part of the 
increase of electricity use (21% compare to the 
baseline). The instruments also trigger an increase 
of 9% in the use of insulation and other energy 
saving technologies. 

 
Fig. 1: Baseline/Scenario 1/Scenario 2 Fuel mixes in 

the residential sector (PJ) 

Fig. 2 presents the passenger cars usage by car 
types in billion vehicle kilometers per year 
(bvkm/a) and shows that the car regulations have a 
significant impact on the composition of the 
vehicle fleet. The increase of gas powered vehicle 
is responsible for the increase of gas consumption 
by households as it largely compensates the 
decrease observed in the residential sector. The 
regulations also trigger an increased penetration of 
all types of hybrid car. 

 

Fig. 2: Baseline / Scenario 1 / Scenario 2 Use of 
personal cars by types (bvkm/a) 

5.2. Scenario 2 
The second scenario targets a total reduction of 
GHG emissions by 30% in 2020 and 44% in 2030 
using the instruments presented in Table 1. 
5.2.1. Carbon prices and emissions reductions 
Tables 7 and 4 present respectively the taxes that 
allow to achieve the objectives of scenario 2 and 
the detailed emissions abatements in the various 
parts of the Swiss economy. The levy collected on 

transport fuels, despite being up to five time higher 
than in the first scenario, remains at very 
reasonable levels as the price of foreign emission 
certificates remains low. Such a levy would trigger 
an increase in the price of gasoline of 
approximately 1.2 cents per liter. The combustible 
fuels tax is expected to increase strongly if an 
abatement of 35% by 2020 is desired. 

Table 7:  Swiss environmental taxes and prices of 
certificates/allowances in scenario 2 

In USD2008/tCO2eq  2013   2015   2020   2030  
Transport fuels levy  0.2 1 2 18 
Combustible fuels tax  49 74 190 134 
ETS certificate price  2 3 6 30 
World certificate price  2 3 6 30 
Uniform tax  31 47 103 82 
Indeed, achieving such a strong domestic 
abatement over a single decade would require 
significant incentives and despite the building 
improvement program a tax reaching 190 
USD2008/tCO2 would be necessary. As in the first 
scenario, the price of allowances in the ETS 
market remains rather low, in view of the 
moderate abatement compared to the baseline and 
because of the possibility to undertake 50% of this 
abatement abroad through the purchase of cheap 
emission certificates, in particular until 2020. By 
2030 the certificates would reach 30 
USD2008/tCO2. Fig. 3 presents the domestic 
emissions for the various sectors and confirms that 
the share of emissions caused by motor fuels 
increases significantly from 23% in 1990 to 29% 
in 2030. Combustible fuels, ETS sectors excluded, 
see their share shrink from 43% to 36%. 
The tax on combustible fuels seems particularly 
high when compared to the uniform tax that would 
allow for an equal domestic and total reduction of 
emissions and might trigger questions on the social 
equity aspects of the envisaged policies. Fig 4 
shows clearly that the transport sector contributes 
greatly to achieving the overall objective in both 
scenarios, but to a very large extent through the 
purchase of CERs. The tax on combustibles fuels 
achieves 65% of the domestic abatement in 2030 
and when adding the contribution of the building 
improvement program this share rises to 75%. 
When considering the total emissions reductions, 
77% is achieved by the combustible fuels tax and 
the purchases of CER by the transport sector. 
Regarding the purchase of emission certificates by 
the transport and the ETS sectors, table 6 shows 
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that, similarly to the first scenario, the overall 
emission cap is not reached and as a consequence 
no additional tax on transport fuels is required. 
The purchase of foreign emission certificates by 
the transport fuel importers financed by the levy 
reaches 7.8 tCO2eq in 2030, which represents 
approximately 15% of 1990 emissions. As in the 
previous scenario the domestic abatement in the 
transport sector is attributable to the regulations on 
passenger cars rather than to the small increase of 
transportation fuels’ prices. 

 

Fig. 3: Domestic Swiss GHG emissions (MtCO2eq) 

 
Fig. 4: Net Swiss GHG emissions, CER Purchases and 
abatements by responsible instrument (MtCO2eq) 
5.2.2. Economic and welfare impacts 
Table 6 presents the impacts of scenario 2 on 
welfare. As expected, the impact on welfare is 
more substantial than in the first scenario. The 
DWL reaches 0.6% of households’ consumption in 
2020 and the gains of the terms of trade are not 
sufficient to offset it. Again, the comparison with 
the uniform tax case confirms that setting up 
instruments which lead to differentiated marginal 
costs of abatement is suboptimal in terms of 
welfare. In view of the low prices of foreign 
emission certificates, the influence of their 
purchase on welfare remains low. 
As expected, the overall impact of climate policies 
on both production and consumption is negative 
and stronger than in the previous scenario. The 

strongest effect is on the petroleum products 
sector, which is significantly affected (-18% of 
production in 2030), mainly because of a strong 
decrease in final consumption (-46%). When 
comparing with the previous scenario, with higher 
taxes gas turns out to be less of a viable substitute 
to petroleum products and therefore the 
substitution toward electricity is stronger. Gas 
consumption nevertheless increases by more than 
50% and electricity consumption jumps by 40%. 
The electricity sector is the major beneficiary in 
this scenario as it increases its production by 6.7% 
in 2030. Again, the air transport sector is very 
slightly affected as it does not face any carbon 
price. 
From the international perspective, the second 
scenario assumes stronger abatements and 
international agreements that would involve in the 
long run all regions with specific emissions 
reductions. By 2020, nevertheless, it is expected 
that DCS would only be restricted to their baseline 
emissions and, as a consequence, it is the only 
region selling large amounts of CER and therefore 
enjoying welfare gains. Switzerland is more 
affected than other regions before 2020, with the 
exception of OEU which is extremely sensitive to 
climate policies in view of its energy and energy 
intensive goods exports. In 2030, EUR and OEC 
face stronger welfare effects, due in particular to 
the greater baseline GDP growth that is expected 
in those regions. 
5.2.3. The residential and transports sectors 
Fig. 1 shows that the high tax on combustible fuels 
combined to the building improvement program 
reduces the use of gas and diesel in the residential 
sector by respectively 90% and 57% in 2030 
compared to the baseline. The use of electric heat 
pumps, which have an energy efficiency three to 
four time superior to conventional diesel boilers, 
allows to compensate a large share of the final 
energy demand and increases the residential use of 
electricity by 50%. The rest of the final energy is 
compensated by an increase of 44% in the use of 
renewables and an additional installation of energy 
saving technologies (19%). 
Fig. 2 show that only the car regulation influences 
the passenger cars fleet composition. Indeed, the 
limited amount of transport levy does not have 
further influences. The use of the uniform tax does 
not further affect the passenger cars fleet and has a 
very limited impact of other parts of the transport 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-353



sector, which is very inelastic over the time 
horizon until 2030. 

6. Conclusions 
This study underlines the benefits of the use of 
coupled model in the framework of the economic 
assessment of climate policies. Our coupled model 
simulates all the different policy instruments that 
are envisaged in Switzerland for the post-Kyoto 
period endogenously and therefore allows to 
analyze both envisaged scenarios in different 
international frameworks. Our simulations show 
that the policies have moderate economic impacts 
on the Swiss economy. In the first scenario, the 
various instruments would trigger a loss of welfare 
of about a third of a percent in 2020. In the second 
scenario, the maximum welfare loss would reach 
half percent in the same period. Furthermore, the 
welfare costs do not account for the avoided 
damages due to climate change, the potential 
adaptation costs or the ancillary benefits such as 
the avoided local air pollution. Nevertheless, we 
show that welfare costs of mitigation could be 
further reduced by introducing a uniform tax. 
Two major factors affect the efficiency of climate 
policies. On the one hand, within a given country, 
the necessity to differentiate the carbon prices 
faced by different sectors is generally defended by 
arguments related to international competitiveness 
and carbon leakage. In our framework, we show 
that while ensuring the global emissions abatement 
levels, thus avoiding leakage, the competitiveness 
argument does not hold in Switzerland. Indeed, 
Swiss welfare suffers from the advantage given to 
transport and ETS industries by the introduction of 
the diversified instruments and overgenerous caps 
on CERs purchases. On the other hand, national 
restrictions on the purchase of CERs are a major 
factor affecting the efficiency of climate policies 
but they are necessary from the perspective of 
international equity. In the Swiss case, all sectors 
facing the combustible tax are deprived from using 
any sort of flexibility mechanism, thus increasing 
the cost of emissions abatement. 
Both scenarios trigger an important switch away 
from petroleum products. In the first scenario, this 
turns out to be very beneficial for the gas sector 
that profits from the increased number of gas ICE 
and hybrid passenger cars. In the second scenario, 
a doubling of the tax on combustible fuels pushes 
further toward the use of electricity in the 
residential sector. Both policies generate gains 

from the terms of trade but they do not offset the 
deadweight loss of taxation. 
Interestingly, in both scenarios the caps on the 
purchase of foreign emission certificates are not 
reached. The implications are twofold. On the one 
hand, the envisaged tax on transport fuels is not 
necessary to ensure the minimum domestic 
abatement and, on the other hand, additional 
purchases of certificates, particularly in the 
residential sector, would be possible without 
jeopardizing the domestic emissions targets. 
From the technology perspective, we show that the 
transport sector is very inelastic to prices and that 
the car regulations are the only instrument 
affecting the passenger cars fleet composition. The 
car regulations are responsible for a strong 
penetration of gasoline and diesel hybrid cars as 
well as gas hybrid and conventional cars. As 
expected, the high taxes in the residential sector 
trigger a switch away from diesel and gas in favor 
of renewables and electricity, mainly thanks to the 
installation of efficient heat pumps. 
In conclusion, both scenarios seem realistic and do 
not have dramatic impacts on the Swiss economy. 
This is due partly to the fact that in both scenarios 
the price of foreign emission certificates remains 
relatively low, allowing for cheap offsetting of 
Swiss emissions in transport and ETS industries.  
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!3"&+08&7  The process which includes production, collection, carriage and transformation of biomass 
into renewable fuels and then into energy (both electrical and thermal) involves a large number of 
decisions to select the most efficient chain. In this paper, the contribution margin of four different 
energy chains is evaluated both in terms of profits and energy gain per unit of cultivated surface. Four 
widely cultivated crops in Europe (corn, rapeseed, soybean and sunflower) are considered as 
feedstock. Four technologies are taken into consideration as conversion plants: (i) anaerobic digestion 
with internal combustion engines, (ii) direct combustion with Organic Rankine Cycle, (iii) gasification 
with internal combustion engines, and (iv) straight vegetable oil combustion within internal combustion 
engines. 

K eywords: anaerobic digestion, biomass, combustion, distributed generation, energy crops, 
gasification, geographical information systems (GIS). 
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Recent energy policies tend to encourage 
increased energy production from renewable 
sources for environmental, socio-economic and 
strategic reasons. Among the renewable sources, 
biomasses play a key role, since they are 
predictable energy sources. The characteristic of 
being predictable is an advantage in distributed 
grid-connected generation where unpredictable 
renewable energy sources, like solar photo-voltaic 
and wind, have proved to be critical for network 
voltage and frequency stability.  
Moreover, the increasing interest in using biomass 
for energy production from agricultural materials 
depends on various economic, political and 
environmental factors: the need to diversify and 
improve energy supply security, reduce 
greenhouse gas emissions, encourage support 
income and employment in rural areas and 
promote the development of local agricultural 
chains by using raw materials. The policies of 
European governments focus on the promotion of 
bioenergy from agricultural sources encouraging 
the alternative use of lands under set-aside and of 
lands available after sugar sector restructuration 
(185,000 ha in Italy).  

This paper aims to evaluate the potential of energy 
conversion of these areas, by considering the 
Emilia-Romagna region (IT), where the EU sugar 
reform has made approximately 50,000 ha of land 
available. Nevertheless, the methodology 
presented is general and can be extended to other 
situations. 
The analysis is performed by considering some of 
the main sources of biomass energy from 
conventional crops (sunflower, rapeseed, soybean 
and corn) and agricultural residues (corn stalks). 
The crops under analysis offer high performance 
in terms of energy production. Moreover, the 
cultivation of these crops is diffused and  
well-established in the territories under study.  
The potential production and the energy inputs are 
managed locally in a Geographic Information 
System (GIS). Then, thermoeconomic analysis is 
carried out to evaluate the profitability and energy 
output of four plants fed by the obtained biofuels. 
Plants are based on conversion technologies 
(anaerobic digestion, direct combustion, 
thermochemical gasification, straight vegetable oil 
combustion) consolidated for biomass-fed 
cogeneration. Finally, sensitivity analysis is 
performed by representing the profitability as a 
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function of the electrical energy price and biomass 
cost. 
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Integration among all the information map layers 
is achieved in a GIS environment. In particular, 
the software MapInfoTM 8.0 was used for this 
territorial analysis. Vector cartography, supplied 
by the Cartography Service of the Emilia-
Romagna Region, was based on Geodetic 
Coordinates on WGS 84. The administrative 
boundaries map (1:5,000), land use map 
(1:25,000) and soil type map were the considered 
territorial basis. The intersection of these maps 
defines homogeneous areas Ak used as a basis for 
all elaborations. Only homogeneous areas where 

considered. 
Alphanumerical information refers to data on 
energy crops calculated as an average of a ten-year 
yield, and on crop distribution in each 
Municipality [1,2]. 
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Calculation of all energy inputs [3-8] necessary for 
crop production in a generic k-th area results from 
Eq. (1): 

kkkk EipEitEicEi , (1) 

where: 

)( aormkk EEAEic , (2) 

Eick represents the energy input corresponding to 
agricultural activities. Ak area is the smallest area 
where all the elaborations are made. The first 
contribution (Erm) represents the energy cost for 
raw materials (e.g. chemicals, fertilizer, etc.). The 
second contribution (Eao) represents the energy 
cost for agricultural operations and fuel. 
The term Eitk is the energy input for transport of 
feedstock from the field to the transformation 
plant. This parameter is not calculated since this 
study focuses on the energy consumption of 
agricultural activities and conversion systems.  
The term Eipk represents the energy input for 
energy crop transformation. This term is taken into 
consideration only for oil extraction, while, for  
the other chains, it is embodied in the  
energy production plant analysis as a  
conversion efficiency. 

The assessment of economic input is computed by 
estimating direct and indirect costs. The 
computation of such costs follows a set 
methodology known as cost of crop production 
given by the sum of all costs involved in crop 
cultivation. 
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The analysis of biomass transformation processes 
and of energy systems is performed by adopting a 
systemic approach. 

bcbf mYP , (3) 

bfelel PP , (4) 

bfthth PP , (5) 

Equation (3) represents the biomass to biofuel 
transformation process (or biomass to heat in case 
of combustion).  
The parameter Y can be considered as the energy 
potential of the biomass: i.e. the biomass lower 
heating value (LHV) in the case of 
thermochemical conversion or biogas LHV 
multiplied by biogas yield in the case of anaerobic 
digestion. The term c represents the efficiency of 
the conversion process with respect to the 
available biomass energy. 
The values of the two efficiencies el and th in 
Eqs. (4) and (5), which represent the net electrical 
and thermal efficiency respectively, depend on the 
energy system under consideration and are 
considered at nominal conditions. So, they do not 
depend on ambient conditions and do not take into 
account load variation. It should be noted that they 
take both non-recoverable power losses and  
self-consumed power into account (e.g., plant 
auxiliaries). 
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The economic analysis is based on the Net Present 
Value (NPV) defined in Eq. (6) 

N

i
ir

FI
1

i

1
NPV , (6) 

where I is the investment cost, i.e. the total cost of 
the plant, F i is the cash flow of the i-th year, N is 
the number of years and r is the discount rate in 
direct calculations and the Internal Rate of Return 
(IRR) in indirect calculations. 
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For the calculation of cash flow only electrical and 
thermal energy sales are taken into account as 
revenues. Biomass purchasing, plant operation and 
maintenance, and plant personnel are considered 
as a source of cost. 
Interest and income tax are also taken into 
consideration. To calculate the income, a fixed 
amortization rate is used. 
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In this paper economic input is calculated by 
referring to a medium size farm of 30-40 ha of 
which 20 ha are dedicated to energy crop 
production. In this analysis, labor and mechanical 
operations have been considered as outsourced 
factors, in order to obtain a more accurate 
assessment of effective costs. 
Corn, rapeseed, sunflower and soybean crops are 
chosen for the analyses presented in this paper 
since they offer good performances in terms of 
energy production. Moreover the cultivation of 
these crops is diffused and well-established in the 
Emilia-Romagna Region. 
The assessments are based on estimated average 
energy-crop yields of historic values extracted 
from ISTAT survey [2] and referring to the 
Emilia-Romagna Region [1]. Two alternative 
agricultural system approaches are reported in 
Tab. 1 for each crop production: high input (HI) 
and low input (LI). High input is the conventional 
type of agriculture, while low input is a 
methodology aimed at reducing machinery 
consumption and fertilizer use. 

Table 1.  Crop yields. 

 Seed yield [t/ha] Oil/seed [%] 

 LI HI  
Sunflower 2.7 2.9 48 
Rapeseed 3.2 3.5 40 
Soybean 3.0 3.2 17 

 Yield [t/ha]  

Ensiled Corn 45 55  
Corn Stalk 4.5  
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Four different technologies are taken into 
consideration for power generation: anaerobic 
digestion (AD) with internal combustion engine 
(ICE), direct combustion (DC) coupled with an 

organic Rankine cycle (ORC) turbogenerator, 
thermochemical gasification (TCG) with ICE and 
straight vegetable oil combustion (SVOC) in ICE. 
Plant size is chosen to be representative of the 
most diffused plants for biomass-fed distributed 
combined heat and power generation for each 
technology. 
For all the analyzed cases it is assumed that 
 the price of electrical energy is equal to  

280 , which corresponds to the feed-in 
tariff granted by Italian law as an incentive to 
green energy production from biomass in a 
plant characterized by an electrical power 
lower than 1 MW; 

 the price of thermal energy is equal to  
25 rresponds to the cost 
of producing thermal energy alone, by using 
natural gas (current market price) for industrial 
purposes; 

 the number of years N in Eq. (6) is equal to 15, 
since this is the period for which, at present, 
Italian law grants incentives; 

 the value of discount rate r in Eq. (6) is 7 %; 
 investment is considered to be paid by means 

of a loan (interest rate and payment time equal 
to 5 % and 5 years, respectively); 

 personnel costs /yr (i.e., a 
dedicated worker); 

 the yearly amortization rate is equal to 9 %. 
!"4"-"#$,27/+8*0#9*.7%)*+,##
Biological conversion of biomass to biogas (a 
mixture of methane and carbon dioxide) and then 
to electrical and thermal energy has received 
increasing attention over the last two decades 
[9,10]. This technology is now widely diffused, in 
particular in farm-size plants where biomass from 
dedicated crops (e.g., ensiled corn as in this paper) 
is co-digested with cattle manure. This practice 
improves the methane production of anaerobic 
digestion by adjusting the C/N ratio [11].  
Table 2 reports the assumptions for this plant. It 
can be noted that tax rate is assumed equal to 0 % 
since, also for farm-related activities, only the 
landlord income tax is due. In this case the 
efficiency c is assumed equal to 1 since it can be 
considered embodied in the biogas yield (which is 
a weighted average value of the yields of ensiled 
corn, up to 200 Ndm3/kg, and cattle manure,  
up to 50 Ndm3/kg). 
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Table 2.  Assumptions for AD with ICE . 

E conomics   
Investment I 0.94  [12] 
Maintenance cost  35  [12] 
Tax rate 0 %  
Energy   
Net electrical power Pel 0.2 MW  
Electrical efficiency el 21.4 %  
Annual working hours 7500 hr/yr [12] 

Biomass   
Ensiled corn/cattle manure 15.4 %  
Biogas yield 53.4 Ndm3/kg  
Biogas LHV 23 MJ/Nm3  

 
!"#"#"$%&'()*$)+,-./*&+0$
Distributed cogeneration based on biomass direct 
combustion could be performed by (i) steam 
power plants or (ii) ORC turbogenerators. The 
latter option is chosen since the absence of high 
pressure steam in this type of plant does not 
require a skilled boiler worker. The assumptions 
for this case are resumed in Tab. 3. 
Thermochemical conversion processes (i.e. 
combustion, gasification and pyrolysis) need dry 
feedstock (humidity lower than 30 %). For this 
reason, corn stalks are chosen.  

Table 3.  Assumptions for DC with ORC . 

E conomics   
Investment I 4.8  [13] 
Maintenance cost  7   
Ash disposal cost 75   
Tax rate 37.5 %  

Energy   
Net electrical power Pel 0.95 MW  
Net thermal power Pth 4.1 MW  
Electrical efficiency el 18.5 %  
Thermal efficiency th 79.8 %  
Boiler efficiency c 88 %  
Annual working hours 7500 hr/yr [13] 
Biomass   
Corn stalk LHV Y 18.17 MJ/kg [14] 
Ash/biomass 2.3 % w/w [14] 
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Thermochemical gasification consists of a partial 
oxidation of the biomass. The product is a gaseous 
fuel, i.e. a mixture of carbon monoxide and 
hydrogen. The use of downdraft gasifier for wood 
chip is well-established. Nevertheless, some 
studies deal with the use of this technology for 
residues such as corn stalks [14,15] or sunflower 

and soybean residues [16]. The assumptions are 
resumed in Tab. 4 for the case of a gasification 
plant coupled with a fleet of ICEs.  

Table 4.  Assumptions for TCG with ICE . 

E conomics   
Investment I 5.5  [17] 
Maintenance cost  50  [17] 
Char disposal cost 75   
Tax rate 37.5 %  
Energy   
Net electrical power Pel 0.9 MW  
Net thermal power Pth 1.1 MW  
Electrical efficiency el 25 %  
Thermal efficiency th 31 %  
Gasifier efficiency c 75 %  
Annual working hours 6500 hr/yr [17] 

Biomass   
Corn stalk LHV Y 18.17 MJ/kg [14] 
Char/biomass 15 % w/w  
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Straight vegetable oils have been used as fuel in 
the diesel engine since its invention. This type of 
plant is very similar to the fossil fueled one: it only 
differs in the fact that vegetable oil has to be 
heated before ignition in order to reduce its high 
viscosity [18]. The assumptions for this case are 
resumed in Tab. 5. It should to be underlined that 
since no transformation process is included in the 
plant, c can be considered equal to 1 (seed 
pressing is assumed to be outsourced and it is 
considered as an extra energy and economic cost). 
Moreover, although the different oils (rapeseed, 
soybean and sunflower) have different LHV in the 
range 37-39 MJ/kg [18], a mean reference value of 
38 MJ/kg is assumed. 

Table 5.  Assumptions for SVOC in ICE . 

E conomics   
Investment I 0.54  [17] 
Maintenance cost  26  [17] 
Tax rate 37.5 %  
Energy   
Net electrical power Pel 0.42 MW  
Net thermal power Pth 0.40 MW  
Electrical efficiency el 40 %  
Thermal efficiency th 38 %  
Annual working hours 8000 hr/yr [18] 

Biomass   
Seed pressing cost 31  [19] 
Seed pressing energy 350 MJ/t [19] 
Vegetable Oil LHV Y 38 MJ/kg  
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The energy analysis is carried out by considering 
the arable land in the plains of Emilia-Romagna. 
Soil characteristics, varying at each location, 
influence energy inputs, in particular mechanical 
power consumptions and fertilizations. As an 
example, Fig. 1 shows machinery energy inputs 
required by sunflower cultivation. Table 6 shows 
results in terms of the average economic and 
energy input values reported per hectare. 
Machinery, fertilizers, chemicals, seeds and 
irrigation are considered inputs in the cultivation 
of energy crops (ensiled corn, rapeseed, soybean 
and sunflower). 
Corn residual input analysis takes into account all 
costs related to stokes harvesting (e.g., shredders, 
rake, packer) and truck loading only. The grain, 
which represents the main output in corn 
cultivation, is intended for human or livestock 
nutrition and not for energy purposes. Therefore, 
all costs and benefits connected to this product are 
not considered. 

 

F ig. 1.  Machinery energy input of sunflower cultivation 
in the plains of Emilia-Romagna. 
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An economic analysis is performed starting from 
the production cost calculated in section 4.1. The 
results are reported in Tab. 7 in terms of NPV, 
IRR and payback period (PBP). Moreover, the 
specific electrical energy (ElP) and thermal energy 
(ThP) productions are shown. It has to be 
underlined that for AD the high value of ElP is due 
to the fact that the energy is also produced from 
cattle manure.  
Table 8 reports two parameters for the evaluation 
of the energy profitability of the chains: the 

Energy Returned Over Energy Invested (EROEI) 
ratio and the Net Energy Gain (NEG) balance. In 
order to consider the different value of electrical 
and thermal energy in terms of quality, they are 
normalized by means of the calculation of an 
equivalent primary energy by dividing by the 
reference electrical (equal to 43.5 %) and thermal 
(equal to 89.0 %) efficiency which account for 
separate generation.  
Figures 2-5 show the parametric analysis 
performed by imposing different IRR values (from 
5 % to 30 %). The value of the calculated biomass 
production cost is highlighted for each conversion 
technology. 

Table 6.  Agricultural energy and economic inputs. 

 Energy Input [GJ/ha] Economic Input  
 HI LI HI LI 
Sunflower 21 14 0.58 0.40 
Rapeseed 16 12 0.77 0.61 
Soybean 20 11 0.79 0.52 
Ensiled corn 33 26 1.1 0.78 
Corn stalks 1.9 0.13 

 

Table 7.  Thermoeconomic analysis results. 

  AD DC TCG SVOC 
  LI HI   LI HI 

NPV 
@15th 
year 

 1.5 1.4 10 3.1 
3.0a 

2.2b 
<0c 

2.5a 

1.9b 

<0c 

IRR [%] 28 27 35 16 
74a 
57b 

-c 

63a 

50b 

-c 

PBP [yr] 5 5 4 8 
2a 

2b 

-c 

2a 

3b 

-c 

ElP [MWh/ha] 21 26 3.7 4.3 
5.4a 

5.4b 

2.0c 

5.9a 

5.9b 

2.2c 

ThP [MWh/ha] - - 16 5.2 
5.2a 

5.1b 

2.0c 

5.6a 

5.6b 

2.2c 
a sunflower b rapeseed c soybean 

Table 8.  Energy indices of the chains. 
  EROEI [-] NEG [GJ/ha] 
  LI HI LI HI 
Ensiled corn AD 6.7 6.5 147 182 
Corn stalks DC 52 93 
Corn Stalks TCG 31 55 
Sunflower oil 

SVOC 
4.5 3.2 51 49 

Rapeseed oil 5.1 4.1 54 53 
Soybean oil 2.1 1.3 13 6.1 
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F ig. 2.  Look-up chart for AD . 
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F ig. 3.  Look-up chart for DC . 

0

50

100

150

200

250

300

350

400

100 200 300 400 500

bi
om

as
s 

pu
rc

ha
se

 c
os

t [
/t]

electrical energy price [ /MWh]

5% 10% 20% 30%IRRIRR

Corn Stalks

 
F ig. 4.  Look-up chart for TCG . 
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F ig. 5.  Look-up chart for SVOC . 
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As expected, the energy and economic input 
values of the LI agriculture systems are lower than 
those of the HI agriculture system (Table 6). The 
possibility of a less intensive agricultural approach 
strictly depends on soil characteristics. 
Nevertheless, such approach is strongly suggested 
in the case of energy crops. This is justified by the 
fact that the aim of energy crops is to maximize 
energy efficiency and not to produce quality food 
supply crops. Therefore, it is not necessary to 
obtain high and competitive yields. 
Ensiled corn is characterized by the highest values 
in energy and economic inputs since it requires 
intensive irrigation and massive machinery 
employment during harvesting. 
As regards sunflower, it can be noted that energy 
inputs are the highest among oil crops (i.e. 
rapeseed, soybean and sunflower), while the 
economic cost compared with the other two crops 
(soybean and rapeseed) is lower because these two 
latter crops need more expensive fertilizers. 
Moreover, soybean also requires irrigation. 
Finally, it is more difficult to grow rapeseed in 
Emilia-Romagna and in Italy in general, compared 
to North European region: this implies heavier 
mechanization. 
Regarding corn stalks, it has to be underlined that 
the low value of the energy input does not consider 
the energy related to additional fertilization in 
order to replace some of the nutrients removed 
from the soil. 
An important result of the economic analysis 
regards soybean oil: the high value of cultivation 
cost and low value of oil yield lead to a high oil 
cost (up to 1, , making the energy chain 
based on soybean not profitable. It has to be 
highlighted that this analysis does not consider the 
profit obtainable from the sale of byproducts and 
coproducts (e.g., cake meal) when estimating the 
price of oil. This could have a strong influence 
particularly in the case of soybean, since it is also 
currently cultivated for its protein-rich soymeal 
used for animal and human foodstuffs. 
For the other crops, the economic analysis shows 
that all plants have a PBP lower than 5 years, but 
the TCG plant is characterized by a PBP of 8 
years. The performance of the plant is also 
confirmed in terms of IRR: DC and AD have an 
IRR of about 30 %, while the higher value is 
reached for SVOC (74 % for sunflower oil LI) and 
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the lower for TCG (16 %). Finally, Figs. 2-5 show 
that a different electrical energy price (and then a 
different feed-in tariff) should be defined as a 
function of biomass and technology in order to 
avoid over-incentivizing some chains (e.g. 
sunflower oil combustion in ICE). 
In terms of energy profitability, it has to be 
underlined that for ensiled corn in AD the EROEI 
and the NEG do not give univocal results: EROEI 
is the highest in the case of LI while NEG is the 
lowest. This means that LI is the most efficient in 
terms of resources employment, while HI has the 
highest energy contribution margin. 
The good performance of corn stalks both in DC 
and TCG is mainly due to the low energy input of 
the feedstock (see Tab. 6): the difference between 
the technologies is justified by the fact the thermal 
production of the DC is about 3 times that of TCG. 
Regarding SVOC, rapeseed is the most efficient in 
terms of energy, while soybean is characterized by 
an EROEI about half that of the other two oil 
crops. This is mainly due to its low oil-seed ratio. 

!"#$%&'(#)*+'),-#
Italian Law grants incentives for plant owners 
producing electrical energy from biomass and 
derived biofuels. The incentive for plant electrical 
power up to 1 MW consists of a feed-in tariff of 

have also been 
adopted by other EU countries [20]. The bioenergy 
option is boosted for greenhouse effect mitigation 
(though this mitigation effect has not yet been 
definitively established) and for primary energy 
provision diversification. In particular, biomasses 
are an indigenous energy source and their use can 
(i) generate employment, (ii) restore degraded 
lands, (iii) be an alternative to set-aside 
agricultural policies, (iv) represent a profitable 
way for agricultural residues exploitation and (v) 
increase biodiversity. If biomass-based energy 
policies are chosen for these reasons, the 
lawmaker should drive this change in order to (i) 
avoid distortion of the foodstuff market (e.g. 
cereals, oils, etc.) and (ii) promote short energy 
chains, e.g. incentives may be provided to local 
crops only. Moreover, incentives should be 
tailored on specific conversion technology in order 
to promote the most efficient chains. 
This paper presented a general methodology which 
can support these decisions, since it allows the 
calculation of per-hectare energy indices and the 

estimation of the proper incentive in order to grant 
decent economic profitability. 
The analysis carried out does not take into account 
feedstock material transportation from the field to 
the energy conversion plant. This aspect has a 
relevant influence on the overall assessment and 
critically affects the convenience of the biomass 
transformation process. The logistics management 
between feedstock source and transformation sinks 
is a critical point that should be implemented 
across the country. Structuring an efficient 
transportation network can promote a biomass 
energy chain and prompt the interest of farmers to 
produce energy crops. Anyway, transportation 
costs (both in terms of economics and energy) 
define a maximum distance from the field to the 
energy conversion plants which makes the 
profitability or the net energy gain null. 
This work could be further developed by 
implementing economic inputs in the GIS 
environment as function of soil type and by 
analyzing the transportation process. 

./+*&0('12)*#
A  area, ha 
E  energy, MJ/ha 
Ei  energy input, MJ 
Eic agricultural activity energy input, MJ 
Eip transformation process energy input, MJ 
Eit  transportation energy input, MJ 
F    
I   
i  index 
k  index 
mb  annual biomass, kg/yr 
P  power, MW 
r  discount rate 
Y  biomass energy potential, MJ/kg 
Greek symbols 
  efficiency 

Subscripts and superscripts 
ao  agricultural operation 
bf  biofuel supplied to energy system 
c  conversion process 
el  electrical 
k  index 
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Abstract: High fuel costs, increasing energy security and lower greenhouse gas emissions have
pushed governments to invest in renewable energies. However, the intermittence of most renew-
able energies can create problems to the local electricity grids. To deal with this issue, energy storage
systems are often used, but they are usually an expensive solution, and might not be implementable.

One of the solutions being discussed to face the issue of renewable intermittence is the use of demand
side management strategies, which can have the double effect of reducing electricity consumption and
allowing greater flexibility in electricity production by doing load shifting.

This work analyzes the impact of using demand side management strategies in the evolution of the
electricity mix in Flores. Flores is a small island in the Azores which is known for its high penetration
of renewable energy. The potential for renewable energies and the small scale of the system make it
an interesting case study for testing innovative solutions.

TIMES is used here to model the electricity system and optimize the installation and use of wind and
hydro plants up until 2020 based on different scenarios for electricity consumption growth, deployment
of demand response technologies in the domestic sector and promotion of energy efficiency plans to
eliminate standby power.

Keywords: Demand Side Management, Dynamic Demand Response,Energy Planning, TIMES mod-
eling

1. Introduction

Demand side management strategies are of great in-
terest to utility companies throughout the World, as
they can help ease the operation of the electricity
system [11], and many governments are currently
studying policies to promote their application [12].
One of the most recent strategies being developed is
dynamic demand response.

Dynamic demand response is the ability to control
devices (appliances) in order to reschedule their op-
eration. With this ability, the utilities could decide
to operate some of the appliances in periods where
there is a large amount of renewable energy avail-
able, and not operate them when demand levels in-
crease drastically. It is important to notice that these
operations don’t actually decrease the amount of
electricity consumed, but merely shift it to when it
is more convenient from the grid operation point of
view [18].

While dynamic demand response is more oriented
towards load shifting, energy efficiency plans have
the primary goal of decreasing overall energy con-
sumption in the medium/long-term. This can be
achieved by educating people on how they can save
energy by switching off unnecessary uses (elimi-
nating standby power consumption or turning off
lights that are not needed), promoting the change to
more efficient devices (refrigerators, lights, wash-
ing machines, and others) and pushing for a more
sustainable construction and renovation of buildings
so that they require less artificial lighting and heat-
ing/cooling (good insulation, better performing win-
dows, others).

This type of strategies might allow the increase in
the penetration of renewable energies by creating
the possibility of establishing a better match be-
tween electricity demand and the variations of re-
newable energy sources, enabling peak shaving and
reducing the need for spinning-reserve supplied in
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general by power plants that use fossil fuels. Par-
ticularly in systems with high penetration of renew-
able energies, these options might compete with the
more traditional use of energy storage systems (such
as flywheels, batteries and others) that are often ex-
pensive and not very efficient. This paper analyzes
the impact of energy efficiency plans and the intro-
duction of dynamic demand response in the island
of Flores, Azores.
The archipelago of the Azores is located in the mid-
dle of the North Atlantic Ocean and is composed
of 9 islands of different sizes and population.The
location of the Azores, as well as the large poten-
tial for renewable energies has led the Government
of the Azores and Electricidade dos Açores (EDA),
the local utility, to invest in renewable energies for
the production of electricity and, in 2009, renewable
energies produced 26.0% of all electricity in the re-
gion and 54% in Flores [7]. Nevertheless, the Gov-
ernment of Azores wants to increase further the use
of renewable energies and thus it is promoting the
Green Island Project [17].
The Green Islands Project, being developed in col-
laboration with the MIT Portugal Program [15], has
the purpose of developing sustainable pathways for
the energy systems of the Azores islands. In Flo-
res, the penetration of renewable energy in electric-
ity production is very high due to the use of a fly-
wheel system that already allows the electric sys-
tem to run exclusively on renewable energy during
several hours on some days of the year [7]. The
main problem is that the flywheel energy storage
system installed in the island is very expensive, has
a low efficiency, and requires a lot of maintenance
which makes it an unattractive investment for the
local electricity company. With this in mind, Flores
becomes a very interesting case study to install and
test load management strategies.
To analyze the energy system of Flores, a TIMES
model was developed. TIMES - The Integrated
Markal-Efom System - is a tool developed within
the Energy Technology Systems Analysis Pro-
gramme (ETSAP) of the International Energy
Agency [16]. It is an optimization partial equi-
librium bottom-up model generator that finds the
minimal cost solution for an energy system over a
certain time period [13]. The model is based on
detailed and explicit information about available
energy technologies (e.g. production capacity, effi-
ciency and operation costs) and the description of

end-use consumption for different sectors and types
of energy. In this way, the model allows the testing
of different policy options from the implementation
of energy efficiency on specific end-uses to demand
side management policies, in case the model uses
an hourly resolution [14].

2. Flores case study
Flores is a small island that belongs to the Western
Group of the archipelago of the Azores, Portugal,
and is one of the most isolated islands of the Re-
gion. Its area is around 141 km2 and 2008 estimates
say that it has around 4117 inhabitants [8]. It is the
most renewable island in the archipelago, in what
concerns electricity, as around 54% of all electricity
produced in 2009 came from either hydro or wind
power. In fact, renewable energies have provided a
large part of the electricity needs of the island for
many years now, as shown in Fig. 1.

Figure 1: Electricity production in Flores by source

Due to its remote location and the small number of
inhabitants, it is very expensive to transport the nec-
essary fossil fuels to the island. Investing in local re-
sources, not only for electricity production but also
water and space heating, is a priority of the Govern-
ment. Furthermore, the transition of a 4000 people
community to an almost completely renewable so-
ciety could promote tourism, which is already one
of the main activity sectors in the region.

2.1. Electricity production system

Currently, the electricity system in Flores is a com-
bination of wind turbines, hydropower and diesel
engines, aided by a flywheel energy storage system.
The system is composed of 4 hydropower genera-
tors, 2 wind turbines and 4 diesel engines. Table
1 shows the year of installation and the capacity of
each generator [6].
In order to be able to use the total installed power
of wind and hydro, a flywheel energy storage sys-
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Table 1: Installed generation capacity in Flores

Plant Group Year Capacity
(KW)

I 1966 296
Além-Fazenda II 1966 296

(Hydro) III 1966 296
IV 1983 512
VII 1991 500

Além-Fazenda VIII 1995 500
(Diesel) IX 2001 500

XX 2005 810
Boca da Vereda I 2002 300

(Wind) II 2002 300

tem was installed in the island [10]. This sys-
tem helps maintain frequency and voltage stability,
which were the main problem for the wind-hydro-
diesel system. Furthermore, this introduction of fly-
wheels enabled the island to have 100% of the elec-
tricity coming from renewable energies, if the con-
ditions are favorable. More recently, this occurred
in 12 days of the year 2009, in which the electricity
demands of the island were met exclusively by the
combination of wind and hydro for several hours of
the day.
Recently, EDA has announced plans to invest in
the installation of 2 new hydro power generators.
The first one, with a planned starting year of 2011,
would be a refurbishment of an existing generator
that will increase the already existing capacity by
1600 KW. The second investment, expected to start
operations in 2012, will be a new plant of 1040 KW
[9].

2.2. Electricity consumption

Being a small, services driven economy, the main
electricity consumption sectors in Flores are Do-
mestic and Commerce and services. Together they
are responsible for more than 75% of all electric-
ity consumed in the island, with the Domestic sec-
tor representing around 40%. However, the relative
weight of each sector has been changing throughout
the years, as electricity consumption has been grow-
ing at a higher rate in the Commerce and services
sector than in the Domestic sector. Fig. 2 shows the
evolution of electricity consumption in Flores, di-
vided in 5 different sectors: Domestic, Commerce
and services (private), Public services, Industries
and Public lighting.

Figure 2: Electricity consumption in Flores by sec-
tor

Using more detailed information, electricity con-
sumption was divided in 11 sectors (Agriculture, In-
dustry, Food processing, Water distribution, Build-
ing and construction, Commerce, Public services,
Private services, Tourism related activities, Domes-
tic, Public lighting), with the Domestic sector being
further divided in 9 subsectors (Dish washing ma-
chines, Washing machines, Drying machines, Re-
frigerators and freezers, Entertainment equipment,
Personal computers, Heating and cooling, Lighting,
Others). To be able to include some of the demand
dynamics, each sector and subsector were assigned
different load curves, which were designed based on
available studies from Portugal and other European
countries [4, 5, 3, 1]. Fig. 3 shows the load curve
that was assumed for a Spring weekday in 2010.

Figure 3: Hourly electricity consumption curve for
a Spring weekday in 2010

For each sector (but not subsector), a linear regres-
sion method was used to estimate the evolution of
electricity consumption. With this approach, the
shapes of the load curves change throughout the
years due to the different growths of each sector.
Furthermore, it allows studying the impact of load
management solutions that have an effect on specific
hours of the day, such as the elimination of stand-by

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-365



power and responsive demand, which is one of the
goals of this work.

3. Methodology
This work analyzes different demand-side manage-
ment options and their impact in the energy system
of Flores. A TIMES model of the island was built in
order to find the optimal solution for the energy sys-
tem, given different demand evolution. To do this, a
scenario based approach is used, in which different
scenarios for the future are tested independently.

3.1. The TIMES model

The Flores TIMES model optimizes the installation
of new electricity generation capacity, as well as the
operation of all existing plants, given a certain de-
mand. For each scenario, the model was run until
the year 2030 with the goal of comparing the in-
stalled capacities and use of the different electricity
generation technologies up to the year 2020. The
difference between the end year of optimization and
the year chosen to present the results is to elimi-
nate possible biases for or against technologies that
would start operation close to 2020. By running the
model until the year 2030, more operating years for
the new plants in which the demand for electricity
is growing are considered.
To make the model closer to reality and be able to
include demand and supply dynamics (such as loads
shifting and wind variation), each year is divided in
4 seasons, 3 days per season and 24h per day, which
enables the model to have 12 different load profiles
for each day.
The TIMES model built for this work uses a Mixed
Integer Programming approach for the capacities to
be installed, which is necessary due to the small
scale of the system. The model must then choose
if and when capacity increases should be done, us-
ing total cost minimization as the deciding factor.
Regarding hydro power, the model can choose be-
tween a 1600 kW generator, a 1040 kW generator,
or it could install both. Regarding wind energy, the
model can install a maximum of 600 kW, which cor-
responds to two 300 kW wind turbines.
One of the main assumptions of this work is that the
typical grid stability problems due to the increase of
renewable energy penetration are solved either by
the existing flywheels, or by new ones if necessary.
Furthermore, it should be noted that the only costs
that are being consider are investment, fixed and

variable costs for the electricity production tech-
nologies, and fuel import costs. No costs related to
CO2 emissions or indirect benefits that result from
using more renewable energy are accounted.

3.2. Scenarios

To create possible scenarios for the evolution of
electricity consumption, some options were consid-
ered regarding:

• General efficiency

• No standby power

• Dynamic demand

”General efficiency” is the option to invest in en-
ergy efficiency programs across all sectors, starting
in 2011, which have the effect of reducing demand
growth per year to only 50% of the one estimated
with the linear regressions for each sector.

”No standby power” is the option to gradually elimi-
nate the standby power consumption of the Domes-
tic sector by educating the population or the intro-
duction of new technologies that do not have this.
Standby power is estimated as being responsible for
around 5% of the electricity consumed by the sector
in Portugal [2]. If this option is chosen, the model
gradually eliminates standby power, starting in 2011
and disappearing completely in 2015.

Finally, ”Dynamic demand” is the option to gradu-
ally enable the washing, dryer and dish washing ma-
chines to be operated remotely by the grid operator
when it is more convenient. If chosen, the automa-
tion of these machines begins in 2013, with all of
them having this capability in 2018.

Based on whether these options were considered or
not, 8 different scenarios were designed. Fig. 4
shows what options each of the scenarios considers.

Figure 4: Scenarios description according to the
available options for demand-side management
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4. Results
The analysis of the results is divided in three parts:
installation of new generation capacity, production
of electricity by source and how the automation of
the Domestic machines is used.

4.1. Installation of new generation capac-
ity

Table 2 shows the total installed new capacity for
hydro power for each scenario. In the table, only
the years in which the installation of new generation
capacity (of either hydro or wind) occurs are shown.
From the table it is possible to see that the installa-
tion of the 1600 kW generator is done in the 2011
for all scenarios, which is in agreement with the plan
EDA has until 2013. This is easily understood as the
costs for the installation of this generator are quite
low since it is a refurbishment of an existing facility.
However, according to the model, the installation of
the second hydro power facility is only necessary in
the year 2015 or even later depending on the energy
efficiency measures that are used. From Table 2 it is
possible to see that, in the scenarios in which there is
a strong investment in energy efficiency (Scenarios
5 - 8), the 1040 kW hydro power generator is not
installed in the time horizon that is considered in
this work (up to 2020). This contrasts with the plan
made by EDA, in which they estimated building this
unit in 2012.
Table 2: Total installed capacity of new hydro power
[kW]

Scenario 2011 2015 2016 2017 2019
1 1600 2640 2640 2640 2640
2 1600 1600 2640 2640 2640
3 1600 1600 2640 2640 2640
4 1600 1600 2640 2640 2640
5 1600 1600 1600 1600 1600
6 1600 1600 1600 1600 1600
7 1600 1600 1600 1600 1600
8 1600 1600 1600 1600 1600

Regarding wind energy, Table 3 shows the total in-
stallation of new generation capacity from wind en-
ergy for each scenario over the years. Once again,
only the relevant years are shown in the table. The
results show that the model ends up choosing to in-
stall the maximum amount of wind energy that it
can in all scenarios. However, the year of installa-
tion is postponed depending on the energy options
that are considered by the model. In the scenarios

in which overall energy efficiency is not considered,
the model chooses to install the wind turbines ear-
lier than the other models.
Table 3: Total installed capacity of new wind power
[kW]

Scenario 2011 2015 2016 2017 2019
1 0 600 600 600 600
2 0 0 600 600 600
3 0 0 600 600 600
4 0 0 600 600 600
5 0 0 0 600 600
6 0 0 0 600 600
7 0 0 0 600 600
8 0 0 0 0 600

The delay in the decision to install new generation
capacity is mostly connected to the electricity de-
mand growth considered. Low demand growth, es-
pecially during the night periods when demand is al-
ready low, reduces the amount of electricity that can
be absorbed by the system. This means that if more
investment on renewable energy was made, these
new generators would have to be shut down during
those periods, which reduces their cost effectiveness
to the point where they are no longer economically
viable. Alternatively, more energy storage systems
could be installed, if it would benefit the system.
Comparing scenarios 7 and 8, in which the only dif-
ference is that scenario 8 considers the automation
of domestic machines, it is possible to see that the
model only chooses to install the wind turbines in
2019 for scenario 8, whereas for scenario 7 it hap-
pens in 2017. This is because, in scenario 8, the
possibility of load shifting increases the amount of
hydro power renewable electricity that is absorbed
by the system during low demand periods and re-
duces the amount of diesel generated electricity that
can be offset by the wind turbines, thus removing
their economic feasibility in that year.
Finally, it should be noted that scenarios 1 to 4 in-
stall the maximum capacity of renewable generation
considered in the model. This means that if elec-
tricity demand should continue to grow at a high
rate, this electricity would have to be produced us-
ing non-renewable energy sources.

4.2. Electricity production

The installation of new generation capacity will
have an impact on the penetration of renewable en-
ergies, as more electricity will be produced from

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-367



wind or hydro power. Fig. 5 shows the percent-
age of electricity that is produced from both of these
sources, for the years 2011-2020, for each scenario.
Comparing the results with the goal proposed by
the Government of the Azores of having 75% of
all electricity coming from renewable energies by
2018, one can see that all scenarios enable higher
values since 2011. It is interesting to notice that the
scenarios in which the ”General Efficiency” option
was not considered present higher shares of renew-
able electricity, which is a direct consequence of in-
stalling more new generation capacity of wind and
hydro power.

Figure 5: Percentage of electricity produced from
renewable sources

One other aspect that is important to focus on is
how much electricity is actually coming from the
diesel generators. Given the lower demand levels
presented in scenarios 5 to 8, due to the Efficiency
option, it could happen that, despite the lower shares
of renewable electricity, the amount of diesel used
for electricity production would be smaller. How-
ever, Fig. 6 shows that in these scenarios the system
ends up producing more electricity from diesel.

Figure 6: Electricity production from diesel

It must also be mentioned that if the high demand
growth rates considered in the first four scenarios
continue in to the future, the amount of electricity
produced using diesel will increase as no new gen-

eration capacity using renewable energies could be
installed by the system (with the assumed maximum
capacities). This means that, while in the near fu-
ture these scenarios present better results, they do
not take into account long-term sustainability. On
the other hand, scenarios 5 to 8 can still install a
1040 kW hydro power facility to meet their elec-
tricity demand growth. Furthermore, the fact that
scenarios 5 to 8 already have a lower growth rate
puts them closer to the stabilization of electricity
consumption, which is crucial if the island is to be
energetically independent in what concerns electric-
ity.

4.3. Dynamic demand

The introduction of dynamic demand will have an
impact on people’s life. Therefore, in a study such
as this one, it becomes relevant to identify how
much of the domestic machines loads is shifted in
order to help absorb the electricity produced from
renewable energies. It should be noted that the
model just takes into account what is best for the
system, changing the load pattern of domestic ma-
chines if it allows the absorption of more renewable
electricity. Fig. 7 shows the fraction of loads that
are shifted in each of the scenarios that have this
option enabled, as well as the maximum fraction of
load that can be shifted according to the assumed
technology deployment (starting in 2013 and grow-
ing gradually until all machines have this possibility
in 2018).

Figure 7: Fraction of shiftable loads that is shifted

The results show that all scenarios have a similar
behavior, in which there is first an increase of the
fraction of loads that are shifted, followed by a sta-
bilization of this value. Despite the limit imposed
by the deployment of the technology (100%), it is
interesting to see that this does not create a problem
as the use of this technology does not come close the
its full potential. The use of this technology seems
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to stabilize at around 40% for scenarios 4, 6 and 8,
and at around 35% for scenario 2.

This difference in the stabilization between scenario
2 and the others is due to the fact that scenario 2 con-
siders a higher electricity demand growth than sce-
narios 6 and 8, and also does not include the option
of eliminating stand-by power as scenarios 4 and 8.
This results in higher electricity demand during the
night periods (periods where the load is lower and
there is a higher chance of having a mismatch be-
tween supply and demand) which would be able to
absorb more renewable electricity by itself, without
the need of shifting loads.

One should be careful to say that this means that
only that amount of machines should be equipped
with dynamic demand technology as that would im-
plicate the use of those machines would always be
controlled by the system, effectively removing the
chance of running the machines if people really
needed it. The best way to interpret this is by saying
that if all machines have this technology, the load
of each machine will be shifted around 40% of the
time and that if the penetration of this technology is
lower, the machines that do have it will have their
loads shifted a larger fraction of the time.

5. Conclusion

The introduction of load management strategies, be
it technological energy efficiency, consumer behav-
ior changes or introduction of dynamic demand-side
management technologies is crucial for the long-
term sustainability of any region. These options will
play a large role in the transition to sustainable en-
ergy systems by keeping demand at levels in which
renewable energies can be used effectively to meet
that demand.

In the case of Flores, the scenarios in which a higher
demand growth was considered installed more re-
newable generation capacity and achieved a higher
penetration of renewable energy in electricity pro-
duction. However, the fact that electricity growth
was high can create serious problems for the future
of the region as the continuous increase cannot be
met in the future with more new renewable gen-
eration capacity since the model already installed
the maximum it could. The scenarios with a lower
electricity demand growth, on the other hand, can
accommodate more years of increasing electricity
demand as they did not install the 1040 kW hydro

power generator in the time horizon that was ana-
lyzed.
Rather than helping introduce more generation ca-
pacity, the load shifting strategies was used to help
increase the effective capacity factor of the existing
and newer generators and further postpone the in-
stallation of more generators.
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Abstract: Combined heat and power (CHP) plants are characterized by high fuel efficiency and are 
therefore usually the thermal power producing units of choice within a district heating network. The 
operation of CHP units is typically controlled by the current heat demand and thus delimits the range of 
electricity production. Heat storage devices are a promising alternative to uncouple the heat load of the 
district heating network from the commitment of the units and to allow for electricity-price orientated 
power production. 
In this paper we present numerical results for the combined optimization of the operation of nineteen 
existing power plant units and the design of six proposed heat accumulators which supply the district 
heating network of Berlin. A mixed-integer programming problem (MIP) is formulated in GAMS and 
solved with CPLEX, as described in [1]. This paper focuses on the potential for increasing profitability 
through the addition of heat accumulators in the energy system described above, on the optimal 
storage capacities for different price scenarios (variation of fuel costs and electricity price time series) 
as well as on the adjustment of the operation of the power plants due to this implementation. 

Keywords:  combined heat and power plants, district heating, heat storage, design optimization, unit 
commitment, mixed-integer program. 

1. Introduction 
The cogeneration of heat and electricity leads to a 
decrease in total fuel consumption when compared 
to the separate production of these two 
commodities. However, this higher fuel efficiency 
is offset by a lower flexibility because the heat and 
electricity production cannot be adjusted 
independently. Base-load cogeneration power 
stations are typically operated to satisfy the current 
heat demand. Nowadays with liberalized energy 
markets, with wide variations in the hourly price 
of electricity, it should be beneficial to decouple 
electricity production from heat demand. Heat 
accumulators, which store hot water, enable heat 
production and supply within the district heating 
network to be temporarily decoupled. This degree 
of freedom which arises from the storage of heat 
near power stations allows for price-orientated 
electricity production. To determine the size and 
placement of heat accumulators within the power 
plant park, one has to consider the operation of the 
entire heat and electricity generation system 
including the nature of the district heating 
network. Therefore, the design optimization of the 
heat storage systems is combined with the unit 

commitment problem and both must be solved as 
one. This problem lends itself to a mixed-integer 
linear formulation which we implemented in 
GAMS [2] and solved with CPLEX [3]. 
Throughout this paper the term “heat” is used, as it 
is common in practice, instead of the 
thermodynamically correct term “thermal energy”. 

1.1. Model description 

The case studies presented in this paper have been 
conducted using a prognosis of the power plant 
park of Berlin, Germany for the decade 2020 - 
2030. The district heating network of Berlin is one 
of the world’s largest with over 1300 km of piping 
supplying more than half a million of households. 
Ten sites with 13 combined heat and power (CHP) 
units and 6 peak-load boilers (PLB) are assumed 
to supply the region of Berlin with heat. Some of 
these units already exist and some are to be built. 
Due to the historical development of Berlin, the 
western and eastern parts of the district heating 
network are only lightly connected through a 
bottleneck of a negligible capacity. Hence, the first 
decomposition of the optimization problem was 
made by splitting the model into a western part 
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(supply area 1) with 11 units and an eastern part 
(supply area 2) with 8 units. Figures 1 and 2 show 
simplified network diagrams for these two parts of 
Berlin’s district heating network with the 
respective power plants.  

Fig. 1.  Simplified network diagram of the western part 
of Vattenfall’s district heating network (supply 
area 1). 

Fig. 2.  Simplified network diagram of the eastern part 
of Vattenfall’s district heating network (supply 
area 2). 

We originally considered a time horizon of one 
year with an hourly temporal resolution, as 
described in [1], but not all calculations converged 
with an acceptable guarantee of optimality using 
that time discretization. A second decomposition 
had to be performed by splitting the time horizon 
into two half-years (first six months and second 
six months of the year) and implementing a time 
interval of four hours (see also sections 3.3). The 
resulting size of the models is given in Table 1. 

Table 1. Number of variables and constraints for the 
two models. 

Model variables constraints binary variables 

Supply area 1  480,668 828,630 10,458 

Supply area 2 363,530 597,719 6,570 

2.2. Relevant literature 

The design optimization of the heat storage 
facilities is closely linked with the unit 
commitment problem, which has been well 
investigated for short-term planning (usually one 
to three days). In several publications [4-8] storage 
devices are included in the energy system, but as 
the energy content of the accumulator has to be set 
for the beginning and end of the planning period, 
charging and discharging cycles of one day are 
often obtained. The principal advantages in using 
mixed integer programming for short planning 
periods are reasonable computational cost and the 
guarantee of optimality. In order to identify the 
benefit of heat storage in [4-6] representative days 
have been used. In [5, 6], case studies with 
different sizes of storage facilities lead to the 
optimal design.  

We believe the approach presented in this paper is 
unique due to the combination of the following 
aspects: 

 Consideration of a half-year period and time 
intervals of four hours (1095 time intervals). 

 Not using pre-specified accumulator sizes and 
thus implementing the investment costs of the 
storage devices into the objective function. 

 Application on a real large scale system with 
unique unit and network characteristics. 

2. Problem formulation 
The basic idea is to calculate the economic 
potential of heat accumulators in the system under 
investigation by comparing one optimization for 
the case without heat storage devices (only power 
plant operation is optimized  unit commitment) 
and one with the addition of heat storage. The 
difference in the resulting objective value (1) 
quantifies the profitability which results from heat 
storage. Furthermore the optimal size of each 
storage tank is a fundamental result of the design 
optimization analysis, as it indicates the 
contribution of every single heat accumulator 
located next to a power plant to the profitable 
operation of the overall system. Therefore, the 
same specific investment costs (€/m³) are used for 
every accumulator.  
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The model can be divided into four components: 

 Financial cost objective function  

 Combined heat and power units and peak-load 
boilers (units) 

 Heat accumulators 

 District heating network (comprising pipes, 
pumps splitters and mixers) 

The most important mathematical model 
formulations are given below. Further information 
about the model is provided after the description 
of the equations
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2.1. Objective function 

Fuel costs and CO2 certificate costs make up 
operational expenditures in the objective 
function (1), while the sales revenues from 
electricity represent the earnings. Revenues from 
selling heat are not accounted for because these 
are identical in both cases (with and without the 
possibility of heat storage) because the same 
given heat demand has to be satisfied. The 
investment costs of the heat storages are taken 
into account by linear depreciation. Therefore 
the investment costs of the heat storages (where 
applicable) are multiplied with the planning 
horizon t / 8760 and the capital recovery 
factor CRF. 

2.2. Combined heat and power plants 

Equation (2) is used for the calculation of the 
fuel requirement of the CHP plants (peak-load 
boilers are modeled by neglecting the first and 

second terms of (2)). The variables scP , 

scQCT and 
scQVT are semi-continuous and are set to 

zero when the unit is shut down, or may vary 
between a lower and an upper bound (e.g. 40% - 
100% partial load) when the unit is in operation. 
Semi-continuous variables can be obtained by 
multiplying a binary operating variable y with 

the respective continuous variable ,cP  
cQCT or

cQVT . The binary variable y indicates 

whether the unit is in operation (y = 1) or shut 
down (y = 0) and the continuous variable is 
bounded by minimum and maximum load-
values (see also Fig. 4). This bilinear term, the 
product of two variables, must be linearized in 
order to be implemented in a MIP problem. The 
linear formulation of a product of a binary and a 
continuous variable can be achieved by the use 
of Big-M-constraints which leads to four 
inequalities for every semi-continuous 
variable [1]. The coefficients c1 to c4  in (2) are 
originally dependent on the feed flow 
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temperature, as a higher temperature requires 
extraction steam from the steam turbine at a 
higher pressure. The feed flow temperature, on 
the other hand, is adjusted according to the 
ambient temperature, as shown in Fig. 3.  

Fig. 3.  Plot of variable feed flow temperature 
against ambient temperature: a) west Berlin 
(supply area 1) , b) east Berlin (supply area 
2). 

Since a representative column vector for the 
ambient temperature over time is implemented 
into the model as a boundary condition for the 
planning horizon, the resulting coefficients c1 to 
c4 are dependent on time as shown in (2).  

Equation (3) defines the downtime interval 

dτ∆ of unit u in the time interval t+1 and (4) 

assures that the minimum downtime interval 
min
dτ∆  is respected. The operating interval of a 

unit oτ∆ is calculated in (5) and constrained in 

(6), respectively. Equations (3) to (6) contain 
products of binary and continuous variables 
which cannot be directly implemented in mixed-
integer programs. Hence, these bilinear 
constraints have to be linearized. We used the 
Glover’s linearization, as presented in detail in 
[1]. Equations (3) and (5) are replaced by four 
inequalities and constraints (4) and (6) are 
reformulated by the use of nine inequalities. For 
combined heat and power plants using 
backpressure steam turbines in the absence of 
cooling towers (the district heating network is 
the heat sink), the boundaries of the continuous 

variables cP , 
cQCT and 

cQVT  are given by a 

linear, feed flow temperature dependent 
equation. Thus, as shown in Fig. 4 (a), electric 
power production and overall heat production 

cc QQ VTCT + are not independent. Cogeneration 

units equipped with extraction condensing steam 
turbines and cooling towers are characterized by 
a higher flexibility and therefore the boundaries 

of cP , 
cQCT and 

cQVT  are given by a set of linear 

inequalities. In Fig. 4 the grey area (b), 
delimited by inequalities, represents the 
operating range of such a power plant.  

 

Fig. 4.  QP, -diagram as a graphical representation 

of the constrained operating range for two 
types of combined heat and power plants: a) 
backpressure turbine without cooling tower, 
b) extraction condensing steam turbine. 

2.3. Thermal storage and district heating 

Thermal storage facilities and nodes (splitters 
and mixers which together with pipes and 
pumps are used to model the district heating 
network) are modeled by means of energy and 
mass balances. The water temperature inside the 
storage devices is set to 110 °C in order to avoid 
the need for pressure vessels. For east Berlin, the 
heat accumulators are equipped with auxiliary 
boilers so that the use of stored hot water is 
possible in periods where the feed flow 
temperature needs to be above 110 °C. Due to 
the dependency shown in Fig. 3 and the 
implementation of a complete forecast for the 
ambient temperature, the temperature in the 
district heating network for every time interval 
is calculated during pre-processing for the whole 
planning period and thus is a parameter. 
Constant temperatures in the energy balances of 
the network and the heat storage systems result 
in linear expressions, dependent only on mass 
flow rates. The electricity needed for the pumps 
in the district heating network is calculated with 
respect to the feed flow. Hydraulic restrictions 
are implemented as an upper bound on the mass 
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flow rates within the pipes in order to account 
for the maximum load condition of the pumps. 

2.4. Price scenarios 

As the case studies were conducted for a 
commercially operated energy system, it is 
understandable that neither the price prognoses 
for electricity, fuel and CO2 certificates nor the 
real investment costs for heat storages and 
detailed performance information concerning the 
power plants or network can be publicly 
presented.  

Investigations were performed for a “low-price” 
and a “high-price” scenario, whereby prices for 
electricity, as well as fuel costs and the 
expenditures for CO2 emissions have been 
varied. 

3. Results  
This section presents the economic potential of 
heat accumulators within the power plant park 
of Berlin. Furthermore, the change in operation 
of the units due to the possibility of heat storage 
is discussed. 

3.1. Why heat storage is beneficial 

Figure 5 shows the optimal size of each heat 
accumulator for every scenario. The values have 
been normalized through division by the greatest 
value. 
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Fig. 5.  Normalized resulting optimal sizes of the 
storage devices (V/Vmax ). 

Since the resulting size of the heat storage 
device at a specified location is an indicator of 
its contribution to the profitable operation of the 
whole energy system, two locations are of direct 
interest: Mitte and Reuter.  

The combined cycle CHP plant Mitte was 
originally constructed without a cooling tower 
(see Fig. 4 a) as it is located in the city and the 

district heating network was available as a heat 
sink. A dry cooling tower with a capacity of 
about one fourth the maximum thermal output 
was subsequently added in order to partly 
decouple the electricity production from the 
thermal load. Hence, it is not surprising that heat 
storage increases the full load hours of the 
power plant and, as shown in Fig. 5, the optimal 
capacity of the heat accumulators is 
considerably higher in the second half-year 
period, where the heat load of the district 
heating network is lower than the first. 

With a total thermal output of about 800 MW, 
the coal and waste –fired units of Reuter are the 
main heat producers in west Berlin. Heat storage 
in this case offers the option to operate these 
units when the price for electricity is high and 
run at minimum load or shut down when the 
generation is not lucrative while still meeting 
heat demand obligations. This effect is enforced 
when fuel costs as well as electricity prices are 
set high (high-price scenario) as one shown in 
Fig. 5. Figure 6 presents the electric power 
production for the two coal-fired CHP units at 
Reuter for the scenario with and without the 
possibility of heat storage and Fig. 7 the heat 
production, respectively. The electricity 
production can be divided into weekdays (1 to 5) 
and the weekend (6 to 7) of the demonstrated 
week in January. The two units are shut down 
for eight hours on Tuesday, Friday and Saturday 
nights when the heat accumulators are 
introduced. The heat demand is covered by 
discharging storage devices earlier charged 
during profitable daytime operation with a small 
penalty on electric output, as shown in Fig. 6 
(see also Fig. 4 b).  
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Fig. 6.  Electric power output of the two coal-fired 
CHP units of Reuter for the scenario with and 
without heat storage (first half-year, high-
price scenario). 
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Fig. 7.  Thermal power output of the two coal-fired 
CHP units of Reuter for the scenario with and 
without heat storage (first half-year, high-
price scenario). 

For a better understanding of the contribution 
provided by heat storage devices, the overall 
electricity production of the supply areas, as 
well as the heat production from the peak-load 
boilers for all scenarios is listed in Table 2 
together with the percentage of heat delivered 
from buffered thermal power. The 
implementation of heat accumulators reduces 
the need of peak-load boiler operation and 
allows for an increase in the more lucrative and 
less carbon-intensive cogeneration. Indeed about 
100 GWh/a of heat can be produced by 
cogeneration power plants instead of peak-load 
boilers in the whole power plant park of both 
parts of Berlin.  

Table 2. Total electricity production, heat production of the peak-load boilers and percentage of heat buffered by 
accumulators for all presented scenarios. 

Electricity production (P) 
[GWh / half-year] 

Heat production (Q) by 
PLB1) [GWh / half-year] 

 
Without 
storage 

With 
storage 

P 
Without 
storage 

With 
storage 

Q 

Stored Heat 
contribution 
[% of total 

supply] 

Low prices  3576 3257 -319 19.0 7.0 -12.0 28.5 First  
half-year High prices  3171 2934 -237 49.3 21.7 -27.6 29.6 

Low prices  3191 2962 -229 27.3 3.9 -23.4 28.7 S
u

p
p

ly
  

A
re

a 
1

 

Second 
half-year High prices 3265 3123 -142 51.7 25.9 -25.8 34.5 

Low prices 3224 3388 +164 113.8 82.5 -31.3 33.4 First 
 half-year High prices 2885 2956 +71 176.6 156.9 -19.7 29.8 

Low prices 2850 2994 +144 86.4 52.4 -34.0 43.0 S
u

p
p

ly
 

A
re

a 
2

 

Second 
half-year High prices 2778 3093 +315 126.6 82.7 -43.9 42.1 

1) peak-load boilers 

 

In west Berlin, the total electricity production 
decreases when heat storage devices are 
introduced.  By partly uncoupling the heat 
production from demand, situations where a less 
profitable operation is necessary to satisfy the 
heat demand can be avoided, and as a 
consequence the mean return on electrical power 
increases by 2.5 to 4.5% (see also Figs. 6 and 7). 
The higher capacity utilization of Mitte leads to 
an increase of total electricity production for east 
Berlin and to a minor increase in return on 
electricity. The amount of heat which is not 
produced on demand, but rather buffered in the 
heat accumulators adds up to 29 to 43 % of the 
total heat supply. 

 

3.2. Economic potential and numerical 
uncertainties 

Considering MIP solvers, every optimization 
result (solution found) is accompanied by an 
upper bound (best possible). The smaller the 
difference between these two values, the better 
the guarantee of optimality since the real global 
maximum of the model has to be equal to or 
greater than the solution found and 
simultaneously equal to or smaller than the 
upper bound. For every scenario, three values 
for the static pay back period of the storage 
devices are given in Table 3: best case, worst 
case and solution found. Taking into account the 
two optimization results we get the value 
specified as “solutions found”. The value named 
“best case” is calculated by subtracting the upper 
bound value of the scenario with heat storage 
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from the value found in the solution of the base 
case scenario without accumulators. Comparing 
the upper bound of the objective function in the 
base case with the solution found when storages 
are implemented we get the value labeled “worst 
case”. As shown in Table 3, optimally sized heat 
storage facilities have short static pay back 
periods, even taking into account the numerical 
uncertainties related to the guarantee of 
optimality. Considering the “solution found” 
values, a mean value of 0.8 years calculated for 
the pay back period reflects the profitability of 
heat storage. 

The formulated objective function (1) specifies 
that the cumulative revenues for the scenario 
horizon are maximized. A marginal change of 
the resulting optimal size of the accumulators 
implies the same increase in total revenues as in 
levelized investment costs. Maximizing the 
return on investment instead would result in a 
smaller optimal capacity of the heat 
accumulators as the change of revenues per 
investment costs would determine the optimal 
capacity. Thus, capacities marginally smaller 
than those presented, lead simultaneously to a 
reduction of the pay back period and to a 
decrease of the cumulative earnings.  

Table 3. Static pay back periods of the heat storage 
devices for the various scenarios. 

Pay back period [a] 
Best 
case 

Solutions 
found 

Worst 
case 

Low 
prices  

0.5 1.0 1.9 
First  

half-year High 
prices  

0.5 1.6 3.4 

Low 
prices  

0.5 1.0 1.4 S
u

p
p

ly
 

A
re

a 
1

 

Second 
half-year High 

prices  
0.5 0.8 1.1 

Low 
prices  

0.6 1.0 1.2 

First  
half-year 

High 
prices  

0.6 0.7 0.8 

Low 
prices  

0.6 0.7 1.1 S
u

p
p

ly
 

A
re

a 
2

 

Second 
half-year High 

prices  
0.4 0.6 2.0 

      

3.3. Numerical experience 

The main limitation on numerical convergence 
is given by the constraints on operating and 
downtime intervals (3) to (6) due to the coupling 

of the binary variables in time. On the other 
hand, these are necessary in order to obtain a 
realistic unit commitment schedule where power 
plants are not shut down and restarted on an 
hourly basis. A reasonable trade-off from our 
point of view was to use time intervals of four 
hours and splitting the period of one year into 
two half-years. By that, the number of coupled 
time periods is reduced, as well as the overall 
size of the problem and the acceptable numerical 
uncertainties presented in Table 3 were 
achieved.  

4 Conclusions  
In this paper, we present a method to optimize 
the operation of a power plant park supplying a 
large scale district heating network by 
introducing heat storage devices. Unlike other 
research works, an entire year of operation has 
been considered, in order to determine the 
economic potential and the optimal capacity of 
the heat accumulators located next to predefined 
power plants. The method was successfully 
applied to the power plant park and the district 
heating network of Berlin and the potential 
profit, as well as a change in unit operation was 
demonstrated. Partially decoupling the 
production of heat from the demand, and thus 
allowing for electricity-price-orientated 
operation, leads to pay back periods for the 
storage devices of approximately one year. 

5 Outlook 
Future investigations will focus on the following 
aspects: 

 Assessment of the benefit of only one storage 
location per supply area 

 Consideration of site-specific investment 
costs and maximum capacities for the heat 
storage devices  

 Inclusion of start up costs of the units using 
the following conditions: 

= =

⋅=
ν τ

1 1

S ),()(
u t

tuzuCS  (7) 

,0)1,()1,(),( ≥+++− tuztuytuy [ ]1,0∈z  (8)   

During start-up, the variable z(u,t) has to equal 
1, as the binary variable y of a unit u is 0 in t 
(unit is not in operation) and 1 in t+1 (unit is 
committed) in order to fulfill (8). If the operating 
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state does not change, or the unit is shut down 
from t to t+1, z(u,t) may range between 0 and 1 
without violating (8), but will eventually be 
forced to become 0 through the optimization as 

zS ∂∂ / is positive and S is minimized. 

Nomenclature 
C   specific costs 

c   coefficients of (2) 

CRF capital recovery factor 

ef  CO2 emission factor, tCO2/MWh 

F   fuel flow rate, MW 

O   objective function, €/horizon 

P   electrical power generation, MW 

P   electrical energy produced, GWh 

Q   thermal power (“heat rate”) output, MW 

Q   thermal energy (“heat”) produced, GWh 

S   start up costs, € 

s  storage device index, { }σ,...,1∈s  

t  number of hours per time interval, h 

t   time interval index, { }τ,...,1∈t  

u   unit index, { }ν,...,1∈u  

V   volume of a heat accumulator, m³ 

y   operating binary variable, { }1,0∈y  

z  start up variable 

Greek symbols 

  operating or downtime interval 

  number of units 

  number of storage facilities 

  number of time intervals   

Subscripts  

C  expenditures related to CO2 emission 

CT  constant temperature of feed flow 

d  downtime (interval) 

F  fuel 

o  operating (interval) 

P  power generation  

S  storage facility 

V  storage tank volume 

VT variable temperature of feed flow 

 

Superscripts 

C  continuous (variable) 

min minimal (operating or downtime interval) 

SC  semi-continuous (variable) 
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897*1,"*:  The present paper focuses on the economic optimization of a small scale ORC in waste 
heat recovery application with specific investment cost as objective function. First, a pre-design model 
of the ORC was built and simulations run with different working fluids to evaluate their technical 
performance. In a second step, components and system cost models were built and simulations carried 
out to evaluate the cost effectiveness of systems associated with different fluids. The working fluids 
considered are R245fa, R123, R113, n-Pentane and n-Butane. Results indicate that for the same fluid, 
the point of high performance and that of cost-effectiveness do not match. The operating point for 

that of the minimum specific investment cost. For n-Pentane, 
the maximum net power of 1.98 kW is obtained for an evaporator pressure of 5.14 bar and the specific 
investment cost is 5450 /kW. For this same fluid, a minimum specific investment cost of 4440  is 
obtained for an evaporator pressure of 8.5 bar and the corresponding power output is 1.745 kW. The 
mismatch aforementioned is due to the thermodynamic properties such as liquid/vapour densities, 
which significantly influence system performance and components sizes. Seeking for profitable 
environmental solutions, economic optimization as a necessary step in the optimization of any 
thermodynamic system is highly advised. 

K eywords:  Economic Optimization, Organic Rankine Cycle, Waste Heat Recovery, Working Fluid. 

;<'=$*1#>?"*&#$'
Modern societies depend critically on energy and 
continued economic growth requires further increases 
in energy consumption and energy demand. 
According to official reports on future global primary 
energy production and use, the high energy growth 
rates of the 20th century will continue unabated until 
2050 and even beyond. Presently, the global primary 
energy use is roughly 500 EJ and shall double by 
2050 [1]. The world economy heavily depends on 
fossil fuels (oil, coal and natural gas) which represent 
an 81% share of total primary energy use. Renewable 
energy and nuclear energy share the remainder, 13% 
and 6% respectively. Nevertheless, the fossil fuel-
based economy raises a certain number of issues. The 
dramatic destruction of the environment attributed to 
the excessive use of fossil fuels has reached a critical 
level with unpleasant consequences [2]. Moreover, 
the fossil fuel resources are finite. Their future 
depletion results in a considerable increase in the 
energy price with undesirable shocks on the global 
economy. The growing concern for the supply and 
safe transportation of fossil fuels as well as the 
increase in the energy demand reinforce the scaling-
up of fossil fuel prices and fuel international tensions. 

Therefore, it is time to seek for alternate energy 
sources and to consider ways of saving the fast 
depleting fossil resources. Verbruggen [3] analyzed 
potential contenders for the future electricity supply 
from economic and sustainability viewpoints and 
proposed the twin efficiency/renewable power. 
The Organic Rankine Cycles (ORC) as energy 
converter fall well in both sides of the twin. Their 
suitability in medium-scale power plants of few 
hundreds kW to MW power output has already been 
demonstrated in solar, geothermal, waste heat 
recovery and biomass power plants [4]. At the 
moment, there is a growing concern of recovering the 
heat wasted in industries during thermal processes as 
well as in thermal power plants and other thermal 
devices such as internal combustion devices.  The 
potential for recovery is huge. For illustration, the 
analysis of manufacturing processes within the eight 
largest manufacturing sectors accounting for 
approximately 2/3 of the total energy used by the 
industrial sector in Canada showed that 70% (~1700 
PJ) of the input energy was released to the 
environment [5].  
Although investigated since the 1970s at the period of 
the oil crisis, the implementation of the recycling of 
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the wasted energy for electricity generation has been 
too slow or simply overlooked after the oil shocks as 
a result of the cheap fossil fuels prices. However, with 
growing concern on the environment and the fast 
depleting fossil fuels reserves, the interest on waste 
heat recovery for electricity is to know a new era. If 
the technology for medium and large scale ORCs is 
already mature, there is still room for research in 
small scale ORCs. In this perspective, a prototype of 
small scale ORC of few kWe was built and 

6-8]. It 
uses R-245fa and R-123 as working fluids, and an oil-
free scroll compressor adapted to run in expander 
mode. A thermodynamic model of the system was 
derived and validated for performance prediction. The 
validated thermodynamic model can be used to 
optimize the operation of the small ORC in waste heat 
recovery application. More recently, the economic 
evaluation of such small size systems was carried out 
to determine their cost effectiveness [9]. 
Most studies on ORCs as can be proven by the 
abundant relevant literature mainly focus on the 
optimization of the cycle efficiency and/or output 
power with respect to the cycle configuration and to 
the available working fluids [10-13]. Nevertheless, for 
the implementation of any new technology, the most 
important and determinant parameter is usually its 
affordability and not its performance. Thus, the 
present paper aims at performing the economic 
optimization instead of usual technical optimization. 
First, a pre-design model of the ORC is proposed and 
simulations are run with different working fluids 
candidates to evaluate their technical suitability. In a 
second step, components and system cost models are 
built and simulations run to evaluate the cost 
effectiveness of systems associated with different 
fluids.The working fluids used for the present study 
are: R245fa, R123, R113, n-Butane (R600) and n-
Pentane (R601).  

!"#$%&#'(#)*+,#-*./0*-1#+223'.+,'/(##
The simple ORC system integrates four basic 
components: an evaporator, a turbine/alternator 
group, a condenser and a working fluid pump. 
Although many studies conclude that the introduction 
of regenerating processes (recuperator, feedliquid 
heater) increase the efficiency of the Rankine Cycle, 
the authors showed in a previous work that this is not 
justified in waste heat to power application for which 
the power output should be maximized instead of 
cycle efficiency [4]. The basic configuration is 
therefore selected in the present work. A heat source 
is needed to drive an ORC. Two ways exist to capture 

the wasted heat: (1) waste heat source and working 
fluid exchange in the same heat exchanger and (2) a 
thermal oil loop is integrated to transfer the heat from 
the waste heat site to the evaporator. The 
configuration illustrated in Fig. 1 will be considered 
in the present study. Depending upon the condensing 
pressure, the hot water at the condenser outlet can be 
used for space heating or as domestic hot water. In 
some cases, dry cooling can be applied at the 
condenser to save the water resources. The electricity 
produced can be used on-site or sent to the grid as in 
case of renewable energy systems (solar PV, wind 
turbine, biomass or geothermal power plants). 
 

 
F ig.1. ORC in waste heat recovery application 
 

4"#5-/2/6*7#839'7#.+(7'7+,*6#
Selection of the most suitable working fluid is a 
critical step when designing an ORC. From numerous 
studies related to the selection of fluids for ORC-
WHR, a certain number of criteria that should fulfil 
suitable fluids can be outlined. Fluids with high 
critical temperature or high boiling point such as 
toluene and silicone oils are adapted for high 
temperature heat sources. Hydrocarbons such as 
Pentanes, benzene, butanes and cryogens such as 
R227ea, R123, R245fa, and HFE7000 are good 
candidates for moderate and low temperatures. 
Zeotropic mixtures were suggested for best matching 
with exhaust stream which leads to better operation of 
the heat exchangers and resource recovery. Fluids 
with a high vapour density are advisable as they allow 
reduction of vapour turbine size and heat exchangers 
areas. Presently, only a few working fluids are 
available on the market and some are being 
progressively phased out because of their harmful 
effects on the environment (high ODP) reducing the 
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range of choice. In absence of specially designed 
ORC fluids, any fluid used in other thermal processes 
as engineering fluids is welcome.  Hence, there is a 
need to start designing specific fluids for ORCs as 
ORC will become an important technology for 
harnessing low grade heat in the next future. 
Nevertheless, some of fluids present on the market are 
giving satisfactory results. A quick screening of 
several potential fluids was done and those listed in 
Table 1 emerged as suitable and will be considered in 
the present study.  

Table 1. List of considered working fluids 
 liq,wf 

(kg/m3) 
 Tc  Pc (bar) 

R-245fa 1352 15.3 154.1 36.4 
R-123 1476.6 27.8 183.7 36.68 
R-113 1574.9 47.6 214.1 34.39 
R-600 625.7 -0.5 152 37.96 
R-601 578.6 36.1 196.5 33.64 
 UPwf 

 
ASHRA
E 34 

GWP ODP 

R-245fa 32 B1 820 0 
R-123 15 B1 77 0.02 
R-113 25 A1 6130 1 
R-600 1.7 A3 0 0 
R-601 1.7 A3 0 0 

 

!"#$%&'(()*+#%,#-#./-((#.0-('#123##
The ORC model is built by interconnecting several 
models related to the components.  
!"4"#56'#.07%((#'89-*&'7#/%&'(##
Volumetric expanders, such as scroll, screw or 
reciprocating technologies present an internal built-in 
volume ratio corresponding to the ratio between the 
inlet pocket volume and the outlet pocket volume.  
Under-expansion occurs when the internal pressure 
ratio imposed by the expander is lower than the 
system pressure ratio. In that case, the pressure in the 
expansion chambers at the end of the expansion 
process (Pin) is higher than the pressure in the 
discharge line. Over-expansion occurs when the 
internal pressure ratio imposed by the expander is 
higher than the system pressure ratio. Under and over 
expansion losses can be modeled by splitting the 
expansion into two consecutive steps [14]:  
Isentropic expansion:   

(1) 
hin being the isentropic enthalpy at pressure Pin. 

Constant volume expansion:  
                                            (2) 

w2 is positive in case of under-expansion, and 
negative in case of over-expansion (Fig. 2). 

 
Fig. 2. Under and over-expansion losses 
The total expansion work is then obtained by 
summing w1 and w2. Other losses such as internal 
leakage, supply pressure drop, heat transfers and 
friction are lumped into one single mechanical 
efficiency mech. Thus, the actual expander work is 
expressed as: 

                               (3) 

For given rotational speed and fluid flow rate, the 
expander imposes the evaporating pressure.  This is 
computed by: 

60
rotssu NVFF

=M                                         (4) 

!":"#56'#6'-;#'806-*+'7#/%&'(#
The condenser and the evaporator are modelled using 

-NTU method for counter-flow heat exchangers. 
The heat exchanger is divided into three zones (Fig. 
3)[7]: a liquid zone, a two-phase zone and a vapour 
zone. Each zone is characterized by the heat transfer 
area A and a heat transfer coefficient U. The heat 
transfer coefficient U is given by r sf1/U=1/h +1/h . 

F ig.3. Three-zone model of the heat exchangers  

!"<"#56'#9=/9#/%&'(##
The pump is characterized by its swept volume and its 
global isentropic efficiency. Its electrical consumption 
is calculated using the relation 

Liquid Two-phase Vapor 

.

sf,esf,su,ev(T ;M )

sf,su,ev,tpT
.

sf,evsf,ex,ev(T ;M )

r,su,ev,tpT

.

r,evr,ex,ev(T ;M )

sf,ex,ev,tpT

r,ex,ev,tpT

.

r,evr,su,ev(T ;M )
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. .

el,p s,p r,ex,p r,su,p pW =V (P -P )/                                 (5) 

In the latter model (Fig. 4), the mass flow rate 
displaced by the pump depends on the pump capacity 
and swept volume.  

 
F ig. 4. Pump model  

!"!"#$%&#'()*+(#,)-&(##
The global model of the ORC is built by 
interconnecting the models of different components 
above described to predict the system power output 
and cycle efficiency. 

."#$%&/,)-01+,23#)452,26+52)1#

."7"#83)4&#+1-#,&5%)-#
The performance of a small scale ORC is predicted 
using the global model described in the previous 
section. Using that global model, the performance of 
the small scale ORC can be predicted. In the present 
case of an ORC in waste heat recovery application, 
the thermodynamic optimization aims at maximizing 
the net power output. However, other thermodynamic 
parameters can be used to characterize the 
thermodynamic behaviour of the system and are 
described in the following lines.  
The cycle thermal efficiency is an indicative 
parameter of the quantity of heat converted into 
power and is given by: 

. . .

sh evORC p                                         (6) 
The recuperation efficiency is the ratio of the heat 
recovered to the maximum heat recoverable. It can 
thus be written as  

..

a p,a su,a ex,a su,a ex,aev
R . .

su,a amb
ev,max a p,a su,a amb

M c (T -T ) T -TQ
T -TQ M c (T -T )

    (7) 

The global energy conversion efficiency is the 
product of the cycle thermal efficiency and the 
recuperation efficiency.  
 global R ORC                                                      (8) 

For the present study, many assumptions are made: 

 The heat source is exhaust gas at 180 C, 
assimilated to hot air with a mass flow rate of 
0.21 kg/s. 

  
 The pinch point at the evaporator is 15 K. 
 The pinch point at the condenser is 10 K. 
 The superheating at the expander inlet, 5 K. 
 The subcooling after the condenser, 5 K. 
 The volumetric ratio of the scroll expander, 3.4. 
 Expander mechanical efficiency, 70%. 
 The isentropic efficiency of the pump, 60%. 

The ORC global model was implemented in EES 
(Engineering Equation Solver) and the behavior of the 
system simulated under various conditions to find the 
optimal operation point. Fig. 5 shows the T-s diagram 
of the ORC with R123 as working fluid. 
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F ig.5. Temperature-entropy diagram with superposed heat 
source and heat sink profiles 

 
Figs 6, 7 and 8 show the evolution of different 
parameters related to the system under different 
evaporator pressure at which heat is transferred to 
the power cycle. From Fig. 6, it can be seen that an 
increase in evaporator pressure reduces the amount 
of heat transferred to the cycle and the amount of 
heat rejected at the condenser. The reduction of the 
amount of heat captured in the evaporator affects 
the temperature of the exhaust effluent/gas 
rejected to the environment; its temperature 
increases.   

.

s,pr,su,p(P ;V )

p s(X ,

.

s,pr,ex,p(P ;V )
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F ig. 6. Heat input, Heat rejected and temperature of the 

rejected exhaust  
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F ig. 7. Net power output and cycle efficiency 

Fig. 7 shows the evolution of the net power output 
and cycle thermal efficiency. An optimum is obtained 
for both parameters but at different pressure values. 
The maximum net power of 1.80 kW is obtained for 
7.31 bar while the maximum cycle efficiency (9.63%) 
is observed when the pressure reaches 11.72 bar.  The 
maximum cycle efficiency is explained by under-
expansion losses in the expander that increase when 
the pressure ratio is increased. In the case of heat 
recovery, since the heat source is free, the output 
power and not the cycle efficiency should be 
maximized.  
Fig. 8 shows the evolution of the recuperation 
efficiency, cycle thermal efficiency and global 
efficiency. The recuperation efficiency decreases 
linearly as the evaporator pressure increases. The 
global efficiency has a maximum (5.45%) at about 

7.31 bar and the same trend as the net power output. 
The cycle efficiency increases progressively and 
reach a maximum at about 11.72 bar and decrease 
slightly afterwards.  
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F ig. 8. Cycle, recuperation and global efficiency  
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Most criteria that should fulfil suitable working fluids 
in ORCs are well established [15]. These are: 
adequate critical parameters, high liquid and vapour 
densities, good thermal stability and compatibility 
with materials, appreciable safety characteristics, 
market availability and low cost, good 
thermodynamic performance and low environmental 
impact. The fluids in Table 1 will be considered 
further. The critical parameters for all fluids are 
suitable for subcritical cycles with the temperature of 
the heat source used. The thermal stability is not 
questionable for the considered fluids since the 
evaporating temperature does not exceed 200 C. 
From compatibility point of view, only R123 is 
questionable as its corrosiveness has been reported. 
This can be solved by good selection of materials. All 
fluids proposed are available on the market with 
different prices as displayed in Table 1. Hydrocarbons 
are abundant at very cheap prices. Among the fluids 
proposed, R113 has a high ODP (1) and a high GWP 
(6130) and is phased-out in developed countries. N-
Pentane and n-Butane raise the issue of flammability. 
Nevertheless, they can be considered as low risks 
substances as they are becoming familiar in domestic 
appliances. R245fa and R123 are toxic substances 
requiring special attention from the operator during 
manipulation. Performance parameters of ORCs 
associated with different fluids after power output 
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optimization are displayed in Table 2. The 
evaporating pressures recorded are well below the 
maximum acceptable limit of 25 bar. Both R245fa 
and n-Butane yield higher output and require high 
evaporating pressure. R245fa despite its toxicity has 
the highest vapour density at the expander inlet which 
would mean small expander. On the other hand, n-
Butane is flammable but a very low cost fluid with the 
highest maximum power output. At this step, only a 
deep economic analysis could determine which one is 
to be selected. 

Table 2. Thermodynamic parameters at maximum net 
power output 

Fluids Pev 
(bar) 

Wnet 
(W) 

p,su 
(kg/m3) 

exp,su 
(kg/m3) 

R245fa 11.79 2004 1324 64.98 
R123 7.31 1979 1453 42.59 
R113 3.93 1942 1554 26.42 
n-Pentane 5.14 1979 616.6 13.78 
n-Butane 15.31 2078 567.3 38.04 

!

"#!$%&'&()%!&*+)(),-+)&'!
"#.#!/&0+!(&1233)'4!
"#.#.#!$5*-'126!%&0+!(&123!
For recall, the present expander is a scroll compressor 
adapted to run in reverse mode. The size of the 
compressor is linked to the thermodynamic 
characteristics of the fluid (density, volume flow rate) 
at the compressor outlet which corresponds to the 
expander inlet. From a catalogue of scroll hermetic 
compressors, and taking into account the cost of 
transformation, the expander cost is a linear function 
of the expander inlet volume flow rate:  

                                               (11) 

"#.#7#!82-+!25%9-'426!%&0+!(&123!
Heat exchangers are characterized by the heat 
exchange surface area which is one of parameters that 
determine the quantity of heat recuperated or rejected. 
For the present study, the cost model for heat 
exchangers deducted from a catalogue of flat plate 
heat exchangers is a linear function of the heat 
exchanger area:   

                                               (12) 

"#.#:#!;<(*!%&0+!(&123!
Suitable pumps for small scale ORCs are small 
reciprocating pumps which can suck the liquid fluid at 

a pressure around 2-5 bar and deliver pressurized 
liquid fluid at about 10-20 bar while consuming small 
power input. However, it should be mentioned that 
there is no pump designed for liquid refrigerants. The 
cost model used in the present study is based on the 
relation between the power consumption and the cost 
as proposed by Bejan et al. [16]:                            

                                    (13) 

m=0.25 for small reciprocating pumps (<300 W), and 
m=0.45 when the input power exceeds 300 W. From 
the offers obtained from suppliers in Liege, Belgium, 
the reference pump considered has a power input of 
300 W and costs     
"#.#=#!;)*20!%&0+!(&123!
Given the same length and the same material 
characteristics, pipes are characterized by their 
diameter. In the present study, liquid and vapour pipes 
are distinguished and have different diameters. 
Depending upon the fluid, for the same state of fluid 
the diameter may differ. From offers of suppliers in 
Liege, Belgium, for cupper-type tubes which can 
stand pressure up to 30 bar, the cost model obtained is 
a linear function of the diameter:   

                                             (14) 

"#.#>#!?3<)1!%&0+!(&123!
After examination of different prices of working 
fluids available on the market, it was difficult to build 
a correlation between the cost and thermodynamic 
characteristics. However, knowing the fluid charge, 
the cost of the working fluid for a particular system 
can be evaluated using the following relation: 

                                        (15) 

Where Vliq,wf is the fluid charge; UPwf, the unit price 
of the fluid and liq,wf, the density of liquid fluid.  
The working fluid charge can be calculated based on 
the assumption that only the liquid part of the circuit 
is considered [17]; this is justified by the difference in 
density between vapor and liquid phases. The density 
of the fluid in liquid phase is much greater than the 
density in vapor state. Accordingly, the volume of the 
expander and the volume of vapor pipes as well as 
parts of heat exchangers are not taken into account. 
Thus, the liquid volume consists of ) of the 
evaporator volume, (1/2) of the condenser volume, 
swept volume of the pump, liquid pipes volume and 
liquid reservoir volume.   

   (16) 
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The cost models in the previous section (6.1) show 
that the costs of components are linked to the 
geometry/size of the components which in fact 
depends on the thermodynamic characteristics of the 
working fluid used. To appreciate the influence of the 
thermodynamic characteristics R123 will be used. 
Fig. 9 shows the variation of the costs of the heat 
exchangers and the working fluid with the 
evaporating pressure. The cost of the condenser 
decreases linearly as the evaporating pressure 
increases. Fluid and evaporator costs present the same 
trend as power output. They increase, reach a 
maximum at about 7.31 bar and decrease as the 
pressure increases. The decrease with the above items 
is due to the reduction of the heat exchanger area 
which reduces as the evaporating pressure is 
increased. 
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F ig. 9. Variation of the heat exchangers and working fluid 
costs with the evaporator pressure 

In Fig. 10 can be appreciated the cost evolution of 
active components with evaporating pressure. With 
neglected pressure drop in the evaporator, evaporating 
pressure is the discharge pressure for the pump and 
the inlet pressure for the expander. The pump cost 
increases progressively, reaches a maximum at about 
14 bar while the expander cost decreases gradually. 
The variations observed for both components are due 
to the density of the fluid at different states. For the 
same pressure, one discharges pressurized liquid 
while the other sucks superheated vapour. 
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F ig. 10. Variation of the pump and expander costs with the 

evaporator pressure    

!"6"$78+(*$+,5-$9,4*($$
In the previous section (6.2) it was seen that different 
components have different cost variations depending 
upon the working condition. This section aims at 
summing all components costs to build the total 
investment cost (TIC) and the specific investment 
cost (SIC). The TIC is the sum of various costs [9]: 
 Scroll expander, 
 Evaporator, 
 Condenser, 
 Fluid pump, 
 Pipes, 
 Working fluid charge, 
 Other equipments: wa

costs are neither dependant of fluids nor its 
thermodynamic state. 

 The labour cost (10% of the total equipment cost). 

                                                        (17) 

The specific system investment cost can be deducted:  

                                                 (18) 
On Fig. 11, the evolution and weight of different 
components on the TIC are shown for R123. As can 
be seen, the most expensive components are the 
expander and the heat exchangers. The share of the 
expander compared to the total cost is particularly 
important at pressures below 11 bar, then decreases 
while the share of heat exchangers increases. This is 
due to the decrease of heat exchangers cost in narrow 
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ranges. The influence of the working fluids and pipes 
are almost negligible. However, the overall cost of the 
ORC decreases with an increase in evaporating 
pressure. 
 
 

 
  F ig. 11. Contribution of individual cost components on 

the TIC with R123 as working fluid 
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F ig. 12. Minimum SIC and Maximum net power 

The specific investment/installed cost for any 
electricity generating system is a good indicator its 
cost effectiveness as it associates the investment with 
the capacity/performance. On Fig. 12, the evolution of 
the SIC with the evaporating pressure is depicted. A 
minimum value for the SIC is observed. For the case 
of R123 used here, this minimum occurs at an 
evaporating pressure of 10.62 bar. However, this 
minimum does not coincide with maximum power of 
1979 W obtained at 7.31 bar. This observation can be 
extended to other fluids used in this investigation.  

!"#"$%&'($&)(*+*,-(*&.$$
The selected objective function for this optimization 
is the specific investment cost (SIC) expressed in 

We.  Since WHR sources are cost-free by 
definition, optimizing this parameter is equivalent to 
optimizing the profitability of the system if 
maintenance and insurance annual costs are 
neglected. For a given working fluid, several different 
working conditions can be optimized. The 
evaporating pressure shows an optimum in terms of 
overall efficiency and also in terms of profitability.  
The pinch point on the heat exchangers also shows an 
optimum value: the lower this value, the higher the 
cycle efficiency but the higher the heat exchange area 
and the higher the cost.  The choice of the pinch point 
value therefore results of a thermo-economic 
optimization of the system. Three parameters (Pev, 

,  ) are therefore to be optimized with 
the objective of minimizing the SIC.  This is done 
using the simplex algorithm [18].  The results of the 
optimization for each fluid are presented in Table 3. 
Table 4 shows results for maximum power for 
comparison. 
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Table 3. Three-parameters optimization of the SIC 
Fluids 

(K) (K) 

Pev 
(bar) 

Wnet 
(W) 

SIC 
( /kW) 

R245fa 15.66 18.58 15.50 1720 4413 
R123 15.46 12.54 11.31 1750 4361 
R113 17.92 10.7 7.39 1586 5128 
n-
Pentane 

15.17 12.66 8.5 1745 4440 

n-
Butane 

14.51 17.3 19.7 1816 3869 

 

Table 4. One-parameter optimization of the net power 
output for pp,cd  and pp,ev  

Fluids Pev 
(bar) 

Wnet 
(W) 

TIC 
 ( ) 

SIC 
 

R245fa 11.79 2004 9533 4757 
R123 7.31 1979 9775 4939 
R113 3.93 1942 12485 6430 
n-Pentane 5.14 1979 10784 5450 
n-Butane 15.31 2078 8475 4078 

 
From Tables 3 and 4, it is seen that there is no fluid 
for which the minimum SIC and maximum net power 
coincide. For all fluids, increasing the evaporating 
pressure by about 3.5 bar from the point of maximum 
power, results in a loss in power and gain in specific 
cost reduction. The extent in the SIC reduction 
depends on the fluid. The economic optimization 
offers different results for different fluids. The SIC 
reduction is about 5.12% for n-Butane, 7.23% for 
R245fa, 11.70% for R123, 18.53% for n-Pentane and 
20.25% for R113. Globally power loss of 200-400 W 

Transforming the reduction in SIC into net power and 
TIC reduction; 18.33% reduction in power leads to 
34.85% of gain in TIC for R113.  Table 3 shows that 
the optimum pinch point values for both the 
evaporator and the condenser are comprised between 
10 and 20K, which could therefore be considered as 
reference values regarding the economical optimum 
for this kind of application. 

!"#$%&'()*+%&#
The increase of the share of renewable energy in the 
global primary energy mix is slowed by the cheap 
fossil fuels although they have been recognized as a 
major treat to our environment. In the transition to the 
renewable energy era, efficiency through waste heat 
recovery has a role to play. ORC in waste heat 

recovery application better needs to be cost-effective 
than efficient. In the study performed, a pre-design 
model of the ORC was built and simulations run with 
different working fluids to evaluate their technical 
performance. Components and system cost models 
were built and simulations carried out to evaluate the 
cost effectiveness of systems associated with different 
fluids. Results indicate that efficient and cost-
effective systems do not match. The mismatch is due 
to very different thermodynamic properties such as 
liquid/gas densities, which significantly influence 
system performance and components sizes. In the 
case of R113, a loss of 356 W on power output leads 
to a saving of 4352 
role of the pinch points on heat exchangers was also 
underlined. Good values are taken between 10-20 K. 
Seeking for profitable environmental solutions; 
economic optimization instead of thermodynamic 
optimization is advisable. 

,%-.&'(/0)1.#
A Area (m2) 
C  
D Diameter (cm) 
FF Filling factor (-) 
h Heat transfer coefficient (W/m2K) 
M Mass flow rate (kg/s) 
N Rotational speed (tr/min) 
P Pressure (bar) 
Q Thermal heat (W) 
T  
U Global heat transfer coefficient 

(W/m2K) 
V Volume flow rate (m3/s) 
W Power output (W) 
X Capacity (-) 
 Greek symbols 
 Recuperation efficiency (%) 
 Thermal or global efficiency (%) 
 Density (kg/m3) 

 subscripts 
a air/exhaust gas 
am
b 

ambient 

c critical 
cd condenser 
cs control system 
cw
p 

cooling water pump 

ev evaporator 
ex exit 
hx Heat exchanger 
lb labour 
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lea
k 

leakage 

liq liquid 
los
s 

losses 

lr Liquid reservoir 
m maximum 
me
ch 

mechanical 

m
h 

Miscellaneous hardware 

r working fluid 
p pump 
pp pipe 
s isentropic 
sh shaft 
su supply 
sf secondary fluid 
T
R 

trilateral or triangular 

w water 
wf working fluid 
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Thermoeconomic Costs Analysis with Multi-period 
Operation of a Polygeneration Plant 

Carlos Rubio-Mayaa, Javier Uche-Marcuellob, César Torres-Cuadrab and J. Jesús 
Pacheco-Ibarraa 

a Faculty of Mechanical Engineering, UMSNH, Morelia, Mich., México 
b CIRCE Foundation, University of Zaragoza, Spain 

Abstract:  Simultaneous production of electricity, heat and cooling is a feasible option to provide them 
efficiently in hospitals, office buildings, airports and hotels. Moreover, fresh water production through 
desalination techniques can be integrated in the system yielding one additional product, i.e., fresh 
water. The synthesis, design and operation of this enhanced type of polygeneration plants is a complex 
task, and successive works to achieve a proper methodology for this purpose was proposed by the 
authors and presented in previous ECOS Conferences and other related events. Investigations still 
continue and the challenge of determining the physical cost of the various products in the system 
arose. Thus, in this work the thermoeconomic approach was applied to a polygeneration plant of a 
hypothetical tourist resort, with the purpose of knowing the instantaneous costs of the four products 
(electricity, cold, heat and water) under a multi-period operation. Thermoeconomic analysis was carried 
out applying the basic propositions of the Theory of the Exergetic Cost, obtaining the exergy costs of 
each product. Results show that lowest exergy costs were obtained when the plant was producing 
simultaneously the four products (mainly in summer period) but they increase considerably when one 
of the products is not produced, e.g., cold in the winter season. When the investment costs of the 
devices are also analyzed (including thermoeconomic costs), there is clear evidence that simultaneous 
production of water and energy (power, heat and cold) is desirable from the thermoeconomic point of 
view. 

Keywords:  Energy, Exergy cost theory, Polygeneration, Thermoeconomics, Water. 

1. Introduction 
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2. The polygeneration plant  

2.1. The methodology proposed 

2.2. The case under study 
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Fig. 1. Polygeneration plant and subsystem definition for the thermoeconomic analysis.

3. Thermoeconomic model 
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3.1. Fuel-Product Definition 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-391



Fig. 2. F-P blocks of the polygeneration plant, alternative one. 

Table 1. Fuel and product definition of each subsystem, alternative one. 

B11 B16+BQCA+BQG B11 B16+BQCA+BQG 
B21-B22 BQEVP --- --- 
B111-B112+B310 B34 B111-B112+B310 B34 
BQG B63+B21-B62 BQG B101-B62 
BQCA B62-B43 BQCA B62-B43 
B85 BQCMPC --- --- 
B22+B63 B111 B101 B111 
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Fig. 3. F-P blocks of the polygeneration plant, alternative two. 

Table 2. Fuel and product definition of each subsystem, alternative two. 

B11-BQCA-BQG B16 B11-BQCA-BQG B16 
BQCA+BQG BQCA+BQG BQCA+BQG BQCA+BQG 
B21-B22 BQEVP --- --- 
B111-B112+B310 B34 B111-B112+B310 B34 
BQG B63+B21-B62 BQG B101-B62 
BQCA B62-B43 BQCA B62-B43 
B85 BQCMPC --- --- 
B22+B63 B111 B101 B111 

Table 3. Investment cost and operation and maintenance costs. 
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3.2. Physical and economic cost equations 
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4. Results 

Fig. 4. Cost of products in polygeneration plant, alternative one. 
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Fig. 5. Cost of products in polygeneration plant, alternative 2. 

5. Conclusions 
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Investigation of the Introduction of Heat Pumps in the 
Residential Sector in Greece 

Sotirios Karellasa*, Dionysios Giannakopoulosa, Emmanuel Kakarasa, Aggelos Doukelisa, 
Konstantina Pappaa, Nikolaos Barmparitsasb, Eirinaios Eleftheriadisb                               

and Peter Grunewaldb 

a Laboratory of Steam Boilers and Thermal Plants, National Technical University of Athens, Athens, 
Greece 

b Daikin Hellas S.A., Athens, Greece 

Abstract:  Heating of buildings represents a significant proportion of Europe’s energy consumption 
while it also contributes a major source of greenhouse gas emissions, mainly through the combustion 
of heating oil and natural gas. On the other hand, accelerating climate warming and the potential 
depletion of natural resources have highlighted the need for rational energy use and energy efficient 
buildings. Towards this purpose, it is essential to evaluate the performance of all the alternative heating 
systems, one of them being the air-to-water heat pump. Heat pumps have been used successfully in 
countries in which electricity is produced with CO -free primary sources (e.g. France or Belgium). 
However, Greece is a country in which more than 50% of the electricity produced comes from the 
combustion of lignite in the main land, thus the potential of reducing CO  emissions by installing such 
units is subject to investigation. The purpose of this paper is to study the performance of heat pumps in 
comparison with oil-fired and gas-fired boilers, while taking into account not only the financial part but 
also the environmental impacts of each of the alternative heating systems. 

Keywords:  CO2 emissions, Heat pump, Residential sector. 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
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2. Characteristics of air-to-water 
heat pumps 
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3. Energy load of the typical Greek 
household 
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3.1. Space heating demand 
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Table 1.  Annual heating load for households with 
different total heat loss coefficients. 
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3.2. Space cooling demand 
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Table 2.  Annual cooling load for houses with different 
total heat loss coefficients. 
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3.3. Domestic hot water demand 
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4. Installation costs and energy bill 
calculations 
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!"+),*#1( '"( "%-7$%*#1( 2"%-#*/4( ],/#1( "&( R3S9( ,&(
,N#*,.#(H7+"&'6(#-#!'*%!,-(#&#*.A(!"&/0+)'%"&("$(
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Table 3. Operating Cost comparison between different 
heating systems. 
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JJ3H( GFE( FJ3( HFG(
EELLI( 3LD( LLJ( KDG(
EHLGH( HIG( ILG( LF3(
ELKKI( KHG( EEKL( ID3(
GDKEH( LKH( E3KE( EDFH(
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Fig. 1.  Installation cost of alternative heating systems 
for both heating and cooling. 
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5. Environmental impact of 
alternative heating systems 
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Table 4.  Energy mix for 2009   
' P&%1&,./#&'

Q"#,".&' RS=J'T'
D"3' I=N'T'

U/.$%/3'8/-' (S=J'T'
G7)%+&3&1.%"1'P+:&%' <=>'T'
VWX'/,)'D.0&%' I=Y'T'

K*2+%.-'/,)'WH2+%.'Z/3/,1&' J=I'T'
'

L11+%)",#' .+' .0&' P$E3"1' P+:&%' [+%2+%/."+,=' .0&'
[DN' &*"--"+,' 4/1.+%' +4' .0&' 1+$,.%7M-' &3&1.%"1".7'
#%")' :/-' ('9#\?@0' ",' NOOJ' /,)' "-' 23/,,&)' .+'
%&/10'O=<'9#\?@0'",'NO(R']<^5'60&'4+33+:",#'./E3&'
)&*+,-.%/.&-'XDN='UDH=' /,)'P_'&*"--"+,' 4/1.+%-'
/-':&33'/-'PP[M-'-.%/.&#"1'23/,-'+,'%&)$1",#'.0&-&'
&*"--"+,-='",'/11+%)/,1&':".0'](O^5'

Table 5.  Greek electricity grid emission factors in 2006 
and estimated values for 2015. 
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'

60&' 4+33+:",#' ./E3&' )&*+,-.%/.&-' +"3F4"%&)' /,)'
#/-F4"%&)' &*"--"+,' 4/1.+%-' /11+%)",#' .+' ]((^' /,)'
](N^5'

Table 6.  Emission factors of oil-fired and gas-fired 
boilers. 

W*"--"+,'4/1.+%'B#%\?@0C' G&/.",#'+"3' U/.$%/3'#/-
[DN NYO' NOO'
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P_' O=ON' O'

'

60&' 4+33+:",#' )"/#%/*-' )&*+,-.%/.&' .0&' "*2/1.'
.0/.' .0&'0&/.'2$*2'E%",#-'",'.0&'/,,$/3'&*"--"+,-'
2%+4"3&'+4'.0&'.72"1/3'0+$-&0+3)5'K.'-0+$3)'E&',+.&)'
.0/.' .0&'&*"--"+,-')&2"1.&)' ",' .0&')"/#%/*-'&,./"3'
,+.' +,37' 0&/.",#' 3+/)' 1+A&%/#&' E$.' /3-+' 1++3",#'
3+/)=' )+*&-."1' 0+.' :/.&%' 3+/)' /,)' &3&1.%"1".7'
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Fig. 2.  CO2  emissions for the present electricity grid 

CO2 emission factor. 

C

:CCC

<CCC

D9CCC

D;CCC

C DCCCC 9CCCC ?CCCC :CCCC

C
O

em
iss

io
ns

 (k
g)

Annual Heating Demand (KWh)

E"$('./#. F24G02+"!'=)24"+ H$*G02+"!'=)24"+ '
Fig. 3.  CO2   emissions for the future electricity grid 

CO2 emission factor. 
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Fig. 4.  SO2  emissions for the present electricity grid 

SO2 emission factor.   
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Fig. 5.  SO2  emissions for the future electricity grid SO2 
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Fig. 6.  NOx  emissions for the present electricity grid 

NOx emission factor. 
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Fig. 10.  Comparison of CO2 emissions for alternative 
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6. Discussion and Conclusions 
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Radiative cooling in northern Europe for the production 
of freezer temperatures 

Martin Fält, Ron Zevenhoven 

Abstract:  The sky should not only be seen as a potential source of energy in the form of the sunlight 
but also as a source of energy in the form of cooling. This cooling is obtained through radiative heat 
exchange between a radiator, located on the surface of the earth, and cold air masses situated above 
this radiator. The possibility of using radiative cooling for areas located in northern Europe is 
investigated in this paper. Since the amount of cooling needed for refrigeration and air conditioning is 
expected to increase in the near future, so will also the amount of energy needed to produce it; as this 
is usually done through vapor compression. However, by the use of radiative cooling, energy need not 
be used in this same manner. Here, the potential of radiative cooling is investigated and compared for 
two different locations in Finland.  

Keywords:  Radiative cooling, Northern regions. 
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2. System description 
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2.1. Weather Data 
As this paper studies the availability of passive 
cooling through heat radiation and convection in 
northern Europe, weather data was needed. The 
data was acquired from the Finnish Meteorological 
Institute for weather stations located in Sodankylä, 
Finland (67°22'N, 26°37'E) and in Helsinki, 
Finland (60°10'N, 24°56'E) [5]. These locations 
are presented in Fig. 2. 

 

The data contains hourly average data for the years 
2008 and 2009, of the ambient temperature, wind 
speed, long and short wave heat radiation data. 
The long-wave heat radiation data was measured 
by a CG4 pyrgeometer, which measures the 
incoming heat radiation in the range of 

 [7]. With this data, the temperature  can 

be calculated with (1). Here the emissivity  is 
chosen to be  since the emissivity is already 
included in the  measured data. Here,  is 
the Stefan-Boltzmann constant, with a value of 

. 

4 . (1) 

Wind that blows parallel to the roof window 
causes heat exchange by forced convection. To 
calculate this forced convective heat (2) and (3) 
are used. These equations give the convective heat 
exchange for turbulent exchanges over smooth 
surfaces at low wind speeds ). Here,  is 
a reduced wind speed, at the radiator, that 
originates from the fact that the wind speeds are 
measured at a higher altitude than where the 
radiator is situated.  

8.38.1 . (2) 

For this case the wind data that was acquired was 
measured at a height of 10m and the assumed 
location of the radiator is set at a height of 5m. 
From this, a correction of the wind speed is made 
using (3). Here,  and  are terrain parameters that 
describe the location of the radiator and the 
location for the wind measurement. The heights of 
the locations are the given by  and , where the 
lower casings stand for the weather station and the 
site of the radiator. [8] 

,

,

10
10

. (3) 

2.2. Heat exchanges 
When  is known the heat exchange from the 
radiator to the sky can be calculated for fixed 
radiator temperatures according to (4). 

44  (4) 

Here  is the total  heat radiation in the 
shortwave spectrum that originates from the sun. 
This shortwave heat radiation can cancel out the 
radiative cooling effect and therefore has to be 
taken into account. The emissivity of the radiator 
has been assumed to be ; this assumption is 
made since the potential of passive cooling is 
investigated and thus the maximal cooling effect is 
given when . However, this article 
assumption of  has also a disadvantage as it 
is assumed to be the same over the whole 
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wavelength spectrum. By the use of selective 
coatings that have high reflecting properties in the 
shortwave spectrum and high emitting properties 
in the long wave spectrum, it could be possible to 
avoid or diminish the heating effect caused by the 
sun. 
The convective heat exchange was implemented 
into our model also according to (5) so that its’ 
effect could also be evaluated. 

. (5) 

The different heat exchange processes calculated 
by (4) and (5) are then combined together 
according to (6).  

. (6) 

This way of combining convective and radiative 
heat exchange is called the additive method. Since 
this method has no physical basis an error is 
introduced, but as the temperature differences are 
small and air is not greatly affected by heat 
radiation the error should be negligible. [9] 

3. Results and discussion 
In this section various measurements and 
calculations based on these measurements are 
presented. First the temperature of the sky and 
ambient is calculated for the two locations. After 
this, the average radiative heat exchange per day is 
presented for a radiator temperature of 10°C; this 
is then further expanded to 3D-graphs which 
illustrate the same heat exchange for different 
radiator temperatures. The reason for choosing the 
average heat exchange per day originates from the 
fact that the cooling effect can be canceled out 
during the day by the sun. Finally, the radiator's 
cumulative frequency distribution of heat 
exchange at varying radiator temperatures is 
presented; where the heat for the radiative, 
convective and total heat transfer are all presented 
separately.  

3.1. Temperature data 
The temperature of the sky and the ambient for 
Sodankylä and for Helsinki are presented in Fig. 3 
and Fig. 4.  
This data was smoothed out with the Savitzky-
Golay filtering method because the noise in the 
measurement was disturbing. A third order 
polynomial filter with a frame size of eighty-nine 
days was applied on the data to obtain a 

satisfactory result. When comparing these figures 
it is observable that the temperatures for both the 
ambient and the sky are lower in Sodankylä than 
in Helsinki. However, the temperature difference 
between the ambient and the sky is larger in 
Helsinki than in Sodankylä. It is also observable 
that the temperature difference is largest during 
autumn for both locations and for both year 2008 
and 2009. 

 

 

Due to the lack of measurement data for the end of 
the year 2009 in the long wave heat radiation data, 

 could not be calculated for the whole time 
period of 2008 to 2010 for Sodankylä. Smaller 
gaps in the order of some hours were also found 
elsewhere in the data, but these gaps could be 
filled with interpolated data. 

3.2. Radiative heat exchange 
The radiative heat radiation for a radiator at  
is presented in Fig. 5 for Sodankylä and for 
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Helsinki. Since sky temperatures were lower in 
Sodankylä than in Helsinki the heat exchange 
between the radiator and the sky was therefore 
larger in Sodankylä. The largest difference 
occurred during the winter when the difference 
between the two locations was 35 W/m2. However, 
since Sodankylä is situated more to the north than 
Helsinki the amount of sunlight that strikes the 
radiator during the summer is larger than that in 
Helsinki; this reduces the amount of cooling 
attainable in Sodankylä to become smaller than 
that in Helsinki. This conclusion is further 
supported by comparing Fig. 3 and Fig. 4 where 

 is higher in Helsinki than in Sodankylä during 
the summer. The difference is, however, not larger 
than 5 W/m2. 

 

The radiative heat exchange for various radiator 
temperatures is presented in Fig. 6 for Sodankylä 
and in Fig. 7 for Helsinki. When, radiator 
temperatures decrease so does the rate of heat 
exchange, which is according to (4). The 
decreased heat exchange is shown in Fig. 6 and 
Fig. 7. The form of the cooling distribution is also 
seen in these figures as it was already in Fig. 5. 
This shows that the main cooling potential is 
attainable during the winter months, but that 
cooling to temperatures below room temperature, 
is also possible during the summer.   

 

 

3.3. Probabilities, frequency distributions 
The distribution of the cooling potential is further 
assessed in Fig. 8 to Fig. 14 where the cumulative 
frequency distribution of the heat exchange for 
various radiator temperatures is assessed. [10] 
Here the heat exchange is presented as isolines in 
W/m2. These cumulative frequency distribution 
isolines describe for what length of time, a certain 
heat exchange could have been achieved, for a 
defined radiator temperature during the two-year 
measurement period. So for example Fig. 9 
describes that a heat exchange of 50 W/m2 could 
have been attained at a radiator temperature 
of -20°C for 10% of the time during the two-year 
period. 
First the cumulative frequency distribution of heat 
radiation is assessed separately in Fig. 8 for 
Sodankylä and in Fig. 9 for Helsinki. When 
comparing, these two figures it is observable that 
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lower radiator temperatures are reachable for the 
same heat exchange in Sodankylä than in Helsinki. 
The radiator temperature difference between the 
two locations for equal heat exchanges is around 
5°C. 

 

 

The influence of convective heat transfer must also 
be assessed. This is done in Fig. 10 and in Fig.11 
which present the cumulative frequency 
distribution of the convective heat exchange at 
various radiator temperatures for both Sodankylä 
and Helsinki. The amount of convective cooling is 
larger in Helsinki for higher radiator temperatures, 
but for lower radiator temperatures the amount of 
cooling is larger in Sodankylä.  

 

The larger cooling potential in Helsinki at higher 
ambient temperatures originates from higher wind 
speeds in Helsinki than in Sodankylä; these wind 
speeds are presented in Fig. 12. The larger cooling 
at lower temperatures originates from lower 
ambient temperatures in Sodankylä than in 
Helsinki; the ambient temperatures were presented 
in Fig. 3. and in Fig. 4. 
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When comparing the radiative transfer with the 
convective heat transfer it is obvious that 
convection has to be taken into account. The 
biggest difference that convection makes is that 
the order of magnitude of the heat transfer changes 
quite significantly. However, convective heat 
transfer can occasionally diminish the effect of 
radiative cooling and even sometimes cancel the 
cooling effect. The risk of cancelling effects is 
especially large during the summer when the 
ambient temperature is higher than that of the 
radiator. 
The cumulative frequency distribution of the total 
heat transfer of a radiator is presented in Fig. 13 
for Sodankylä and in Fig. 14 for Helsinki. When, 
comparing the total heat transfer of these two 
locations it is obvious that for higher radiator 
temperatures a larger amount of heat can be 
dissipated from the radiator to the  ambient and to 
the sky in Helsinki. However, when radiator 
temperatures drop, the amount of dissipated heat 
will be larger in Sodankylä than that in Helsinki as 
was the case also for the pure convective heat 
transfer. 

 

 

4. Conclusions 
The needed electricity for air conditioning is 
expected to increase by a tenfold during the next 
40 years in Finland. [11] Therefore new cooling 
methods are needed also for the northern European 
conditions.  
This article has presented the potential of 
utilization of radiative cooling in northern Europe. 
Radiative cooling has yet to be utilized for cooling 
in northern Europe but this paper showed that it 
can be used for air conditioning and even for 
cooling to lower temperatures. By the use of 
meteorological data obtained from the Finnish 
Meteorological Institute the heat exchange from a 
flat plate radiator has been modeled. This paper 
shows that a significant amount of cooling can be 
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A"-M""7!;8B)F.!874!,)#F-5)7!5,!7"<#"(-"4_!

0%# -1"! 8A,).A".! ())#57<! M8-".! )F-#"-! -"=B".8-F."!
"LF8#,! -1"! ()74"7,".! ())#57<! M8-".! 57#"-!
-"=B".8-F."_!

/%# -1"! ;8B)F.! B.)4F("4! 57! -1"! ";8B).8-).! 5,!
,8-F.8-"4!P!7)!,FB".1"8-57<!5,!8(()F7-"4!@)._!

3%# -1"! @#F54! -.87,B).-! 4"#89! A"-M""7! -M)!
()=B)7"7-,!5,!7"<#"(-"4_!

U%# 8##! -1"! 1"8-! "T(187<".,! 18;"! ()7,-87-! 1"8-!
-.87,@".!()"@@5(5"7-,_!

2%# -1"!;8#;",!8."!8458A8-5(_!

!
C7,(&9(&J%.%+%12%&425%0%&./+&K7L+:M'A&"#4/+-37/1&2G2$%!
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!"#"#$%&'&()*+($,$)-.+(-&($
!"#$ #%&'()*+,$ &,#-$ .*/$ ("#$ -#,0/)1()*+$ *.$ ("#$
2#+#/'(*/$ /#.#/$ (*$ ("#$,0"#3#$-#,0/)4#-$ )+$5)26$78$
'+-$ 0'+$ 4#$ #9(#+-#-$ (*$ ("#$ '4,*/4#/8$ :&,($
'00*&+()+2$.*/$("#$-)..#/#+($-)/#0()*+,$*.$("#$3',,$
.;*<,6$
=%&'()*+,$ >?@$ '+-$ >A@$ /#1/#,#+($ ("#$3',,$ 4';'+0#$
.*/$ ,*;&()*+$ '+-$ B'1*&/$ )+$ ("#$ 2#+#/'(*/8$
/#,1#0()B#;C6$ !"#$ )-#';$ 2',$ ;'<$ >D@$ "*;-,$ .*/$ ("#$
B'1*&/E$ "#/#$ ("#$ B*;&3#$ *00&1)#-$ 4C$ ("#$ B'1*&/$
0'+$ 4#$ ',,#,,#-$ 4C$ ,&4(/'0()+2$ ("#$ B*;&3#$*.$ ("#$
,*;&()*+$./*3$("'($*.$("#$#+()/#$B#,,#;8$,##$>F@6$$

,
,8)+ ,8*&( B8-#,

-G3 3 3
-

! $ >?@$

B
B8-#, B8*&(

-G3 3
-

! $ >A@$

B B B B BG H ! 1 I! $ >D@$

B 2 , ,I I G! $ >F@$

5&/("#/3*/#8$("#$J)K/$3',,$4';'+0#$>L@$',$<#;;$',$
("#$#+#/2C$4';'+0#$*+$("#$,*;&()*+$>M@$"*;-6$N#/#8$
("#$ ,*;&()*+$ ),$',,&3#-$ (*$4#$ .&;;C$3)9#-$'($#'0"$
()3#$)+(#/B';8$("#+$#+("';1C$'+-$,';($0*+0#+(/'()*+$
.*/$ ("#$,*;&()*+$ ;#'B)+2$ ("#$B#,,#;$'/#$',,&3#-$ (*$
4#$("#$,'3#$',$("*,#$)+,)-#$("#$B#,,#;E$("#)/$B';&#$
0'+$ 4#$ -#.)+#-$ ',$ '$ .&+0()*+$ *.$ 1/#,,&/#$ '+-$
(#31#/'(&/#$ 4C$ &,)+2$ '11/*1/)'(#$ 3*-#;,$ .*/$ ("#$
("#/3*-C+'3)0$ 1/*1#/()#,$ *.$ J)K/O<'(#/$ ,*;&()*+$
PAQ6$

" #,8)+ ,8)+ ,8*&( ,8*&( , ,
-3 9 3 9 G 9
-

! $ >L@$

" #
"9 - B8-#, B8-#, ,8*&( ,8*&(

,8)+ ,8)+ 1 ,

R R 3 " 3 "
-3 " G0 !
-

! $ $

$
$$ >M@$

!"#$%&' !"#$()

!"#$*+,

!",$%&' !"-$%&'

!",$()

!".

!".
/"# /"#

/"-/",

!"-

0"12

0"*

0"*

0"12

345467896 :95;45<46 $
!"#$%&$%'())%(*+%,*,-#.%/012)%/1-%#,*,-(31-%(*+%

41*+,*),-%

!"#$ B'1*&/$ -#,*/4#-$ '($ ("#$ 2#+#/'(*/$ 0'+$ 4#$
',,&3#-$ (*$ 4#$ '($ ("#/3';$ #%&);)4/)&3$ <)("$ ("#$
-);&(#-$ ,*;&()*+$ #+(#/)+2$ ("#$ 0*31*+#+($ PDQE$ )(,$
#+("';1C$ ),$ ',,#,,#-$ ',$ '$ .&+0()*+$ *.$ (#31#/'(&/#$
'+-$1/#,,&/#$PAQ6$
!"#$3*-#;$';,*$'00*&+(,$.*/$("#$("#/3';$)+#/()'$*.$
("#$ ,"#;;6$ !"#$ ,"#;;$ ),$ ',,&3#-$ '($ ("#/3';$
#%&);)4/)&3$ <)("$ ("#$ ,*;&()*+$ >!,"$ S$ !,@8$ ("#+$ )(,$
("#/3';$0'1'0)(C$0'+$4#$0*31*,#-$<)("$("'($*.$("#$
,*;&()*+$)(,#;.$)+$>M@8$<"#/#$G$S$G,"$T$G,$'+-$01$),$
("#$'B#/'2#$"#'($0'1'0)(C$PFQ6$!"#$"#'($-),,)1'(#-$
("/*&2"$("#$<';;,$*.$("#$B#,,#;8$R-8$),$+#2;#0(#-6$
$
!"#"/$0&)*$&123)'4&(.$
U+$*/-#/$(*$#B';&'(#$("#$("#/3';$.;*<$R"9$-#;)B#/#-$
(*$("#$,*;&()*+8$'$3*-#;$*.$("#$"#'($#90"'+2#/$<',$
';,*$ -#B#;*1#-6$ V00*/-)+2$ (*$ ("),$ 3*-#;8$ '+$
)+(#/3#-)'(#$ (#31#/'(&/#$ !"9$ 0'+$ 4#$ ',,)2+#-$ (*$
("#$ ,&/.'0#$ *.$ ("#$ "#'($ #90"'+2#/8$<"*,#$ ("#/3';$
0'1'0)(C$G0"9$),$'$';,*$'00*&+(#-$.*/6$V$-),()+0()*+$
0'+$ ("#+$ 4#$3'-#$ 4#(<##+$ ("#$ ("#/3';$ .;&9$R"98<$
3*B)+2$ ./*3$ ("#$ <'(#/$ (*$ ("#$ ,&/.'0#$ *.$ ("#$
#90"'+2#/8$,##$>7@8$'+-$("#$.;&9$R"9$/#;#',#-$4C$("#$
#90"'+2#/$ (*$ ("#$ ,*;&()*+8$,##$>W@8$<")0"$-#1#+-,$
*+$("#$)+(#/+';$"#'($(/'+,.#/$0*#..)0)#+($XV)+(6$!"#$
-)..#/#+0#$ 4#(<##+$ ("#,#$ .;&9#,$ ),$ ,(*/#-$ *+$ ("#$
4*-C$*.$("#$"#'($#90"'+2#/8$,##$>YZ@6$
U+$*/-#/$ (*$ ,*;B#$ ("#$1/*4;#38$*+#$3*/#$#%&'()*+$
),$ +##-#-$ >YY@8$ <")0"$ '00*&+(,$ .*/$ ("#$ #9(#/+';$
"#'($ (/'+,.#/$ 0*#..)0)#+($ *.$ ("#$ "#'($ #90"'+2#/8$
XV#9(8$'+-$("#$3#'+$;*2'/)("3)0$(#31#/'(&/#6$

" #"98< < 18< <8)+ <8*&(R 3 0 ! !! $ >7@$

" #"9 )+( "9 ,R XV ! !! $$ >W@$

"9
"98< "9 "9

-!R R G0
-

! $$ >YZ@$

" # " #
" #
" #

<8)+ "9 <8*&( "9
"98< #9(

<8)+ "9

<8*&( "9

! ! ! !
R XV

! !
;+
! !

! $$ >YY@$

!"#$ #9(#/+';$ ><'(#/$ [$ #90"'+2#/@$ '+-$ )+(#/+';$
>#90"'+2#/$[$,*;&()*+@$"#'($(/'+,.#/$0*#..)0)#+(,$'/#$
',,)2+#-8$',$("#C$-#1#+-$*+$("#$0*+-&0()B)(C$*.$("#$
3#(';$ '+-$ ("#$ <'(#/$ >,*;&()*+@$ .;*<$ /#2)3#6$ KC$
1/*B)-)+2$ ("#$ <'(#/$ 3',,$ .;*<$ '+-$ )(,$ )+;#($
(#31#/'(&/#8$ ("#$ *&(;#($ (#31#/'(&/#$ '+-$ ("#$
("#/3';$.;&9$/#;#',#-$(*$("#$,*;&()*+$'/#$*4(')+#-6$
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!"#"!$%&'()'*)+$,$)-./&+.0&+$
!"#$% &% '()*% )+*,)% -+.% )/+.0.% 1).2% -*%0*2.(% -+.%
/*32.3).4$% 561'-"*3)% 789% -*% 7:9% /'3% ;.% 4.<.'-.2=%
;1-%,.%+'>.%-*%/*3)"2.4%-+'-?%

! -+.% ("61"2% <+').% ")% 4.<4.).3-.2% ;@% /*32.3).2%
>'<*14%"3)-.'2%*A%B"C4D,'-.4%)*(1-"*3E%%

! 3*%>'<*14%2.)*4<-"*3%+')%-*%;.%/*13-.2%"3%789E%
561'-"*3% 7F9% /'3% ;.% '<<(".2% -*% -+.% >'<*14% <+').%
'32%,4"--.3%')?%

! "+G 2 / / >="3 >="3 < >

2
H H 0 + 0 + I/ J

2
# $ 7K89%

J+.% >'<*14% '32% -+.% /*32.3)'-.% '4.% )'-14'-.2E% -+.%
.3-+'(<@% *A% -+.% "3(.-% >'<*14% .61'()% -+'-% *A% -+.%
>'<*14%A(*,"3#%*1-%*A%-+.%#.3.4'-*4$%J+.%.61'-"*3)%
/'3%;.%.G-.32.2%-*%-+.%.>'<*4'-*4=%L1)-%'//*13-"3#%
A*4%-+.%2"AA.4.3-%2"4./-"*3)%*A%-+.%0'))%A(*,)$%

!"#"1$203)+$()-45)*$
M)%)-'-.2%;.A*4.=% -+.%2"(1-.2%)*(1-"*3% A(*,%4'-.% "3%
-+.% )*(1-"*3% <10<% ")% '))10.2% /*3)-'3-% '32%
"0<*).2% ')% '3% "3<1-% >'(1.$% J+.% )-4*3#% )*(1-"*3%
A(*,)%A4*0%-+.%#.3.4'-*4%-*%-+.%';)*4;.4=%24">.3%;@%
#4'>"-@%'32%;@%-+.%<4.))14.%2"AA.4.3/.=%)..%!"#$%FE%
-+.%<4.))14.% (*)).)% "3% -+.% )*(1-"*3%+.'-%.G/+'3#.4%
'32% -+.% <"<.)% 0'@% ;.% 2.)/4";.2% -+4*1#+% '%
4.)")-'3/.% /*.AA"/".3-% $% N.3/.% OPQ=% -+.% )-4*3#%
)*(1-"*3%0'))%A(*,%/'3%;.%')).)).2%')?%

! " ! ") # ' )

) 2

8 < < # + R
0 S M

$ $
# %7KT9%

J+.% (.>.(%!%*A% -+.% )*(1-"*3% "3)"2.% -+.%#.3.4'-*4% ")%
/*3-"31*1)(@%1<2'-.2=%')%'%A13/-"*3%*A%-+.%0'))%*A%
)*(1-"*3% '/-1'((@% /*3-'"3.2% "3)"2.% -+.% >.)).(E% -+.%
2")-'3/.% "% ;.-,..3% -+.% )*(1-"*3% *1-(.-% '-% -+.%
#.3.4'-*4% '32% -+.% )*(1-"*3% "3(.-% '-% -+.% ';)*4;.4% ")%
'()*% '//*13-.2% A*4$% J+.% )'0.% .G<4.))"*3% /'3% ;.%
1).2% -*% /'(/1('-.% -+.% /*32.3)'-.%0'))% A(*,% A4*0%
-+.%/*32.3).4%-*%-+.%.>'<*4'-*4$%%

U3%;*-+%/').)=%-+.%4.)")-'3/.%/*.AA"/".3-)%'4.%3*-%).-%
/*3)-'3-$% U3% -+")%0*2.(=%,.%'))10.%-+'-% -+.@%>'4@%
')% '% A13/-"*3% *A% -+.% A(1"2% +."#+-% "3)"2.% -+.% 1<<.4%
>.)).(=% '//*42"3#% -*% -+.% .61'-"*3?% % V% WX7RWDR9

8=%
,+.4.% W% '32% RW% '4.% 3*0"3'(% >'(1.)$% J+")%
/*44.)<*32)% -*% -+.% /*3-4*(% (*#"/% ,+"/+% ")% *A-.3%
'2*<-.2% "3% ';)*4<-"*3% /+"((.4)=% ,+.4.% '3% "3/4.').%
*A%-+.%4.)")-'3/.%")%#.3.4'-.2%,+.3%-+.%(.>.(%*A%-+.%
("61"2% #.-)% -**% (*,$% Y1/+% '% /*32"-"*3% +')%
/*3)")-.3-(@% "0<4*>.2% -+.% )-';"("-@% *A% -+.% 0*2.($%
!"3'((@=%3*%-+.40'(%"3.4-"'%+')%;..3%/*3)"2.4.2%A*4%

-+.%)*(1-"*3%+.'-%.G/+'3#.4%;.-,..3%#.3.4'-*4%'32%
';)*4;.4% 7)..% !"#$% F9$% U-)% +.'-% -4'3)A.4% /*.AA"/".3-%
ZM+G)% ")% '))10.2% /*3)-'3-% '32% '))"#3.2% ')% '3%
"3<1-E% "-)% .AA"/".3/@% /'3% ;.% .')"(@% ')).)).2% ')% '%
A13/-"*3% *A% ZM+G)% '32% -+.% )*(1-"*3% 0'))% A(*,=%
-+4*1#+% ,.((% [3*,3% 4.('-"*3)+"<)% >'("2% A*4%
/*13-.4\/144.3-%+.'-%.G/+'3#.4)$%

!"6"$7&()8$.(./0.04&'$0&$9&0.+045.$53488)+$
J+.% 0'-+.0'-"/'(% 0*2.(% 2.)/4";.2% )*% A'4% ")% '%
#.3.4'(%0*2.(=%'"0.2%'-%;."3#%1).2%A*4%.>.4@%["32%
*A% ';)*4<-"*3% /+"((.4$% M/-1'((@=% -+.% ]*-'4-"/'%
0'/+"3.%")%'%>.4@%<'4-"/1('4%*3.=%')?%

! -+.% ';)*4<-"*3% /@/(.% ")% /'44".2% *1-% "3-*% '%
4*-'-"3#%/*3-'"3.4E%

! -+.%)*(1-"*3%<10<%")%3*-%.(./-4"/'((@%24">.3=%')%
-+.%<10<"3#%<*,.4%")%2.4">.2%A4*0%4*-'-"*3=%;@%
/*3>.4-"3#%-+.%["3.-"/%.3.4#@%'-%-+.%*1-.4%4'2"1)%
"3-*%<4.))14.%OFQ$%

^*3.-+.(.))=% -+.% 0*2.(% ,')% '<<(".2% -*% )"01('-.%
-+.%<.4A*40'3/.%*A% -+.%]*-'4-"/'%0'/+"3.%1).2% "3%
-+.% .G<.4"0.3-'(% )@)-.0=% ,"-+% '% )<./"'(% .AA*4-% -*%
-+.%/+*"/.%*A%-+.%"3<1-%<'4'0.-.4)$%%

J';(.%T%4.<*4-)% -+.%>'(1.)%*A%-+.%0'"3%<'4'0.-.4)%
'2*<-.2% -*% 2.)/4";.% -+.% 4.'(% ';)*4<-"*3% /+"((.4E%
-+.@%,.4.%A"4)-(@%2.A"3.2%-+4*1#+%'3%"3\2.<-+%)-12@%
*A% -+.% )"R.% '32% -+.%0'-.4"'()% *A% .'/+% /*0<*3.3-=%
'32% -+.3% *<-"0"R.2% "3% *42.4% -*% "0<4*>.% -+.%
<4./")"*3%*A%-+.%4.)1(-)$%J+.%,'-.4%0'))%A(*,%4'-.)%
'32%-+."4%"3(.-% -.0<.4'-14.%"3%.>.4@%/*0<*3.3-%*A%
-+.% ';)*4<-"*3% 0'/+"3.% '4.% [3*,3% A4*0% -+.%
.G<.4"0.3-'(% 2'-'$% M)% '3% *1-<1-=% -+.% 0*2.(%
<4*>"2.)% -+.% *1-(.-% -.0<.4'-14.)% '32% -+.% -+.40'(%
<*,.4% .G/+'3#.2% "3)"2.% .'/+% /*0<*3.3-=% ,+"/+%
/'3% ;.% /*0<'4.2% -*% .G<.4"0.3-'(% 4.)1(-)$% J+.%
.61'-"*3)% )@)-.0% ")% )*(>.2% *3% Y_M]`% 1)"3#% '%
^.,-*3\]'<+)*3% <4*/.214.% ,"-+% A*4,'42% A"3"-.%
2"AA.4.3/.% '<<4*G"0'-"*3$% J+.% )"01('-"*3% ")%
<.4A*40.2%,"-+%'%-"0.%)-.<%')%(*3#%')%:%)./*32)$%

M% A"4)-% /*0<'4")*3% ;.-,..3% .G<.4"0.3-'(% '32%
)"01('-.2% 4.)1(-)% A4*0% -+.% )'0.% 2'@% <4.>"*1)(@%
2.)/4";.2%7KaDW&D8WWb9%")%#">.3%"3%!"#$%b$%

#$%&'()*(+$,-(,-./0(.$1$2'0'13(451(0"'(3,2/&$0,5-(54(
0"'(650$10,7$(2$7",-'(

<10<0 %V% W$WTK%[#D)% ZM"3-=/%V P8WW%cD708`9%

ZM+G)%V% a8%cD70
8`9% ZM.G-=/%V :W&W%cD708`9%

*=#%V% KaWW% ZM"3-=.>%V aPaW%cD708`9%

*=/%V% KaWW% ZM.G-=.>%V T&WW%cD708`9%
ZM"3-=#%V% aFTW%cD70

8`9 ZM"3-='%V Fb:W%cD708`9%
ZM.G-=#%V% &FaW%cD70

8`9 ZM.G-='%V :&:W%cD708`9%
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!
"
#$
%&'

(
)*
+,
-.
$/
01
*+
$%2
3
'

(4,*$%)'

!"#$%&'$()*+ ,&'-+*)$.

!
!"#$%&$%'()*+,"-(.%(/%0+"12%34*3,")3.5+1%+.0%-")61+530%

573,)+1%*(83,%*,(/"13-%9:;<=><?==&@!

"#$%$! &'! (! )$%*! +,,-! (+%$$.$/0! &/! 0$%.'! ,1!
0#$%.(2! 3,4$%! (/-! 0#$%.(2! 5678! "#$! $%%,%! &'!
(24(*'!2,4$%!0#(/!9:;!0#(0!&'!0,!'(*!2,4$%!0#(/!0#$!
$'0&.(0$-! .$('<%$.$/0! </=$%0(&/0*8! "#$!
$>3$%&.$/0(2! (/-! '&.<2(0$-! 0$.3$%(0<%$! 3%,1&2$'!
(%$! (2',! )$%*! =2,'$! 0,! $(=#! ,0#$%! (/-! /,0! $('&2*!
-&'0&/+<&'#$-8! ?'! (! '$=,/-! '0$3;! 0#$! '&.<2(0&,/!
4('!$>0$/-$-!0,!0#$!$/0&%$!0$'0!=(.3(&+/!@ABCD9!E!
FDCDGH8! "(I2$! J! %$3,%0'! 0#$! $>3$%&.$/0(2! (/-!
'&.<2(0$-!,)$%(22! 0#$%.(2!$/$%+&$';! ('!4$22! ('! 0#$!
'$(',/(2!()$%(+$!0#$%.(2!5678!K)$/!,/!(!'$(',/(2!
I('&'!0#$!%$2&(I&2&0*!,1!0#$!.,-$2!&'!)$%*!#&+#8!!

A+B13%;$%'()*+,"-(.%B35833.%34*3,")3.5+1%+.0%
-")61+530%-3+-(.+1%*3,/(,)+.C3%(/%573%C7"113,%

! D4*3,")3.5+1% E")61+530% D,,(,%
F+!LMN#O! PPDG! PPFP! Q!D8F!:!
F$)!LMN#O! APDA! AP9R! S!A8A!:!

F=!Q!F(!LMN#O! 9BA9! 99GR! Q!A8J!:!
'GH0#!LSO! D8TGT! D8BFA! Q!A8P!:!

!

50,*67.-89+*$
I! ! 3&3$!'$=0&,/;!.A!

C! ! '3$=&1&=!#$(0;!UC@M+!VH!

'0%% -&'=#(%+$!=,$11&=&$/0;!(-8!

7! ! $/0#(23*;!UCM+!

)! ! .(''!12,4!%(0$;!M+C'!

J! ! .('';!M+!

*% % 3%$''<%$;!7(!

F! ! 0#$%.(2!12,4;!N!

A! ! 0$.3$%(0<%$;!V!

K% % ),2<.$;!.P!

4% % W&X%!=,/=$/0%(0&,/;!(-8!

/%$$0123'45+21
! ! -$/'&0*;!M+C.P!

! ! 0&.$;!'!

,-426%&#)21*(.12-#$%26%&#)21
(! ! (I',%I$%!

=! ! =,/-$/'(0$!

$)!!! $)(3,%(0,%!

+! ! +$/$%(0,%!

#>!! #$(0!$>=#(/+$%!

&/! ! &/2$0!

,<0!! ,<02$0!

'! ! ',2<0&,/!

)! ! )(3,<%!

4! ! 4(0$%!

:*;*+*67*<$
LFO1 W<=('! Y8! $0! (28;! ADDR;! 6Z?[6W\! ?! Y%$/=#!

Z$'$(%=#! 7%,+%(.! 1,%! [,2(%! 5,,2&/+! 7%,=$''!
630&.&](0&,/;! H,(C330".#-% (/% :-5% DLMGELN%
O.53,.+5"(.+1%'(./3,3.C3;!^[K[;!W&'I,/8!

LAO1 [*$-! ?8! $0! (28;! ADD9;! ?! /,)$2! $>3$%&.$/0(2!
&/)$'0&+(0&,/! ,1! (! ',2(%! =,,2&/+! '*'0$.! &/!
_(-%&-;!^/08!U8!,1!Z$1%&+$%;!AR;!338!R9GERBF8!

LPO1 Y2,%&-$'! `8! ?8! $0! (28;! ADDT;! a$'&+/! (/-!
=,/'0%<=0&,/! ,1! (! W&X%S4(0$%! (I',%30&,/!
.(=#&/$;! K/$%+*! 5,/)$%'&,/! (/-!
_(/(+$.$/0;!JJ;!338!AJRPSA9DR8!

LJO1 ?2$1$2-! `8! (/-! Z(-$%.(=#$%! Z8;! FGGP;!P3+5%
'(.Q3,-"(.%E2-53)-;!5Z5;!b[?;!5#(30$%!J8!!
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Second Law Comparison of GAX Absorption-
Compression Refrigeration (Hybrid GAX) and 

Absorption Refrigeration with GAX (Conventional GAX) 

Mortaza Yaria,  Arash Zarinb and Sanubar Ghorbanic 

 ABSTRACT: The GAX (generator absorber exchange) absorption cycle is an elegant way of achieving 
higher coefficient of performance (COP) with a cycle configuration that essentially appears to be a single 
stage absorption system. In the absorber and generator, the pressures and concentrations are maintained 
in such a way as to cause a temperature overlap between the absorber and generator. This provides the 
possibility that some of the heat of absorption may be rejected to the generator. In this paper a comparative 
study between GAX absorption-compression refrigeration (hybrid GAX) cycle and absorption refrigeration 
with GAX (conventional GAX) cycle using ammonia-water as working fluid with identical cold output is 
carried out. Simulation results are used to study the influence of the various operating parameters on the 
thermal loads of the components, exergy efficiency and total exergy destruction of both systems. It is found 
that for each condenser and evaporator temperature, there is an optimum generator temperature where the 
total exergy destruction of the hybrid GAX and conventional GAX absorption refrigeration systems is 
minimum. At this point the exergy efficiency of the systems becomes maximum. The effect of absorber 
pressure on the heat duties of the hybrid GAX cycle has also been studied. 

Keywords GAX, Absorption, Hybrid, Exergey Efficiency, Exery Destruction. 

1. Introduction  

2. Description of GAX absorption 
compression cycle 
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3. Thermodynamic analysis 

3.1. Mass conservation  

3.2. Energy method (the first law 
analysis)                    

 

 

 

 

 

3.3. Exergy method (the second law 
analysis) 
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4. Validation  

5. Result and discussion    
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6. Conclusion  
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A Solar Space Heating plant for                                        
Greek Buildings with underfloor heating system 

A. Stegou-Sagia, I.P. Koronaki, Z. Sagia  

School of Mechanical Engineering, 
Thermal Engineering Department,  

National Technical University of Athens,  
15780, Zografou, Athens, Greece,  

tel 0030 2107721255,  
fax 0030 2107723670,  

email asagia@central.ntua.gr

Abstract:  The objective of this paper is to present the sensitivity analysis of various components of a 
solar heating system combined with underfloor tubes focused on the type, slope and area of solar 
collector and storage tank size as well as on the underfloor system components. The collector types 
considered are the flat plate and evacuated tube collectors. The sensitivity analysis is based on an 
energy benefit analysis, i.e., the amount of useful energy collected. The system is modeled with 
TRNSYS computer program using data for a typical meteorological year (TMY) for two climatic zones 
in Greece and a six storey terraced building with total heated area 1955 m2. The results indicate that 
for the present application evacuated tube collectors are the most energy-efficient system for solar 
heating applications whereas the optimum collector area for climatic zone B is 110 m2, the optimum 
slope of the collector is 30° and the storage tank size is 70 m3 while for climatic zone C the optimum 
collector area is 130 m2, the optimum slope of the collector is 29.5° and the storage tank size is 90 m3.  

Solar heating, underfloor systems, solar collectors, storage tank, sensitivity analysis 

1. Introduction 

Corresponding Author: Athina Stegou-Sagia, Email: asagia@central.ntua.gr  
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2. Description of the System  
 

Fig. 1.  Typical floor layout.  

Table 1. Main building shell components properties.  
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Table 2. Heating floor layers [10],[12]. 
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Fig. 2. Hourly profile of DHW consumption for 64 
people. 
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Fig. 3.  TRNSYS model for the solar space heating 
application. 

 

Table 3. Equations of Control signals. 

Table 4. Flat plate collector characteristics used in the 
TRNSYS simulations. 
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Table 5. Evacuated tube solar collector characteristics 
used in the TRNSYS simulations. 

3. Overall system  

3.1. Sensitivity analysis of the collector 
slope angle  

Fig. 4.  Energy Rates for Flat Plate and Evacuated tube 
solar Collectors as a function of collector slope 
in Athens. 

Fig. 5.  Energy Rates for Flat Plate and Evacuated tube 
solar Collectors as a function of collector slope in 
Thessaloniki  

3.2. Sensitivity analysis of the auxiliary 
heater thermostat setting  
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Fig. 6.  Energy Rates for Flat Plate and Evacuated tube 
solar Collectors as a function of auxiliary 
heater thermostat setting (0C). 

3.3. Sensitivity analysis of the storage tank 
size 

 

 

 
Fig. 7.  Energy Rates for Flat Plate and Evacuated tube 

solar Collectors as a function of storage tank 
size – Solar fraction for evacuated tube solar 
collectors as a function of volume tank for 
space heating  

3.4. Sensitivity analysis of the collector 
area 

Fig. 8.  Energy Rates for Flat Plate and Evacuated tube 
solar Collectors as a function of collector area. 

4. System optimum performance 
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Fig. 9.  Solar Fraction for space heating in Athens and 
Thessaloniki. 

Fig. 10.  Annual Solar Collector Gains as well as Space 
Heating Demand and Domestic Hot Water 
Heating Demand covered by ESC in Athens. 

Fig. 11.  Annual Solar Collector Gains as well as Space 
Heating Demand and Domestic Hot Water 
Heating Demand covered by ESC in 
Thessaloniki . 

5. Conclusions 
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Thermodynamic Analysis of Air- Conditioning Systems 
with Steep Condition Lines 

Nóbrega,C.E.L.a, Brum, N.C.L.b

 
Abstract: In psychrometry, the process suffered by the air as it crosses the room (heating and 

humidification) is usually referred to as condition line.Whenever the condition line is significantly steep, it becomes 
difficult – or even impossible- to design a cooling coil whose characteristic process line is able to intersect the 
condition line at any point, making it impossible to reach the desired thermal comfort condition. Accordingly, the 
usual practice is to overcool the air stream below the desired dry-bulb temperature, so as to accomplish the desired 
level of humidity. The overcooled air stream is then re-heated up to the desired comfort temperature level, usually by 
means of an electricity-driven heating coil. An alternative would be to use a desiccant  wheel to purge out  the 
excess moisture within the fresh air stream. The fresh air stream is then succesively driven through a heat wheel, a 
cooling coil and a evaporative cooler, so as to intersect the room condition line.  The energy requirements for both 
alternatives is compared, showing that that the efficiency of the desiccant cooling scheme increases with the 
steepness of the condition line. 

Keywords:  Enthalpy Recovery, Desiccant, Dehumidification. 
 

1. Introduction 
The proper design of an air conditioning systems 
is extremely depended on the characteristics of the 
thermal load to be attained, as well as on the 
outside atmospheric air condition. In particular, 
the inclination of the condition line, i.e., the room 
sensible heat factor (RSHF), has a prime impact on 
design parameters such as the fan-coil area and 
operating evaporator temperature. Some 
applications exhibit a characteristic steepness on 
the condition line, implying a greater contribution 
of the humidity to the total cooling load. That 
would be the case of applications with intense 
human activities, such as in dance halls or sports 
arenas. Even condition lines characteristic of more 
conventional applications such as office buildings 
can become steeper under partial load conditions 
or high levels of outside air humidity. Figure (1) 
shows a schematic representation of a typical 
single zone air-conditioning system. The fan coil 
is designed to handle both latent and sensible 
loads, and runs until the required humidity level is 
achieved [1]. At this point the air has been 
overcooled beyond the comfort condition (M), and 
has to be forced through a reheat coil to bring the 
temperature back to the room supply value (i). 

 
 

Fig. 1.  Schematic representation of a Cooling-
Reheat system. 

 

2. Systems Description 
Several systems combining desiccant and vapor-
compression cooling have been proposed [2-5], 
with the common feature of handling the sensible 
and latent loads separately, rather than traditional 
cooling-reheat systems, which accomplish the 
cooling and the dehumidification in a single 
process. 
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Figure (2) shows a schematic representation of the 
proposed hybrid cycle. The outside air stream 
(OA) is collected and is forced through a desiccant 
wheel, where is heated and dehumidified. The air 
is then cooled by forcing it through a heat wheel. 
Then it is sub sequentially cooled at constant 
humidity and at constant enthalpy, forcing it 
through a cooling coil and a evaporative cooler, 
respectively.  In the conditioned room the air state 
then evolves from the supply condition (5) to the 
room condition (6), which is also taken to be the 
return air condition. The evolution from (5) to (6) 
occurs through the condition line, and corresponds 
to the absorption of the room sensible and latent 
heat loads. The return air is then discarded at the 
same flow rate as the fresh air required by design 
conditions, which is usually around 27m3/h per 
occupant. The remaining flow rate is recirculated 
through the cooling components. 
 
 

 
 

Fig. 2.  Schematic representation of a single-zone 
hybrid system. 

 

Figure (3) shows a psychrometric representation of 
the traditional reheat vapor-compression and the 
proposed hybrid cycle. 
 
 

 
 

Fig. 3.  Psychrometric representation of reheat and 
hybrid systems. 

 
It can be seen that both outside air (OA) and the 
comfort condition (6) are the same for both cycles. 
Also, the condition line (RSHF) is represented by 
the dashed line through point (6), and is the same 
for both cycles. The condition line represents the 
ratio between the sensible and latent thermal loads 
offered by the room. Accordingly, the greater the 
latent load, the steeper will be the condition line. 
For the reheat cycle, the mixture between 
recirculated room air (6) and outside air (OA) 
results in state E, in the admission of the cooling 
coil. The simultaneous cooling and 
dehumidification, represented by the curve line, 
results in point (M), which represents the air state 
leaving the cooling coil. From this perspective, the 
state m is obtained by a mixture of two distinct 
streams. One stream gets in close contact with the 
finned metallic surface and reaches the saturation 
state (D), corresponding to the apparatus dew-
point. Another stream flows through the coil by-
passing the heat transfer surface and leaves the 
apparatus at the same state it was admitted (E). 
The by pass factor (BF), which represents the 
fraction of the total flow rate that by-passes the 
transfer surface is an important heat exchanger 
design parameter. Steep condition lines usually 
require a low BF value, in order to allow a 
thorough dehumidification. That usually implies 
high heat transfer areas and low values of the 
apparatus dew point (D). The air is then reheated 
at constant humidity, until it crosses the condition 
line at point (i).  The sensible and latent loads then 
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bring the air from sate (i) to state (6).  As for the 
hybrid cycle, the mixture between recirculated 
room air (6) and outside air (OA) results in state 
(1), in the admission of the desiccant wheel. The 
air is then heated and dried to state (2). The 
temperature rise results from the heat generated by 
the adsorption process, as well as from the heat 
transferred to the desiccant material, as the 
moisture is desorbed and dumped back to the 
atmosphere. The air is the cooled by a heat wheel 
to state (3), and sub sequentially by a cooling coil 
to state (4). An important feature of this cooling 
process is that, since it occurs at constant 
humidity, it will happen at a much higher 
temperature than the cooling process of the reheat 
cycle (E)-(M), which has to operate at point (D). 
This is possible because the hybrid cycle 
decouples the dehumidification and the cooling 
processes. The last step of the cooling process is 
the evaporative cooling, which occurs at constant 
enthalpy, up to it crosses the condition line at state 
(5). It will be shown that for the hybrid cycle, state 
(5) can be very close to state (i), allowing it to be a 
perfect replacement for the Reheat cycle, 
delivering air at he same comfort condition and 
volumetric flow rate. All the processes have been 
plotted using an electronic psychrometric chart [6]. 
 

3. Design Procedures 
The required parameters for designing the cooling- 
reheat air-conditioning systems are the outside air 
state (OA), the room comfort condition (6), BF, 
the room sensible heat load (RSH), the  room 
latent heat load (RLH) and the required flow rate 
of outside air (VOA). The design procedure for this 
kind of system consists of the following steps [7]. 

1. Calculate the inclination of the condition 
line, RSHF (A.1). Calculate the outside air 
sensible and latent heat loads, OASH 
(A.3) and OALH (A.4) respectively. They 
represented the by-passed air contribution 
to the room thermal load. 

2. With the given data and the calculated 
values of OASH and OALH, it is possible 
to calculate the effective sensible heat 
factor, ESHF (A.6). At this time, assume 
no need for reheat. 

3. Plot the calculated value of ESHF on the 
psychrometric chart through point (6). The 
apparatus dew point (D) is given by the 

intersection of ESHF and the saturation 
curve.  

4. If the value for TD obtained in the previous 
step is too low, it has to be rejected.  The 
lower the temperature TD, the lower will 
be the coefficient of performance of the 
cooling cycle. In addition, temperatures 
below 0ºC will imply in frost formation. 
Accordingly, the usual practice is to 
choose a greater value for ESHF, anytime 
the value for TD calculated in the previous 
step is lower than 7ºC.  The corresponding 
new value for TD has to be checked to 
satisfy the same criterion. 

5. Calculate the reheat required to achieve 
the chosen value for ESHF (A.6). 

6. Calculate the value of the effective ratio of 
sensible heat ERSH (A.7), which 
corresponds to the sum of the room, 
bypassed air and reheat sensible loads. 

7. With the calculated value of ESHF and the 
apparatus dew point TD, the total flow rate 
supplied to the room VT can be calculated 
(A.8). 

8. Since the outside air flow rate VOA is 
given and the total flow rate VT has just 
been calculated, the recirculated flow rate 
Vrec is obtained (A.9). Accordingly, the 
temperature (A.10) and humidity (A.11) of 
point (E) are obtained. Point (E) represents 
the air state in the admission of the 
cooling coil.  

9. Once TE is known, it’s possible to 
calculate the air temperature at the outlet 
of the fan-coil, which corresponds to point 
(M) (A.12). 

10. Once TM is known (and the amount of 
reheat has already been calculated), the 
supply air state, represented by point (i) 
can be obtained (A.13). 

11. The cooling capacity is given by the grand 
total heat, GTH (A.14). It is comprised of 
the room thermal load, outside air and 
reheat thermal load. 

 
The required parameters for designing the hybrid 
system are the same as the vapor-compression. In 
addition, the simulation of the adsorption process 
requires the knowledge of the regeneration 
temperature, as well as the non-dimensional period 
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of revolution and length of the desiccant wheel. 
The design procedures for this kind of system 
consist of the following steps.  
 

1. Determine the air supply state (5) by 
choosing a suitable supply temperature 
over the condition line (RSHF). For 
comfort conditions, it is advisable to 
choose (5) so that T6-T5 is at least 10ºC, as 
otherwise the conditioned space (room) 
might end too “windy”. 

2. With the supply air temperature T5 the 
total flow rate supplied to the room VT can 
be calculated (A.15). 

3. Since the fresh air flow rate Voa is a pre-
set requirement and the total flow rate VT 
has been calculated, the recirculated flow 
rate Vrec is obtained (A.9). Accordingly, 
the temperature and humidity of point 1 
are obtained. Point (1) represents the air 
state in the admission of the desiccant 
wheel.  

4. The mathematical modelling of the air 
temperature and humidity fields through 
the desiccant wheel is given by (A.16) to 
(A.19), using a finite volume technique [8-
10]. The equations are solved using state 
(1) and choosing a regeneration 
temperature as input parameters. The non-
dimensional period of revolution and 
length of the desiccant wheel are also 
required parameters. The simulation 
output parameters are the temperature T2 
and absolute humidity Y2. Interesting to 
note that process (1)-(2) occurs at constant 
enthalpy, which means that air is heat is 
transferred to air in the same proportion 
humidity is transferred form air to the 
desiccant wheel. 

5. Knowing state (2) and the effectiveness of 
the heat wheel, state (3) is determined, 
since Y3 =Y2. 

6. State (4) is readily determined by the 
intersection of Y4 =Y3 =Y2 with the line h4 
= h5, since the evaporative cooling process 
occurs at constant enthalpy. 

7. Since all the states comprising the cycle 
have been determined, the cooling 
capacity and the regeneration heat can be 

calculated by the product of the flow rates 
and enthalpy differences. 

4. Results 
The aforementioned design procedures will be 
performed step-by-step for a particular set of input 
parameters required to design both systems. This 
set will be referred to as the typical condition, 
which represents the summer design conditions for 
Rio de Janeiro, Brazil. 
Outside Air (OA)-Typical Condition 
T = 34.1ºC RHOA =48.6% 
Room Air (6)-Comfort Conditions: 
T6 = 24ºC RH6 = 50% 
 
The procedure will be repeated for two different 
requirements of outside air flow rate (VOA), room 
sensible and latent heat loads, so as to evaluate the 
influence of these parameters over each cycle 
performances, as illustrated by Table 1. Conditions 
(a) to (C) and (d) to (f) refer to decreasingly values 
of RSHF. The lower the value of RSHF, the more 
predominant will be the room latent heat load 
(RLH). 

 RSH 
(kW) 

RLH 
(kW) RSHF VOA  

(m3/s) 
condition a 35.0 15.00 0.70 1.0 
condition b 33.5 18.10 0.65 1.0 
condition c 32.0 20.64 0.61 1.0 
condition d 35.0 15.00 0.70 2.0 
condition e 33.5 18.10 0.65 2.0 
condition f 32.0 20.64 0.61 2.0 
 
The first two columns in Table (2) refer to the total 
cooling load and the reheat requirement of the 
Cooling-Reheat system. The third column refers to 
the total required volumetric flow rate, whereas 
the fourth column refers to the room supply air 
temperature, state (i).  Comparing conditions (a), 
(b) and (c), it can be seen that continuous a 
decrease in the RSHF (i.e., an increase in the latent 
load RLH) increases the need for reheat, as it 
would be expected. It also increases the total 
required air flow rate. Since the outside air flow 
rate VOA is constant for these conditions, the 
recirculated air flow rate is increased from 
conditions (a) to (c). This effect tends to offset the 
increase in the total cooling load due to the 
increased reheat. Accordingly, the total cooling 
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load increase from condition (a) to (b), but slightly 
decreases from condition (b) to condition (c). 

Reheat Cycle 

 
Chiller 
Cooling 
Capacity 

Required 
Reheat 

 
Total Air 
Flow Rate 

VT
 

Supply 
Air Temp. 

Ti

 Kw Kw m3/s ºC 
Cond. a 92.50 10.13 2.75 13.5 
Cond. b 115.00 20.50 3.28 15.7 
Cond. c 112.00 29.18 3.71 17.0 
Cond. d 126.40 11.80 2.87 14.0 
Cond. e 141.60 22.13 3.40 15.9 
Cond. f 149.40 30.60 3.82 17.1 

 
Another important design parameter is the supply 
air temperature, Ti, which shows to increase with 
the increase in RSHF value. This is a consequence 
of the increased need for reheat, from conditions 
(a) to (c) and from conditions (d) to (f). The closer 
Ti gets to the comfort room temperature T6, the 
higher will be required total volumetric air flow 
rate, for a given thermal load. As a consequence, 
this might result in a windy, uncomfortable 
environment. Accordingly, since the comfort room 
temperature T6 is always kept constant at 24ºC, the 
supply temperature Ti should be around 17ºC, at 
highest. It can also be noted that, when the air flow 
rate is doubled (conditions (d) to (f)), the system is 
able to deliver air at the same conditions as in 
conditions (a) to (c). 
 

Hybrid Cycle 

 
Chiller 
Cooling 
Capacity 

Required 
Heat 

 

 
Total Air 
Flow Rate 

VT
 

Supply 
Air Temp. 

T5

 Kw Kw m3/s ºC 
Cond. a 33.3 286.3 2.76 13.5 
Cond. b 28.3 346.1 3.34 15.7 
Cond. c 22.8 393.0 3.71 17.0 
Cond. d 29.8 301.1 2.90 14.0 
Cond. e 30.1 354.7 3.40 15.9 
Cond. f 31.5 398.1 3.82 17.1 

 
The first two columns in Table (3) refer to the total 
cooling load and the heat requirement of the 
Hybrid system. The third column refers to the total 
required volumetric flow rate, whereas the fourth 
column refers to the room supply air temperature, 
state (5). Comparing Tables (2) and (3), it can be 
seen that points (i) and (5) can be perfectly 
coincidental, that is, the Hybrid cycle is capable of 
supplying air at the same condition as the Reheat 
cycle. As for the chiller cooling capacity, it can be 
seen that it is reduced to approximately one third, 
for the Hybrid cycle. Accordingly, it would require 
less energy then the Reheat cycle, even less if one 
considers that cooling without dehumidification 
can occur at a higher temperature (and thus at a 
higher COP) than cooling with simultaneous 
dehumidification, which necessarily requires a 
lower temperature than the air dew point. 
However, the calculation of the work required to 
drive the cycle would require specific knowledge 
of the kind of chiller and refrigerant properties, 
which are beyond the scope of the present study. 
Conversely, comparing the heat requirements of 
both cycles, it is observed that the Hybrid cycle 
requires as much as ten times more than the 
Reheat cycle. 
 

 

Evaporative 
Cooler 

Effectiveness 
EC

T4-T5
 

  (ºC) 
Cond. a 0.85 13.0 
Cond. b 0.81 14.1 
Cond. c 0.78 14.5 
Cond. d 0.86 14.6 
Cond. e 0.80 13.8 
Cond. f 0.75 13.2 

 
The first two columns in Table (4) refer to the 
effectiveness (A.20) and the temperature drop 
across the evaporative cooler, respectively. An 
effectiveness of 100% would correspond to air 
being supplied to the room (state (5)) at the 
saturation state. However, this would correspond 
to a very unrealistic situation; since point (5) has 
to lie over the condition line (RSHF), as otherwise 
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the comfort condition (state (6)) will not be 
attained. Accordingly, it can be seen that the 
evaporative cooler effectiveness EC has to be 
significantly less than 100%, which contradicts 
some desiccant cooling design procedures [11]. It 
is also noticeable that the temperature drop across 
the evaporative cooler is of the order of 15ºC. This 
is considerably higher than the usual figure (4ºC) 
for the evaporative cooling unassisted by 
desiccants, in the ambient conditions studied.  

5. Conclusion 
A Hybrid cooling cycle is proposed, and its energy 
requirements were compared to those of a 
traditional Reheat Cycle. The supply air condition 
(point (5)) is a key design parameter, and for 
desiccant cooling systems is usually excessively 
close to the room comfort condition (point (6)). As 
a consequence it usually requires a high air flow 
rate, so as too meet the room thermal load.  
Accordingly, the application of desiccant open 
cycles is commonly restricted to all outdoor 
applications, without air recirculation. It was 
shown that the introduction of a sensible cooling 
coil in the desiccant cycle allows it to meet the 
same supply air condition and flow rate as 
traditional Cooling-Reheat Cycles. Referring to 
Figure (3), this means that point (i) can exactly 
match point (5), which makes the Hybrid Cycle an 
alternative to the traditional Reheat Cycle, as far as 
the comfort condition and air renovation are of 
concern. Nevertheless, the great requirement for 
regeneration heat exhibited by the Hybrid cycle 
may inhibit its application unless an inexpensive 
thermal source is available, such as a solar 
collector or an engine waste heat recovery system. 
It was also shown that, if the comfort conditions 
are to be attained, the evaporative cooler 
efficiency has to be less as low as 75% in some 
cases. 
 

Nomenclature 
 

   by-pass factor 
   specific heat, J/(kg K) 

ESHF  effective sensible heat factor 
ERSH  effective room sensible heat 
GTH  grand total heat 

   enthalpy, kJ/(Kg K) 

   latent heat, kJ/(Kg ) 

   mass flow rate, kg/s 
OALH outside air Latent Heat 
OASH outside air sensible seat 
OASH outside air total seat 
RH  relative humidity 
RLHF  room latent heat  
RSH  room sensible heat  
RSHF  room sensible heat factor 
RTH  room total heat 

   temperature, °C 
V   flow rate, m3/s 
Y   absolute humidity 
Greek symbols 
   air density 
   dimensionless parameter 

Subscripts and superscripts 
a  outside air 
rec  recirculated air 
reg  regeneration air 
T  Total air  
w  desiccant material 
*  non-dimensional 

 
 
References 
 
[1] Kuehn, T.H, Ramsey, J.W., Threlkeld, J.L., 
1998, , 
Prentice-Hall, New Jersey, USA. 

 
[2] Mazei, P., Minichiello, F., Palma, D., 
Desiccant HVAC Systems for Commercial 
Buildings, 2002, Applied thermal Engineering, 
(22), pp: 545-560. 

 
[3] Mandegari, M., Pahlavanzadeh, H., F., 2009, 
Introduction of a New Definition for effectiveness 
of desiccant Wheels, Energy, (34), pp: 797-803. 

 
[4] Niu, J.L., Zhang, L.Z, Zuo, H.G., 2002,  
Energy Saving Potential of Chilled-Ceiling 

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-472 www.ecos2010.ch



combined with desiccant Cooling in Hot and 
Humid Climates, Energy and Buildings, (62), 
pp:487-495 

 

[5] La, D. et al., 2010, Technical Development of 
Rotary Desiccant Dehumidification and Air-
Conditioning: A Review, Renewable and 
Sustainable Energy Reviews, (14), pp: 130-147.  

 
[6] PSYCHROMETRIC ANALYSIS, 2007, 
Software Package, Ver.6, ASHRAE, Atlanta, 
USA.. 

 
[7] Wang, S.K., 2002, Handbook of Air-
Conditioning and Refrigeration, Mc-Graw Hill, 
New York, USA. 
 
[8] Nobrega, C.E., Brum, N.C.L.; 2009, Modelling 
and Simulation of Heat and Enthalpy Recovery 
Wheels”, Energy (34), pp: 2063-2068. 
 
[9] Nobrega, C.E., Brum, N.C.L.; 2009, Influence 
of Isotherm Shape over Desiccant Cooling Cycles 
Performance, Heat Transfer Engineering 30(4), pp: 
302-308. 
 
[10] Nobrega, C.E., Brum, N.C.L.; 2007, A 
Comparative Study of Heat and Enthalpy Rotary 
Exchangers, 

ed. SG Editoriali, pp.1233-1239. 
 
[11] Kanoglu, M., Bolatturk, A., Altuntop, N., 
2007, Effect of Ambient Conditions on the First 
and Second Law Performance of an Open 
Desiccant Cooling Process, Renewable Energy 
(32), pp: 931-946. 

 

Appendix 
 

 (A.1) 

 (A.2) 

( )  (A.3) 

( )  (A.4) 

 (A.5) 

( )
  (A.6) 

( )  (A.7) 

6( )(1 )
 (A.8) 

 (A.9) 

6  (A.10) 

6  (A.11) 

 (A.12) 

 

 (A.13) 

 (A.14) 

 

6 5( )
 (A.15) 

*         (A.16) 

2*        (A.17) 

*          (A.18) 

1*     (A.19) 

 

4 5

4

        (A.20) 

 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-473



Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-474 www.ecos2010.ch



Corresponding Author: Koronaki I,  koronaki@central.ntua.gr 

 

Active and Passive Desiccant Wheels 

for Air-Conditioning in Mediterranean Areas 

 
Koronaki Ia. , Rogdakis E.b,  Kakatsiou Kc. 

. 
a  Mechanical Engineering Department, National Technical University of Athens, Greece 

               b  Mechanical Engineering Department, National Technical University of Athens, Greece 
              c  Mechanical Engineering Department, National Technical University of Athens, Greece 

 
 
Abstract: This paper examines five different desiccant-based dehumidification systems using alternative 
arrangements of an enthalpy wheel and/or desiccant wheel and/or sensible heat wheel will be applied and 
compared according to their coefficient of performance. The essence of a desiccant dehumidifier is a wheel 
rotating at 10-60 rpm and packed with porous solid desiccant. The air to be dehumidified flows through a 
portion of the wheel and moisture is adsorbed. The wheel then rotates into an air stream that has been 
heated in order to regenerate the desiccant by driving moisture from the desiccant. 
Three kinds of rotating wheels, a sensible heat wheel, which lacks a desiccant and so transfers only sensible 
heat; a passive desiccant wheel which transfers both sensible and latent heat and will henceforth be referred 
to as an enthalpy wheel; and an active desiccant wheel, which removes moisture while adding heat to the 
incoming air stream and will henceforth be referred to simply as a desiccant wheel, will be examined and 
compared in combination in various ways. 
 

 Keywords: Desiccant cooling, desiccant wheels, air-conditioning, coefficient of performance, evaporative 

coolers. 
 

 
 

1. Introduction 

 
Evaporative and desiccant cooling technology for 
air conditioning has been increased during the last 
decade, as an alternative to the conventional vapor 
compression systems which are responsible for large 
amounts of CO2 release to the environment as well 
as for the use of harmful refrigerants regarding 
greenhouse effect and ozone depletion potential. 
Unlike conventional evaporative cooling systems, 
desiccant cooling systems are open heat driven 
cycles that provide indoor comfort even in hot and 
humid weather. All studies have shown that, since 
the air does not have to be cooled below its dew 
point, utilization of waste heat or solar energy can 
be realized and that reduction in humidity, corrosion 
and microbiologic activity is achieved. The entire 
operation takes place at atmospheric pressure, 
eliminating the need for capital-intensive, pressure-
sealed units. This makes them very environmentally 
friendly technology choice if properly designed, 
sized and managed in use. 

 

1.1 Passive desiccant wheels 
Passive desiccants wheels do not remove much 
moisture, and the moisture content of the supply air 
leaving the wheel depends on the dryness of exhaust 
air leaving the building. However, passive wheels 
reactivate the desiccant adiabatically. They require 
no energy apart from what is contained in the 
exhaust airstream. So hourly operating costs are 
considerably lower than for active desiccant wheels. 
They are used in commercial buildings to 
dehumidify ventilation air. Passive desiccants 
usually dry cheaply, helping the cooling system to 
moderate the humidity. 

 
1.2  Active desiccant wheels 
An advantage of active desiccant wheels is that they 
dry the supply air continuously, in all weather 
conditions, regardless of the moisture content of the 
exhaust air. Also, they can be reactivated with 
outside air instead of exhaust air, so they offer 
installation flexibility because the exhaust air does 
not have to be brought back to the unit. On the other 
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hand, active wheels require heat input to dry the air, 
which adds operating cost. 
 
The amount of moisture removed by an active 
desiccant wheel depends on a number of variables 
including the entering air temperature and moisture, 
the type and quantity of desiccant, the depth of the 
wheel, the surface area of the honeycomb, the 
velocity of air moving through the wheel and the 
wheel rotation speed. 

 
 

2. System configurations 
 

In this study, the ventilation cycle (Pennington 
cycle) shown in Figure 1, and recirculation cycle 
shown in Figure 2 were investigated in which a 
rotary heat exchanger was saturated with a solid 
desiccant, converting the heat exchanger into an 
adiabatic regenerative dehumidifier, which takes in 
ambient air and adsorbs the moisture in it. This air is 
then sensibly and again evaporatively cooled before 
being introduced into the conditioned space. The 
return air is first evaporatively cooled and allowed 
to pass through a sensible heat exchanger to recover 
the heat of adsorption from the supply air. It is then 
heated with a low grade thermal energy source and 
used to regenerate the desiccant. 

 
 
 
 

 
 
 
 
 
 
 

 
Fig. 1. Schematic of open desiccant cooling system 
operating in ventilation mode. 

 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Schematic of open desiccant cooling system 
operating in recirculation mode. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Desiccant-based dehumidification systems using 
alternative arrangements of an enthalpy wheel, a 
desiccant wheel and a sensible heat wheel 

 
 
Figure 3 shows three more systems which are 
examined using an enthalpy, a desiccant and a 
sensible heat wheel in various combinations.  
 
Configuration 3 involves an enthalpy wheel, a 
cooling coil and a desiccant wheel. The incoming air 
is first cooled and then dehumidified by the enthalpy 
wheel, and then it is cooled further if needed with a 
cooling coil before passing through the desiccant 
wheel. The air entering the desiccant wheel is near 
saturation, so the performance of the desiccant 
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wheel is enhanced while permitting moderate 
regeneration temperatures.  
 
Configuration 4 involves an enthalpy, a desiccant 
and a sensible heat wheel, as well as an option to 
bypass the desiccant and sensible heat wheels when 
the enthalpy wheel alone provides sufficient 
dehumidification. 
 
Configuration 5 is similar to 4, except that waste or 
solar heat outside air is used to regenerate the 
desiccant wheel. 
 
A computer program has been developed to 
simulate the performance of the above desiccant 
cooling configurations. 
 
For the simulation of the dehumidifier the analogy 
method of Banks [5] was used. The dehumidifier 
wheel has been taken to be of rotating configuration. 
The wheel is simultaneously regenerated by passing 
hot air through the half sector.  
 
Design conditions 
The parameters that affect systems design are: 
ambient conditions, inside (room) conditions, 
regeneration air temperature before the 
dehumidifier, supply and return air flow rates, and 
design sensible and latent cooling loads. For the 
present analysis the following were taken into 
account: 
 
Ambient conditions. Ambient conditions are based 
on ARI Standard 1060 (2005). These values are                              

T1 (DB)=35 C, T1 (WB)=24 C 
 
Inside (room) conditions. Recommended standard 
design conditions for a residential air conditioner 
are based on ARI Standard 1060 (2005) and the 
values are T5 (DB)=26.7 C, RH5 = 50% 
 
Regeneration air temperature. The air coming out 
of the conditioned space undergoes different 
processes of cooling and then heating depending 
upon the cooling and heating requirements of the 
process air. This air is evaporatively cooled before 
being introduced into the rotary heat exchanger. It is 
then heated with a low grade thermal energy source 
and used to regenerate the desiccant. Hence, fixing 
the final state of air for the regeneration process 
would give a better picture of the influence of this 
constraint on the cycle. In this study, this was fixed 

at various temperatures 75, 90, 100 C. These 
temperatures are also proven acceptable according 
to the studies performed on a rotary dehumidifier. 
Sensible Heat Factor expresses the ratio between 
sensible heat load and total heat load in the room. 
This coefficient was varied during the analysis from 
0.35 to 0.90.  
  
Two performance indices, COP and 
dehumidification capacity were predicted from the 
computer simulation results.  
 
The COP value was calculated as follows: 
 

ratio

airplyandroomdifferenceEnthalpy
COP

1
*

flowrate massair  processunit per heat on Regenerati

sup

 
 
where ratio is the ratio of mass flow rate  at the 
regeneration to the process air stream, thus  
ratio=mreg/mproc  
 

 

3. Results and discussions 
 

The results are given in Fig. 4 to 8 for various 
values of SHF, ratio and regeneration temperature. 
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Fig. 4. Coefficient of Performance in Ventilation cycle 
with different ratios, SHF and regeneration temperatures 

(75 C the lowest curves, 90 C the middle ones and 100 

C the upper). 
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Fig. 5. Coefficient of Performance in Recirculation cycle 
with different ratios, SHF and regeneration 

temperatures. 
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Fig. 7. Coefficient of Performance in Configuration 4 
with different regeneration temperatures. 
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Fig. 8. Dehumidification ability in all five cycles. 
 

In this paper, the performance of several cycles for 
solid desiccant air-conditioning systems has been 
predicted. 
 
The main results emerging from these results are as 
follows. 
1. The COP values drop as the ratio increases for all 
cycles. Ratio is an important factor in deciding the 
actual COP, as it determines the mass flow rate that 
can be dehumidified. 
2. Between the above five cycles, Configuration 3 
gives better performance for all regeneration 
temperatures. Of course, it has no additional heat 
exchanger reducing the amount of heat given for the 
cycle. Although its performance is better than the 
other cycles, it cannot perform effectively as a 
device that dehumidifies the indoor air stream.    
3. Cycles using evaporative coolers give even better 
performance due to the high effectiveness values of 
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the Evaporative Coolers. The capital costs involved 
are also expected to be much higher. 
 
 

4. Conclusions 
 

Taking into account the above analysis for all the 
models it could be derived that the performance of a 
desiccant system for space air-conditioning depends 
on a group of parameters and conditions, 
implicating the system’s operation parameters such 
as the Sensible Heat Factor, the achieved 
Regeneration Temperature and environmental 
conditions such as ambient temperature and 
humidity ratio. 
 

1. Simple desiccant cooling cycles as the Ventilation 
cycle, with evaporative coolers, show small 
fluctuations in the COP values with changing SHF 
values.  
 
2. The novel conceptual cycle (Configuration 5) 
gives a reasonably high and consistent 
dehumidification capacity for the outdoor conditions 
studied in this paper. 
 
3. Cycles using wet-surface heat exchangers 
(evaporative coolers) give higher performance 
(COP) than other cycles.   
 
4. Cycles with sensible heat exchangers (SHE) have 
a greater effect on dehumidification capacity than 
cycles without them. This is because SHE also 
affect the air temperature at the inlet to the 
dehumidifier. 
 
5. Amongst  the analyzed cycles, Ventilation Cycle 
has been found to have better Coefficient of 
Performance than the other cycles, whilst 
Configuration 5 has been found to dehumidify better 
the incoming to the room air. 
 

The above results are useful for the development of 
desiccant cooling systems that are free from CFCs, 
and which require much less electric power 
consumption. Further work in this direction is in 
progress. 
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Exergy Saving Potencial and Real Cost for 
Centralized Chilled-Water Climatization Systems 

Yarelis Valdivia a, Juan Carlos Armasa, Carlos Pérezband  Margarita Lapidoa 

aUniversidad de Cienfuegos, Cienfuegos, Cuba 
bUniversidad Autónoma de Baja California, Mexicali, México 

Abstract: The exergy method was applied to determine the exergy and monetary costs of 
chilled-water climatization systems. This procedure allowed to identify avoidable irreversibilities 
by means of   operational or technical improvements assuming that a limit exists for these 
irreversibilities that cannot be recovered because they are implicit to design and operation 
conditions of equipments.  The analysis showed that when varying compressor efficiency from 
0.7 to 0.88, 33% of the total cost is due to investment costs. Also 3% of recoverable total costs 
for modified exergoeconomic factor were investment costs. This analysis was carried out for the 
rest of the components in the system analized and exergy saving potentials were obtained. This 
evaluation allows the designer to improve planning for real achievable energy saving. 

Keywords: Exergy, Exergy cost, Monetary cost.   

1. Introduction 

2. Methodology 
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2.1. Optimization procedure 

Fig. 1. Physical scheme of centralized chilled-
water climatization installation. 

Table 1. Parameter variation in determining 
avoidable exergy cost 
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2.2. Equations for calculating zonal 
component costs 
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2.3. Avoidable and unavoidable 
costs 
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Table 2: Calculation of cost flows at new conditions 
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Table 3. Calculation of avoidable cost flows 
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Table 4. Comparison between avoidable cost flows and exergoeconomic factor fK y f*K. 
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Conclusions 
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Preliminary Study of a 400Hz Travelling Wave 
Thermoacoustic Refrigerator  

Bo Yua,b, Wei Daia, Ercang Luoa 

a Key Laboratory of Cryogenics, Technical Institute of Physics and Chemistry, Chinese Academy of 
Sciences, Beijing, China, 100190 
b Graduate University of the Chinese Academy of Sciences, Beijing 100049, China 

Abstract:  High frequency operation of thermoacoustic systems brings the advantages of higher power 
density and more compact size. This paper introduces our recent work on a 400Hz traveling wave 
thermoacoustic refrigerator driven by a standing wave engine. With high pressure helium gas as the 
working fluid, preliminary experiments give a cooling power of 48.9 W at the temperature of 0  with 
the heating power of the engine being 1000W. Compared with our work formerly done on a similar 
system with frequency below 100 Hz, the efficiency is rather low. Numeric model is used here to help 
analyzing the possible reason for this low efficiency. 

Keywords:  Thermoacoustic, Traveling wave, Refrigerator 

1. Introduction 
Refrigerators based on Stirling cycle have long 
been pursued as the possible substitutes for those 
conventional refrigerators based on vapour 
compression cycle. These refrigerators show 
merits of high intrinsic efficiency, environment-
friendliness and multi-functional capability such as 
combined heat and electricity generation. The 
invention of travelling wave thermoacoustic 
refrigerator (TWTR) further boosts the technology 
development by using loop configuration to 
eliminate the displacer normally found in Stirling 
refrigerator without sacrificing the efficiency [1], 
at least, theoretically. Over the past ten years, 
much research work has been done [2-5].  
When the TWTR is integrated with a 
thermoacoustic engine, the whole system could be 
heat-driven and of no moving components, which 
are very attractive for some applications. We have 
theoretically and experimentally investigated such 
a system with normal frequency around 50-80Hz 
[4-5]. As the system axial dimension is directly 

related to the acoustic wavelength which is inverse 
to the working frequency, higher frequency 
operation will lead to a much reduced system size 
with higher power density.  
This paper introduces our recent preliminary work 
on a 400Hz system consisting of a thermoacoustic 
standing wave engine and a travelling wave 
refrigerator. The following section describes the 
details of the experiment system. The third section 
gives some preliminary experimental results. The 
fourth section gives the simulation and some 
discussions. Finally, some conclusions are made. 

2. Experimental setup  
Fig 1 shows the schematic of the traveling wave 
thermoacoustic refrigerator driven by a standing 
wave thermoacoustic engine. The TWTR mainly 
includes a regenerator, ambient and cold heat 
exchangers, a thermal buffer tube, a compliant 
cavity and the inertial mass. The unique 
characteristic of this refrigerator is that the thermal 
buffer tube is actually composed of five parallel 

Fig.1. Schematic of the travelling wave thermoacoustic refrigerator driven by a standing wave thermoacoustic 
engine. 
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tubes symmetrically arranged around the system 
axis. The inertial mass, which consists of two thin 
metal pieces sandwiching a piece of flexible 
membrane by bolts, is used to provide the 
inertance for the TWTR [7]. It not only makes the 
inertial element compact but also can suppress the 
DC flow in loop. 
The standing wave thermoacoustic engine mainly 
includes a hot cavity, a stack, hot and ambient heat 
exchangers, resonance tube. Finely-manufactured 
stacks are used in the standing wave engine for a 
relatively high efficiency operation.  
A brief on the components of the refrigerator and 
the engine are listed in Table 1and 2, respectively. 

Table1. Details of the travelling wave thermoacoustic 
refrigerator 

Inertial mass 14.5g-20.7g 

Compliant cavity 95 mm i.d. length 45 mm 

Ambient heat exchanger 50 mm i.d. 10 mm long,0.045 
m2 heat exchange area. 

Regenerator 50 mm i.d. 15 mm long, 150-
300 mesh stainless steel 
screens.  

Cold heat exchanger 50 mm i.d. 10 mm long, 0.043 
m2 heat exchange area. 

Thermal buffer tube five 22-mm-diameter tubes in 
parallel, length 170 mm. 

Flow straightener Two pieces of 150-mesh 
screen. 

 
Table2. Details of the standing wave thermoacoustic 
engine 

 
In the experiments, in order to increase the power 
density, an average pressure of 5.0MPa helium gas 
is used. The dynamic pressure is measured by two 
pressure sensors P1 and P2 which are placed near 
the ambient heat exchanger of engine and the inlet 
of the refrigerator, respectively, as shown in Fig 1. 

The heater block temperature of the engine is 
monitored by a K-type thermocouple. Electrical 
heaters are placed at the cold heat exchanger to 
simulate cooling power. Two calibrated Pt sensors 
are symmetrically mounted on the cold heat 
exchanger to measure the cold end temperature. 
Cooling water temperature is kept at around 20 . 

3. Experimental results 
In the experiment, we mainly optimized the 
regenerator and the inertial mass for a good 
operation.  
3.1 Optimization of the mesh number of the 
regenerator screen 
An optimum regenerator not only has good heat 
transfer between gas and solid but also has less 
viscous loss. Generally, high-mesh-number-screen 
would be a good choice for a high operating 
frequency. This is because the thermal penetration 
depth is inversely proportional to the square root 
of the frequency. In fact, the thermal penetration 
depth is usually 4-5 times more than hydraulic 
radius of the regenerator according to Ref. [2-5]. 
In the experiment, taking the mesh number of 300 
as example, the spontaneous gas oscillation started 
with the frequency of 398 Hz when the 
temperature of the heater blocker exceeded about 
300 . Then, keeping the heating power at 1000 
W, we measured the cooling powers at different 
cooling temperatures.  
Fig 2 gives the cooling power curves of the TWTR 
with different mesh number of regenerator screen. 
Obviously, mesh number of 200 gives the best 
performance, whose hydraulic radius is about 
0.027mm. In addition, the corresponding thermal  
 
                               

 
Fig.2. Cooling power curves of the TWTR with different 
mesh number of regenerator screen. The heating power 
of the engine is kept at 1 kW. The inertial mass is 16.5g. 

 

Hot cavity 50mm i.d. length 40 mm 

Hot heat exchanger 50 mm i.d. 20 mm long with 
about 0.1 m2 heat exchange area.

Stack 50 mm i.d. 45 mm long 

Ambient heat 

 exchanger 

50 mm i.d. 15 mm long, 0.078 
m2 heat exchange area. 

Resonance tube 50mm i.d. length 790 mm 
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penetration depth is about 0.05mm which is only 
about twice of the hydraulic radius. It may imply 
that the viscous loss could be more serious for a 
high operating frequency.  
 
3.2 Influence of the inertial mass 
The inertial mass provides the inertance for the 
TWTR. So, it is also important to choose an 
appropriate inertial mass for a good operation. Fig 
3 shows the cooling power curves of the TWTR 
with different inertial mass. For the inertial mass 
of 16.5 g, a lowest cold end temperature of -12.2 

 was obtained and the cooling power at 0  and 
10  are 48.9 W and 81 W, respectively. Thus, 
the corresponding total COP (i.e. cooling power 
divided by heating power) of the system is 
respectively 0.049 and 0.081, which are much 
lower than our previous work on the similar 
system with frequency below 100 Hz [4,5]. 
 

 
Fig.3. Cooling power curves of the TWTR with different 
inertial mass. The heating power of the engine is kept at 
1 kW.  
 
Fig 4 gives the onset temperature of the system, 
equilibrium temperature of the heater block and 
dynamic pressure amplitudes when the cooling 
temperature is 0 . Obviously, when the inertial 
mass increases, the onset temperature and 
equilibrium temperature get higher, and dynamic 
pressure amplitudes become smaller. The dynamic 
pressure amplitude near the ambient heat 
exchanger of engine is about twice of the pressure 
at the entrance of the TWTR. 
To help understanding of the reason for the low 
thermal efficiency, numeric simulation of the 
TWTR has been done as introduced in the 
following section. 
 

        
Fig.4. The onset temperature of the system, the 
equilibrium temperature of heater block and dynamic 
pressure amplitudes when the cooling temperature is 
0 . 
 

4. Simulation and discussions   
The numerical simulation model was based on 
linear thermoacoustic theory [8, 9]. Ignoring the 
minor losses and turbulence influence, the main 
control equations are  

0~~
~

31 URpR
dx
Ud                                      1  

0~~
2UR

dx
pd                                                 2  

Q
dx
dH  ,

dx
dT

ccH x
21

     
                         3  

where p~ , U~  are complex dynamic pressure and 
volume flow rate, xT  is the mean temperature of 
the gas, H  is the total energy. Q  is the heat input 
to the gas from the outside of the system. 

1R , 2R , 3R , 1c , 2c are functions of the fluid 
passage geometry, average pressure, volume flow 
rate, frequency, temperature distribution etc. 
Details of the numeric schemes has been 
introduced in [5,6] 
Besides the control equations above, dynamic 
equation for the inertial mass is also required. 
Ignoring the damping loss, the equation is: 

2 2 2( 1) ( ) ( ) ( )m KP n P n i U n
A A

                      (4) 

A  is the cross sectional area, m is moving mass 
and K is spring constant. The volume flow rates of 
the both sides of the membrane are equal: 

( 1) ( )U n U n                                                       (5) 

Thus, with the measured frequency and the 
dynamic pressure at point P1, the simulation for 
the resonance tube and the TWTR-loop can be 
done.  
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Fig.5. Distribution of dynamic pressure amplitude in 
resonance tube and the TWTR when the cold end 
temperature is 0 . The inertial mass is 16.5 g. The 
mesh number of the regenerator is 200#.  

 
Fig 5 gives the calculated distribution of dynamic 
pressure amplitude. It can be seen that the 
calculated and measured dynamic pressure at point 
P2 shows a rather good agreement. 
Fig 6 gives the calculated distribution of acoustic 
power. From the figure, there are 62 W acoustical 
power emitted from the engine, which is delivered 
to the resonance tube. It decreases to 42 W at the 
entrance of the TWTR-loop. So, the COP of the 
TWTR at 0  is about 1 and the efficiency 
relative to Carnot is about 8%. The output 
efficiency relative to Carnot of the engine is about 
7.5%. With these numbers, it implies that 
efficiencies of both the engine and the cooler are 
still rather low and needs much improvement. 
 

 
Fig.6. Distribution of acoustic power in resonance tube 
and the TWTR when the cold end temperature is kept at  
0 . The inertial mass is 16.5 g. The mesh number of 
the regenerator is 200#. 

 

 
Fig.7. Comparison between the calculated and 
experimental results on cooling power. The inertial 
mass is 16.5g. The mesh number of the regenerator is 
200#.  

 

In addition, the comparison between the calculated 
and experimental results on cooling power is 
shown in Fig 7. The difference is rather large and 
increases as the cold end temperature decreases.  

5.Conclusion 
This paper introduces our recent preliminary work 
on a high frequency 400 Hz thermoacoustic 
refrigerator. Experimental results show that the 
thermal efficiency needs to be much improved. 
Working at this high frequency, the refrigerator 
could be very sensitive to component dimensions 
and minor losses, especially associated with the 
special loop configuration. Besides, the match 
between the engine and the refrigeration could also 
be very important for both efficiencies. Further 
investigation, both experimentally and numerically, 
are being carried out in our lab. 

References 
[1] Swift, G. W., Gardner, D. L., and Backhaus, S., 
1999, Acoustic recovery of lost power in pulse 
tube refrigerators. J. Acoust. Soc. Am, 105 (2), pp.  
711-724. 
[2] Poese, M., 2004, An Evolution of Compact 
Thermoacoustic Refrigerator Design [Ph.D. 
Thesis],  The Pennsylvania State University. 
[3] Tijiani, M.E.H. and Spoelstra, S., 2008, Study 
of a coaxial thermoacoustic-stirling cooler. 
Cryogenics 48, pp. 77-82. 
[4] Luo, E., et al., 2006, Thermoacoustically 
driven refrigerator with double thermoacoustic 
Stirling cycles. Applied Physics Letters, 88, 
074102. 
[5] Dai W., et al., 2006, Detailed study of a 
traveling wave thermoacoustic refrigerator driven 

Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-496 www.ecos2010.ch



by a traveling wave thermoacoustic engine. J. 
Acoust. Soc. Am, 119 (5), pp. 2686-2692. 
[6] Dai W., Luo E., Yu G., 2006, A simple method 
to determine the frequency of engine-included 
thermoacoustic systems, Cryogenics, 46(11), pp. 
804-808 
[7] Li S., 2009, Study on Traveling-wave  
Thermoacoustic Engine, Refrigerator and the 
Coupling Law in between [Ph.D. Thesis], Beijing: 
Technical Institute of Physics and Chemistry of 
Chinese Academy of Sciences 
[8] Swift G. W., 2002, Thermoacoustics: A 
Unifying Perspective for Some Engines and 
Refrigerator. Acoustical Society of America, 
Sewickley, PA. 
[9] Xiao, J.H., Thermoacoustic effects and 
thermoacoustic theory for regenerative cryocoolers 
( heat engines), Ph.D Dissertation, Institute of 
Physics, Chinese Academy of Sciences (1990) (in 
Chinese). 
 
Acknowledgments: This work is supported by the 
National Natural Science Foundation of China  
(No.50625620 and No.50890181) and the National 
Basic Research Program of China (No.2010CB227 
303). 
 

Lausanne, 14th – 17th June 2010 Proceedings of Ecos 2010

www.ecos2010.ch Page 3-497



Proceedings of Ecos 2010 Lausanne, 14th – 17th June 2010

Page 3-498 www.ecos2010.ch



Efficiency of an arrangement in series of irreversible 
thermal engines working at maximum power 
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MÉXICO  

Abstract:  In this work is developed a model of an arrangement in series of irreversible thermal 
engines like Carnot, working at maximum power, which consist of k reservoirs connected in series. At 
first we used three reservoirs, and we calculated its efficiency, later four and calculated its efficiency 
and so on until generalizing to k reservoirs, and we get an efficiency expression similar to the one of 
Curzon-Ahlborn, the irreversibilities are taken into account by irreversibility parameter R. Finally we 
present some comments. 

Keywords:  Irreversibility, Efficiency, Non-endoreversible, Maximum Power. 

1. Introduction 
Thermodynamic efficiency is known as one of the 
most popular criteria after Carnot [1] to analyze 
the performance of thermal engines. Carnot found 
that any engine extracting heat from a reservoir at 
temperature 1 has to deliver some heat to a 
reservoir at lower temperature 2 while work is at 
progress. Moreover, Carnot showed that maximum 
e c cyclic process is ffi iency in the 

  ,                                                (1)                                                                                                      

which is known as Carnot efficiency. However 
this has little practical relevance, since it refers to 
processes cycling along reversible paths which 
deliver work infinitely slowly. The limitations of 
Classical Equilibrium Thermodynamics (CET) to 
formulate useful criteria describing the 
performance of real engines motivated the 
development of a new field, known as 

 (FTT) [2,3], which keeps the 
formalism as close as possible to equilibrium 
thermodynamics while introducing simple 
modifications to take into account the main 
sources of irreversibility observed in real engines.  

   A paradigmatic model in FTT is owed to 
Curzon-Ahlborn (CA) [4], who considered a 
Carnot cycle at finite time and as an 
endoreversible approximation; i.e., the only 
sources of irreversibility are associated with the 
heat transfers between the reservoirs and the 
working system. Assuming that the heat transfers 
obey a Newton law, they found that the engine 

working at maximum power has the efficiency 
g ven i by, 

  .                                         (2)             

The previous expression was obtained firstly by 
Chambadal [5] and Novikov [6] using a simple 
model, which is named 

 (CAN). Equation (2) has 
been derived recently from theory of linear 
irreversible thermodynamics systems of coupled 
heat engines, under the assumption that all of those 
engines are working at maximum power output. 

The endoreversible engine is mainly based in the 
idea that, for many processes, it is possible to 
conceive the internal relaxation time as being 
negligibly short compared with the duration of the 
full process. Previous research [8] has recently 
proposed a manner to include the internal 
contributions to the global entropy production by 
means of the Clausius inequality. If any internal 
irreversibility is considered, then the Clausius 
inequality gives, 

,                                              (3) 

where  is the entropy along the hot isothermal 
branch and  is the entropy change 
corresponding to the cold isothermal compression. 

Expression (3) becom

.                                            (4) 

es an equality by means of 

Where  is called the non-endoreversibility 
parameter, given by 
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.                                              (5) 

 

 

2. Non-endoreversible engine 
working at maximum power 

For the case of a non-endoreversible CAN engine, 
as the one shown in figure 1, using the second law 
of therm ynamic w write, od s e can 

  or                                   (6)                                                                          

where  and  are the heat exchanges between 
the heat engine, linked by using the linear Newton 
heat transfer law given by  

       (7) 

  and  are absolute temperatures of working 
substance,  and  are the thermal conductances 
and  and  are the reservoir temperatures 
shown in figure 1, the efficiency inside of the 

AN   C  engine is

 .                                                 (8) 

Following the procedure step-by-step to calculate 
the work per unit time, the power output, 
presented in [8,9], but now using (8) instead of 

 h  (s A pendix A) we ave ee p

                  (9)                                                                            

The point  where the function of (9) reaches 
its maximum value is obtained by means of  

d condition gives  an  this 

                           (10) 

that is, 

 ,                                              (11)                                                                                        

which is a kind of non-endoreversible CAN 
efficiency. The power output for endoreversible 
CAN engines is zero at  and when  
[8,11], and for the non-endoreversible case 

o  at  and we have  has zer s

                                         (12) 

that is, at some kind of non-endoreversible Carnot 
efficiency. 

                                                                                       

 

3. Series of irreversible thermal 
engines at maximum power 

Heat engines with several heat sources are 
common for many real-world applications such as 
industrial heat-recovery systems and solar energy 
installations, which provide heat at different rates, 
and even more importantly at different 
temperatures. For instance, on solar energy 
installations these differences can come about 
because the angle towards the sun may differ or 
because some solar collectors might be at a larger 
distance from the central plant and thus the losses 
along the transport pipes cause a change in the 
effective temperature of the engine. 
A schematic diagram of a thermal engine system is 
shown in figure 2. Four irreversible Carnot heat 
engine cycles in series form a single cycle 
operating between reservoirs at temperatures H 
and C ( H > C). Waste heat from the first cycle is 
used totally as the heat source for the second, third 
cycle. The working fluids in each cycle system 
flow continuously so that combined cycle operate 
in steady state. i is the sink temperature of the 
first cycle or the source temperature for the 
second. 
According to figure 2, for  we obtain the 
thermal efficiency  as 
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                                                                   (13)  
                   

 

                            (14) 
where , ,  and  are the efficiencies of the 
first, second, third and fourth cycles respectively. 

 , ,   , and are the powers produced by 
the combined cycle respectively.  is the heat 
flow absorbed at temperature  and  is the heat 
flow input to the second cycle, and so the other 
heat fluxes. 
 

The first law of thermodynamics is used to analyse 
this system, and we obtain [12] 
 

                                                   (15) 
                                                   (16) 
                                                   (17) 
                                                   (18) 

                                                             (19) 
                                                             (20) 
                                  (21)                            

.                              (22)  
                        
Now, as we mentioned in section 1, for non-

d ev ngine, the second law of 
d ives 

en or ersible e
thermo ynamics g

                                             (23) 
                                             (24) 
                                             (25) 
                                             (26) 

where  is the heat released from the first cycle 
to the reservoir at temperature  and 

 is the heat rejected from the second cycle to 
temperature  .  is the total power produced by 
the engine. Using (13)-(26), and after a little 

 n Appendix B) the thermal 
ined engine, becomes 

algebra (shows i  
efficiency of the comb

.                                      (27) 
Equation (23) is reduced to Carnot´s efficiency 

r c ber 
as 

when =1, i.e. reve sible ase. Now if the num
of  cycles is  (14) and (23) can be generalized 

                                   (28) 
and 

,                                    (29) 
where  is cycles number. 
In figure 3 we show the irreversibility effect in the 
efficiency for some values of  and  . 
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Energetic Performance of an Irreversible Power Cycle in the
Efficient–Power Working Regime
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Abstract: In this work we show the results obtained from optimizing a completely irreversible power
cycle model in the “Efficient Power Output” working regime. Starting from a model of an irreversible
energy converter that operates in cycles, we build different characteristic functions. One of them is
the “Efficient Power Output” used by Stucki (and later by Yilmaz). We compare the performance of
the converter in this working regime with those of maximum power output, maximum efficiency and
maximum ecological function, and we find that its power output is similar to that of maximum power
output working regime, its efficiency is comparable to the maximum efficiency working regime, but its
dissipation is bigger than the dissipation of the maximum ecological function working regime.

Keywords: Non-equilibrium and irreversible thermodynamics, Performance characteristics of energy
conversion systems, figure of merit

1. Introduction

The experimental curves of power output versus ef-
ficiency of real energy converters are loop shaped
curves [1]. These loop shaped curves contain all
the physical operational points of these thermal en-
gines, in agreement with the restrictions of their de-
sign (size and materials). However, most of these
points lack of practical economic interest, because
they correspond to working regimes of high power
output but low efficiency, or high efficiency at low
power output or low efficiency and low power out-
put, including the operation point limit that cor-
responds to the state of thermodynamic equilib-
rium where the efficiency and power output are
null. In all these points of operation the recovery
of the investment or the maintenance costs of the
energy converter elevate the price of the kilowatt-
hour [2, 3]. From the above, it is deduced that the
region of practical interest lies between the point of
maximum power output and the point of irreversible
maximum efficiency, because the points of opera-
tion inside this region can be points of operation of
high efficiency and acceptable power output. On the
other hand, the objective functions whose optimiza-
tion corresponds to the realization of diverse objec-
tives in the operation of the energy converters, sup-
plement the information necessary that allows us to
analytically find the characteristic functions for sev-

eral operation modes. For this reason, in the tech-
nical literature have been proposed a wide variety
of objective functions, for example, the power out-
put and the efficiency [2, 3], but only the so–called
Compromise Functions, like Ecological Function
[4, 5, 6], Omega Function [7] and Efficient Power
Output [8, 9], represent operation modes located in
the region of practical interest [10]. In this work
we study a completely irreversible power cycle un-
der the Efficient Power Output working regime (de-
fined as the power output times the efficiency). By
means of our energy converter model we can re-
produce the characteristic loop shaped curves ob-
served by Gordon and Huleihil [1]. The motivation
of this study resides in the fact that in the models
in which this objective function has been used these
loop shaped curves were not obtained [8, 9], and
just indirect evidence is provided that this operation
mode is within the practical region. With the pur-
pose of accurately locating the Efficient Power Out-
put operation point (MPη) between those of Maxi-
mum Power Output (MP) and Maximum Efficiency
(Mη), several characteristic functions are calculated
such as, absorbed heat, power output, efficiency and
the so–called Compromise Function. Then we use
them to describe the performance of the irreversible
energy converter, and to determine if the model pre-
dictions under the MPη–regime are reasonably close
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Figure 1: Characteristic functions of an irreversible
power cycle. The points show the reduced tempera-
tures that maximize each function.

to the experimental data of plants of electric gener-
ation.

2. Characteristic functions
To build the completely irreversible power cycle
model we take a power cycle where the external irre-
versibilities are due to the transfer of heat among the
work substance and the heat reservoirs at high tem-
perature and low temperature respectively, while the
working substance undergoes cycles that are irre-
versible due to viscosities, turbulences, Lenz’s cur-
rents, etc. These phenomena contribute to the to-
tal entropy production with a term that is always
positive. Then, the expression for this characteris-
tic function is given by:

σt =
Qc

T2
− Qa

T1
+

Qa

T1t
− Qc

T2t
+ σi > 0, (1)

with Qa the flow of absorbed heat and Qc the flow
of heat rejected and where the following order rela-
tionship is satisfied among the temperatures of the
reservoirs (Ti) and the temperatures of the working
fluid (Tit): T1 > T1t > T2t > T2 > 0. Also, as the
working fluid makes cycles, its entropy production
should be null, this provides a connection among
the external part and the internal part of the energy
converter, given by the following equation:

σst =
Qa

T1t
− Qc

T2t
+ σi = 0, (2)

since the flows of heat are functions of the reser-
voirs’ temperatures and the working fluid tempera-
tures. Here it should be introduced the phenomeno-
logical law of heat transfer, the simplest election is
the Newton’s cooling law, so we obtain:

1 − a1

a1
− (1 − a2) +

σi

g
= 0. (3)

In this expression the definitions of the reduced tem-
peratures have been introduced: a1 = T1t/T1 is the
“high reduced temperature” and a2 = T2/T2t the
“low reduced temperature”, we also have consid-
ered that the conductance g is the same one for the
absorbed heat and the rejected heat.
From 3 it is possible to solve for the reduced temper-
ature a2 in terms of the reduced temperature a1 and
the irreversibility parameter defined as f = σi/g.
With this equation we will be able to write the char-
acteristic functions as functions of these variables.
Then the flows of heat are written as:

Qa = αT1 (1 − a1) (4)

and
Qc = αT1τ

[
a1

(2 − f ) a1 − 1
− 1
]
, (5)

with τ = T2/T1. Substituting the above equa-
tions into 1 and making the product with the lowest
temperature in the system, we build the dissipation
function of the power cycle:

Φ = αT1τ
( f − 2) (a1 − 2) a1 − 2

1 + ( f − 2) a1
. (6)

Using the first law of the thermodynamics we find
the power output of the irreversible cycle:

P = αT1

{
1 − a1 − τ

[
a1

(2 − f ) a1 − 1
− 1
]}
. (7)

Also from the definition of thermal efficiency we
get:

η = 1 − τ 1 + ( f − 2) a1[
1 + ( f − 2) a1

]
(a1 − 1)

. (8)

If these characteristic functions present some point
of interest can be themselves objective functions to
optimize the operation of the cycle, or it is also pos-
sible to build linear combinations of them to obtain
other objective functions to achieve some particular
objective in the operation of the cycle. In Fig. 1
some of these objective functions are shown.
One of the first linear combination of characteristic
functions that becomes an objective function, was
the ecological function [4, 5],

E = P − Φ. (9)

Several authors have shown that this function means
a good compromise between the power output of the
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cycle and their dissipation [4, 5, 6, 7]. This fact im-
plies that a power cycle operated under the Max-
imum Ecological Function (ME) working regime
has good economic properties compared with those
of other regimes, for example, that of MP–regime or
that of minimum dissipation function (md) regime
[4, 5].

Finally, the objective function that we will analyze
in this work is the Efficient Power Output, intro-
duced by Stucki and later by Yilmaz [8, 9], given
by:

Pη = P × η. (10)

From Fig. 1 we can observe, that this function
is convex with only one maximum point, then a
high reduced temperature exists that maximizes this
function, it is in this reduced temperature where we
will evaluate the characteristic functions (6, 7, 8) to
study the energy performance of the power cycle
under this operation regime. We follow the usual
methodology in this type of studies [2, 3]. To find
the optimal reduced temperatures, we will take the
derivatives of each objective function respect to the
high reduced temperature and solving for a1 each
equation,

∂P
∂a1

∣∣∣∣∣
aMP

1

= 0,
∂η

∂a1

∣∣∣∣∣
aMη

1

= 0,
∂E
∂a1

∣∣∣∣∣
aME

1

= 0

and
∂Pη
∂a1

∣∣∣∣∣∣
aMPη

1

= 0.

3. Energetic performance

In Fig. 1 we have marked on the corresponding
curve to the power output (P (a1)), the high re-
duced temperature a1 corresponding to MP–regime,
MPη–regime, ME–regime and Mη–regime respec-
tively. We see that a hierarchy exists among the sev-
eral power output points of each working regime of
the irreversible power cycle model, i.e., if we evalu-
ate the characteristic function “Power Output” (7) at
the optimal reduced temperatures corresponding to
each regime, we can draw these curves for the inter-
val of reported values of τ (τ ∈ [0.3, 0.7]) for actual
generation plants and we observe that

P
(
aMP

1

)
> P
(
aMPη

1

)
> P
(
aME

1

)
> P
(
aMη

1

)
. (11)

Figure 2: a) Power output for the Mη–regime
(black), ME–regime (red), MPη–regime (green)
and MP–regime (blue). b) Efficiency of the irre-
versible power cycle in each operation mode (in the
same order that in the incise a). c) Dissipation of the
irreversible irreversible power cycle (in the same or-
der that in the incise a).

This is shown in the Fig. 2a, also in Fig. 2b the
curves of the efficiencies and in Fig. 2c the curves
of the dissipation of the irreversible power cycle cor-
responding to each regime are shown.
From the curves shown in Fig. 2 we can say that
the power output corresponding to the MPη–regime
has a similar value to that corresponding to the MP–
regime. On the other hand, and according to the
above mentioned, the efficiency of the MPη–regime
is under both the efficincies corresponding to the
Mη–regime and ME–regime. Finally, as it was ex-
pected, the dissipation of the MPη–regime is smaller
than that of MP–regime, but bigger than the dissi-
pation of the other two working regimes (Mη and
ME). These results suggest that the MPη–regime
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Figure 3: Compromise Functions. The superior
curves corresponds to the relative distance between
the power output and the dissipation, for the MPη–
regime (red) and ME–regime (green). The inferior
ones corresponds to the relative distance among the
power output and the efficiency in the correspond-
ing operation modes (in the same order that in the
case of the upper curves).

lies between the MP and Mη–regimes. Thus, this
working regime could mean a good compromise in
the sense of the so–called compromise functions de-
fined as [5, 6, 10],

Ci
P−Φ =

P
(
ai

1

)

P
(
aMP

1

) −
Φ
(
ai

1

)

Φ
(
aMP

1

) (12)

and

Ci
P−η =

P
(
ai

1

)

P
(
aMP

1

) −
η
(
ai

1

)

η
(
aMP

1

) , (13)

with i = MPη, ME. These curves are shown in
Fig. 3. We observe that indeed the compromise that
is achieved in the MPη–regime is reasonably good,
although the one achieved in the ME–regime is of
better quality.

4. Conclusions
From the results obtained in this work, we can con-
clude that the MPη working regime of a completely
irreversible power cycle model has economic prop-
erties that locate it among the compromise opera-
tion modes, i.e., the power output in this regime is
around 90% of the maximum that we can achieve in
this model (MP–power output), while the decrease
in its efficiency is not significant because it is around
80% of the maximum efficiency (Mη–efficiency).
The results obtained with this brief study shows that
the information provided by the objective functions,
allows us to analyze the energetic performance of

these energy converters, yet under conditions of to-
tal irreversibility without knowing each detail of the
cycle, and it is only necessary to take into account
that the dissipation has only two contributions, the
internal and external ones. We think that the results
here reported can be used, for example, in studies as
those made about the economical cost of the inter-
mittence of the renewable energy sources [11].
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