Iterative scheme for computing exactly the total field propagating in dielectric structures of arbitrary shape
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We present a new approach to the computation of an electrical field propagating in a dielectric structure. We use the Green’s-function technique to compute an exact solution of the wave equation. No paraxial approximation is made, and our method can handle any kind of dielectric medium (air, semiconductor, metal, etc.). An original iterative numerical scheme based on the parallel use of Lippman–Schwinger and Dyson’s equations is demonstrated. The influence of the numerical parameters on the accuracy of the results is studied in detail, and the high precision and stability of the method are assessed. Examples for one and two dimensions establish the versatility of the method and its ability to handle structures of arbitrary shape. The application of the method to the computation of eigenmode spectra for dielectric structures is illustrated.

1. INTRODUCTION

Since the original work of Feit and Fleck1–3 significant progress has been made in the domain of the beam-propagation method (BPM). And since the assessment of its applicability4,5 this method has certainly become one of the most widely used modeling tools for integrated optics.

Improvements in the original Fourier-transform-based algorithm with the use of either finite differences6,7 or finite elements,8,9 have increased its efficiency. Alternative approaches, such as those based on the method of line10 or the finite-difference time-domain method,11 have also been proposed.

In the past few years the development of the BPM has taken two directions. First, extensive efforts have been devoted to overcoming the limitation of the paraxial approximation12–14 and to deriving an exact solution of the scalar-wave equation.15 Second, semivectorial methods have been proposed16–18 that can treat the various components of the electrical field simultaneously but not the coupling among these components. More recently, fully vectorial methods have been demonstrated19–24 that can model such vectorial effects as polarization within the limited framework of the paraxial approximation.

Because the paraxial approximation is not well founded for numerous devices of integrated optics and because these devices make use of vectorial effects such as polarization splitting, there is a quest for a nonparaxial method that can treat vectorial fields propagating in arbitrary dielectric media. We propose an original approach to this problem and demonstrate a new method for solving exactly the wave equation for arbitrary dielectric media. For the sake of simplicity we present the method for scalar fields in one- and two-dimensional media, but it can also be generalized to vectorial fields in three-dimensional media, as is discussed at the end of Section 2.

Our method is based on the Green’s-function technique. This formalism has been shown to be very powerful for studying the eigenmodes of dielectric structures invariant along the propagation direction25–27 as well for describing nonradiative energy transfers occurring in near-field microscopy.28,29 To the best of our knowledge, however, it has not yet been used to compute the field propagating in an arbitrary structure.

In Section 2 we develop the basic formalism and explain the algorithm that we used. In Sections 3 and 4 we give one- and two-dimensional examples that assess the accuracy and applicability of the method. Finally, in Section 5 we summarize our results.

2. NUMERICAL METHOD

The objective of our method is to find a solution ψ(σ) of the scalar-wave equation

\[ \nabla^2 \psi(\sigma) + \omega^2 \mu_0 \varepsilon(\sigma) \psi(\sigma) = 0 \] (1)

for an arbitrary complex dielectric medium ε(σ) of homogeneous permittivity μ0. In Eq. (1) we assume the usual time dependence \( \exp(-i\omega t) \) for the electrical field ψ(σ). Such a scalar field describes, for example, the transverse electric modes propagating in a slab waveguide.30
The only assumption that we make regarding the dielectric medium is that it can be split into two parts (Fig. 1): a homogeneous reference medium of dielectric constant \( \varepsilon_{\text{ref}} \) and an arbitrary perturbation \( \varepsilon_p \) confined to the inside of the reference medium. Hence the dielectric function of the system can be written as

\[
\varepsilon(r) = \varepsilon_{\text{ref}} + \Delta \varepsilon_p(r),
\]

with \( \Delta \varepsilon_p(r) = \varepsilon_p(r) - \varepsilon_{\text{ref}} \). This assumption can easily be fulfilled where both the reference medium and the perturbation depend on the problem investigated. For example, if we study an optical fiber in vacuum, the reference medium is a vacuum and the perturbation describes the fiber. For a ridge waveguide the reference medium is the substrate and the perturbation is the ridge. Note that \( \varepsilon_{\text{ref}} \) is simply the value of the homogeneous reference medium; it is not, as in the BPM, the value associated with the wave number of the propagated field.

It is important to point out that no restrictions are imposed on the perturbation \( \varepsilon_p \); it can have any shape and describe any kind of dielectric medium. Absorption can easily be introduced into the imaginary part of \( \varepsilon_p \), while a metallic perturbation can be accounted for with the use of negative value for the real part of \( \varepsilon_p \) (see Fig. 6 below). Furthermore, no assumptions are required regarding the difference between \( \varepsilon_{\text{ref}} \) and \( \varepsilon_p \), as is the case for the BPM.

If we know a solution \( \psi^0(r') \) of Eq. (1) corresponding to the homogeneous medium \( \varepsilon_{\text{ref}} \) without perturbation, we can compute a solution for the perturbated system using the Lippman–Schwinger equation,\(^{31}\)

\[
\psi(r) = \psi^0(r) + \int_{\text{perturbation}} \mathrm{d}r' G^0(r, r')V(r')\psi(r'),
\]

(3)

where we have introduced the dyadic Green’s operator \( G^0(r, r') \) associated with the homogeneous reference system. The function \( V(r) \) describes the perturbation and is defined by

\[
V(r) = -k_0^2 \Delta \varepsilon_p(r),
\]

(4)

where \( k_0^2 \) is the wave number in vacuum:

\[
k_0^2 = \omega^2 \varepsilon_0 \mu_0.
\]

(5)

The integration domain in Eq. (3) is limited to the perturbation. Thus this equation is implicit for all points located inside the perturbation. Once the field inside the perturbation has been computed, it can be generated explicitly for any point of the reference medium with Eq. (3).

We now define a grid over our system (see Fig. 1). The discretization procedure is identical in one, two, or three dimensions; for clarity we use only one figure to mark the position of a mesh, and we designate its volume by \( \Delta j \). A regular grid is not required, and for many applications a variable Gaussian grid may be advantageous.\(^{32}\) We suppose that the discretized system contains \( N \) meshes from which \( N_p \) describe the perturbation \( (N_p \ll N) \). We designate the discretized field, the Green’s operator, and the perturbation by \( \psi_i, G_{i, j}, \) and \( V_i \), respectively.

The discretized form of Eq. (3) leads to a large system of linear equations for the electrical field:

\[
\psi_i = \psi_i^0 + \sum_{k=1}^{N_p} G^0_{i, k} V_k \Delta k \psi_k.
\]

(6)

The direct numerical resolution of Eq. (6) is particularly time consuming and may lead to numerical instabilities because of the singular behavior of \( G^0_{i, j} \) (the renormalization of the self-field is discussed at the end of this section). To avoid these problems we propose an iterative scheme for computing the electrical field. For this purpose we introduce Dyson’s equation,\(^{31}\)

\[
G(r, r') = G^0(r, r') + \int_{\text{perturbation}} \mathrm{d}r'' G^0(r, r'')V(r'')G(r'', r').
\]

(7)

and its discretized form,

\[
G_{i, j} = G^0_{i, j} + \sum_{k=1}^{N_p} G^0_{i, k} V_k \Delta k G_{k, j}.
\]

(8)

Dyson’s equation is the counterpart of the Lippman–Schwinger equation for operators. It yields Green’s function \( G(r, r') \) of the perturbated system, given Green’s function \( G^0(r, r') \) of the homogeneous reference system. In our iterative procedure we use both equations in parallel, as described in the next paragraph.

Instead of computing the solution of Eq. (1) corresponding to the whole perturbation, we first consider only one mesh of the perturbation, say, \( k_1 \) (see Fig. 1), and compute the field \( \psi^1_i \) and Green’s function \( G^1_{i, j} \) corresponding to a homogeneous medium \( \varepsilon_{\text{ref}} \) plus the infinitesimal perturbation \( k_1 \). Equations (6) and (8) become, respectively,

\[
\begin{align*}
\psi^1_i &= \psi_i^0 + G^0_{i, k_1} V_{k_1} \Delta k_1 \psi_{k_1},
G^1_{i, j} &= G_{i, j}^0 + G^0_{i, k_1} V_{k_1} \Delta k_1 G_{k_1, j}.
\end{align*}
\]

(9)

(10)

Equations (9) and (10) require no resolution of a system of equations. They are first worked out for \( i = k_1 \), and this result is used to compute \( \psi^1_i \) and \( G^1_{i, j} \) for \( i \neq k_1 \). This procedure is straightforward and very efficient from a numerical point of view.

We then consider a second mesh of the perturbation, say, \( k_2 \), and compute the corresponding field \( \psi^2_i \) and...
Green’s function $G_{l,j}^2$, using the results of the preceding step:

$$\psi_i^2 = \psi_i^1 + G_{l,k_3}^1 V_{k_2} \Delta_{k_2} \psi_{k_2}, \qquad (11)$$

$$G_{l,j}^2 = G_{l,j}^1 + G_{l,k_3}^1 V_{k_2} \Delta_{k_2} G_{k_2,j}^2. \qquad (12)$$

Applying this scheme successively to each mesh in the perturbation, we construct the field $\psi_l^{NP}$ corresponding to the whole perturbed system. It is interesting to note that at each step $l$ it is necessary to compute Green’s function $G_{l,j}^i$ only for $j$ equal to the remaining perturbations. Therefore the number of operations and the size of the matrix $G_{i,j}$ required for each step decrease as the calculation proceeds. As we have mentioned, it is initially possible to limit the above-mentioned procedure to compute only the field inside the perturbation and to use this result to generate, at a later stage, the field outside the perturbation with Lippman–Schwinger equation (6).

The form of Green’s functions corresponding to one- and two-dimensional media is given in Ref. 31. For a two-dimensional medium, Green’s function diverges for $r = r'$. To overcome this problem we introduce a renormalization of Green’s function. This procedure has been explained in detail by Yaghjian.\textsuperscript{33} It consists of integrating analytically $G^0(r, r)$ over one mesh of the system and then using this value for $G^0(r, r)$.

For a vectorial field $\psi(r)$ the algorithm is similar. In that case the discretized Green’s function $G_{i,j}$ is a $3 \times 3$ matrix, and each discretized Dyson’s equation [Eqs. (10) and (12)] leads to a system of nine algebraic equations (one per $G_{i,j}$ component) that must be solved at each computational step to produce $G_{l,j}^i$. As for the Lippman–Schwinger equation [Eqs. (9) and (11)], it becomes a system of three algebraic equations (one per field component).

Unfortunately, a von Neumann analysis\textsuperscript{34} cannot be applied to our method to assess its accuracy. We nevertheless show in Sections 3 and 4, using one- and two-dimensional examples, respectively, how the grid refinement influences the accuracy of the results.

3. ONE-DIMENSIONAL EXAMPLES

In this section we consider a square dielectric barrier (Fig. 2). For such a system the reference medium $\varepsilon_{\text{ref}}$ is the fundamental level, whereas the perturbation $\varepsilon_p(z)$ describes the barrier. When a plane wave

$$\psi^0(z) = \exp(i k_{\text{ref}} z) \qquad (13)$$

with a wave number corresponding to the reference medium impinges upon the barrier, one part is transmitted and one part is reflected, thus interfering with the incoming wave. This behavior is easily obtained with our method, as can be seen from Fig. 3, where we present the amplitude of the computed field. Three different cases are investigated: a nonabsorbing barrier ($\varepsilon_p = 4.0$), a barrier with limited absorption ($\varepsilon_p = 4 + i 1.0$), and a barrier with strong absorption ($\varepsilon_p = 4 + i 14.0$). For each case the reference medium is a vacuum and the wavelength of the incident wave is $\lambda_0 = 0.8 \, \mu\text{m}$. The attenuation of the wave as a function of the absorption in the barrier is clearly visible in Fig. 3. Complementary results, such as the variation of transmission and reflection coefficients as a function of the barrier thickness,\textsuperscript{35} are also accurately reproduced with our method.

The advantage of this simple system is that an analytical solution $\phi(z)$ can easily be obtained.\textsuperscript{36} Thus the norm of the difference between numerical and analytical solutions allows the accuracy of the computational method to be evaluated:

$$\| \psi - \phi \|^2 = \int_0^L dz [\phi(z) - \psi(z)]^* [\phi(z) - \psi(z)]. \qquad (14)$$

When $\| \psi - \phi \|^2 = 0$ the agreement between analytical and numerical results is exact.

For a given wavelength and height of the barrier $\varepsilon_p$, $\| \psi - \phi \|^2$ depends on the mesh size $\Delta_z$ (Fig. 4). From least-squares fits to these data we find that $\| \psi - \phi \|^2$ is proportional to $\Delta_z$ at a power of 3. The value of $\Delta_z$ necessary for achieving excellent agreement between numerical and analytical results also varies with $\varepsilon_p$: a higher barrier requires a finer grid. But whatever the barrier is, it is possible to obtain extremely accurate results (Fig. 4).

The determinant parameter here is not simply the barrier height but the effective wavelength in the barrier $\lambda_{\text{eff}} = \lambda_0 (\varepsilon_p)^{-1/2}$. This can be seen in Fig. 5, where we show $\| \psi - \phi \|^2$ as a function of the mesh size for different effective wavelengths. From these data it is clear that the mesh size that one requires to obtain a given accuracy is inversely proportional to $\lambda_{\text{eff}}$. For any value of the
Fig. 4. Norm of the difference between numerical and analytical results as a function of the mesh size $\Delta z$. The corresponding geometry is depicted in Fig. 2. Three barriers of 1-$\mu$m thickness and varying dielectric constant $\varepsilon_p$ are investigated. The wavelength in a vacuum is 0.8 $\mu$m.

If we use a gold aggregate ($\varepsilon_p = -42.8 + i1.3$), the field pattern is completely different [Fig. 6(b)]. Most of the incoming wave is reflected, whereby the metallic pad acts as a point source emitting in the negative $z$ direction (note the curvature of the phase fronts on the interference pattern). The field vanishes in the metal, and the skin effect is accurately reproduced at its surface. This emphasizes the versatility of our method.

In Fig. 7 we describe the interaction of the same plane wave with a metallic plate ($\varepsilon_p = -42.8 + i1.3$) of 0.1-$\mu$m thickness. The plate forms a 45° angle with the propagation direction of the incoming wave. Most of the in-
Fig. 7. Interaction of a plane wave in a vacuum ($\varepsilon_{\text{ref}} = 1$) with a gold plate (thickness 0.1 $\mu$m, $\varepsilon_p = -42.8 + i1.3$) oriented at a 45° angle to the direction of the incoming wave. The spacing between the isointensity curves is 10% of the maximum–minimum amplitude range. The wavelength is $\lambda_0 = 1 \mu$m, and the mesh size is $\Delta x = \Delta z = 0.05 \mu$m.

The incident field is now reflected orthogonally to the surface of the plate. This illustrates the ability of our method to handle arbitrary geometries and nonparaxial propagation situations.

Additional information on these systems can be obtained from the time-averaged Poynting vector $\langle S \rangle$. For the polarization of interest, $\langle S \rangle$ lies in the $x-z$ plane and can easily be represented. In Fig. 8 we give the time-averaged Poynting vector corresponding to Figs. 6(a) and 7, illustrating how the energy flows in these systems. Such information is mandatory for studying the transmission of a signal in integrated structures.

It is important to point out that the boundary conditions are exactly fulfilled by our method. Moreover, as is visible in Figs. 6–9, no energy is reflected at the edges of the computational window. This does not require any special treatment of the boundary points but is automatically taken into account by the formalism underlying the method. Indeed, the nonlocality of Green's function that connects each point in the system to each point of the perturbation guarantees that the boundary conditions are globally fulfilled. This guarantee constitutes a significant advantage of our method.

Since every mesh of the system is connected to all the meshes of the perturbation, the resulting matrix is full. Therefore the CPU time required for obtaining a solution increases significantly with the number of meshes in the perturbation. For the results presented in Fig. 6 the CPU time required on an IBM RISC 6000 model 970 workstation was 14 s for a (30 x 30) grid ($\Delta x = \Delta y = 0.1 \mu$m), 54 s for a (60 x 60) grid ($\Delta x = \Delta y = 0.05 \mu$m), and 200 s for a (120 x 120) grid ($\Delta x = \Delta y = 0.025 \mu$m); these values include the calculation of the Hankel functions required for the computation of $G_{i,j}$. For small jobs this calculation constitutes the major part of the total required CPU time, and the iterative computation of the field itself took 1, 4, and 19 s, respectively, for the above-mentioned cases.

We now turn our attention to dielectric waveguides. These structures are key components for integrated optics, and our method can handle them accurately. Figure 9 shows the computed field for a monomode symmetrical slab waveguide of 1-$\mu$m thickness. The core has a dielectric constant of $\varepsilon_p = 1.1$ and claddings of $\varepsilon_{\text{ref}} = 1$. A plane wave of wavelength $\lambda_0 = 1 \mu$m was used as the starting field.

The form of the field obtained corresponds to an interference pattern, not to a pure propagating wave, because of the assumption that the perturbation $\varepsilon_p$ (in this case

Fig. 8. Representation of the time-averaged Poynting vector $\langle S \rangle$ corresponding (a) to Fig. 6(a) and (b) to Fig. 7. The orientation and the size of the arrows give the direction and the relative amplitude of $\langle S \rangle$, respectively.
The z variation of \( \eta(z) \) describes the interference pattern of the field (Fig. 9). Since this pattern is due to the interaction of the various modes of the guide, \( \eta(z) \) contains information on these modes. Indeed, the Fourier transform \( \eta(k) \) of \( \eta(z) \) gives the spectrum of the modes that are guided by the structure, as is visible in Fig. 10, where we present \( \eta(k) \) for a slab waveguide of core \( \varepsilon_a = 2.25 \), cladding \( \varepsilon_{ref} = 1 \), and thickness 0.5 \( \mu \)m. For a wavelength of 1 \( \mu \)m an infinitely long waveguide with such a dielectric profile has two transverse electric modes of wave numbers \( \beta_0 = 8.572 \mu \)m\(^{-1} \) and \( \beta_1 = 6.385 \mu \)m\(^{-1} \). These two modes are clearly visible in Fig. 10. Because of the interfaces at the ends of the computational window, each eigenmode propagates in the \( \pm z \) direction, which doubles the number of peaks in the spectrum, each one appearing with a plus and a minus. The preponderance of the modes with positive \( \beta \) is due to the starting field, which had a positive wave number. The opposite result is obtained with a starting field propagating in the \( -z \) direction. A completely symmetrical spectrum follows from the use of the superposition of \( +z \) and \( -z \) propagating starting fields. A fast-Fourier-transform algorithm was used to obtain this spectrum, and a Blackman–Harris window was used to enhance its resolution. One could also obtain the mode spectrum by simply Fourier transforming \( \psi(x, z) \) for a fixed value of \( x \). But we have observed that the lateral integration of the field enhances the spectrum and makes the localization of the peaks easier. Because the core of the guide is embedded in a reference medium with the same dielectric constant as the claddings, the reflection of the field at both ends of the computational window occurs only at the interface of the core and the reference medium. No field is reflected at the interface between the cladding and the reference medium. Therefore the ratio of the peak amplitudes corresponding to forward- and backward-propagating modes in Fig. 10 does not give the reflection coefficient for the corresponding mode.

In contrast to the case with the conventional BPM, a very long propagation distance is not required for filtering out the eigenmodes from the starting field. Indeed, we obtained the spectrum presented in Fig. 10 by using a computational window that was 25 \( \mu \)m long and as large as the core of the guide; the mesh sizes were \( \Delta_x = 0.025 \mu \)m and \( \Delta_z = 0.2 \mu \)m. A wider computational window (extending to the claddings of the guide) yielded the same results. Hence computing only the field in the core (i.e., in the perturbation) gives sufficient information on the various guided modes of the structure. For the results presented in Fig. 10, we needed 10 min to compute \( G_{ij}^\infty \) and 47 min to compute the field iteratively on an IBM RISC 6000 model 970 workstation.

![Fig. 9. Field computed for a monomode slab waveguide with a 1-\( \mu \)m core of dielectric constant \( \varepsilon_a = 1.1 \) and of claddings \( \varepsilon_{ref} = 1 \). The wavelength is \( \lambda_0 = 1 \mu \)m, and the mesh size is \( \Delta_x = \Delta_z = 0.05 \mu \)m. The spacing between the isoamplitude curves is 10% of the maximum–minimum amplitude range.](image1)

![Fig. 10. Mode spectrum of a slab waveguide with a 0.5-\( \mu \)m core of dielectric constant \( \varepsilon_a = 2.25 \) and of claddings \( \varepsilon_{ref} = 1 \) for a wavelength of 1 \( \mu \)m. For this calculation the computational window extended only over the width of the core and was 25 \( \mu \)m long in the \( z \) direction; the mesh size was \( \Delta_x = 0.025 \mu \)m, and \( \Delta_z = 0.2 \mu \)m.](image2)

![Fig. 11. Error of the computed wave number \( \beta \) relative to its theoretical value \( \beta_{theo} \) as a function of the mesh size.](image3)
One can obtain the exact value of the wave numbers $\beta$ accurately by fitting a cubic polynomial to the corresponding peak of the spectrum. This value depends on the mesh size used for the computation. In Fig. 11 we present the error of the computed wave number $\beta_\text{computed}$ relative to the theoretical value $\beta_\text{theoretical} = 5.872 \, \mu m^{-1}$ for different mesh sizes $\Delta_x$ and $\Delta_z$, and for the above-mentioned computational window. These results show that the dominant parameter affecting the accuracy of the wave number is the mesh size along the z direction. For small values of $\Delta_z$ the value of $\Delta_x$ also influences the exactness of the results (Fig. 11). It is important to emphasize that accurate results are obtained despite the very large step of the dielectric constant between the core and the cladding of the guide. Again the relation between the accuracy of the results and the mesh size depends on the effective wavelength in the core. For example, a guide with the same cladding ($\epsilon_{\text{cladding}} = 1$) but a smaller step of dielectric constant ($\epsilon_p = 1.05$) yields values one order of magnitude more accurate with the same numerical parameters than in Fig. 11.

5. CONCLUSIONS

We have presented a new approach to the computation of the electrical field propagating in dielectric media. Using the Green's function technique, we have found that our method yields the exact solution of the wave equation. No approximations regarding the form of the field are required, and we showed that situations far beyond the scope of the conventionally used paraxial approximation can be simulated with this method. Dielectric media as different as air, semiconductors, and metal can be simulated with this method. Dielectric media as different as air, semiconductors, and metal can be simulated with this method. Dielectric media as different as air, semiconductors, and metal can be simulated with this method. Dielectric media as different as air, semiconductors, and metal can be simulated with this method.

The boundary conditions in the system and at the edges of the computational window are exactly fulfilled by our method, and no radiated energy is reflected back into the system.

An efficient and extremely stable iterative numerical scheme was proposed. The influence of the numerical parameters on the accuracy of the results was studied, and we showed that extremely accurate results can be obtained with use of an appropriate discretization refinement.

Application of the method to the determination of the spectrum of eigenmodes of a waveguide was discussed in detail.

Finally, we believe that our iterative scheme based on the parallel use of Lippman–Schwinger's and Dyson equations is relevant to other problems in numerical physics. The study of its application to the computation of the field susceptibility of a composite atomic system is in progress.
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