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Abstract: The utilization of the Green’s tensor associated with a complex optical background (surface, cavity or stratified medium) leads to a dramatic reduction of the computation effort associated with scattering calculations in that background. This approach is illustrated with examples where a mere change of the background Green’s tensor makes possible the investigation of completely different physical situations. Two different discretization approaches are compared and similarities between the Green’s tensor technique and the Method of Lines are emphasized; in the latter, the utilization of analytic solutions in one specific direction also reduces the discretization of the system.
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1. Introduction

The complexity of modern photonic components is such that the simulation of light scattering and propagation in these systems is becoming extremely challenging [1]. To overcome these difficulties, one can pursue two different approaches: either one uses a brute force approximate method such as the beam propagation technique or finite differences time domain, to handle the complete system and obtain usually an approximate description; or one develops a computational tool which includes a great deal of insights into the physics of the system, thereby reducing the numerical effort so that the problem becomes tractable while the solution remains accurate. Remark that for smaller problems – that could also in principle be handled accurately with a brute force technique – the second approach provides a much more efficient framework for the simulation of the system, giving usually more accurate results with a smaller computational effort.

From a discretization point of view, a brute force approach leads to the discretization of the entire system, as illustrated in Fig. 1(a). This discretization can be dramatically reduced by a computational approach based on the mathematical structure associated with the system, in particular with the background in which the scatterers are embedded. In this article, we shall describe two such approaches, the Method of Lines (MoL) and the Green’s tensor technique, which discretizations are illustrated in Fig. 1(b) and (c).

The MoL was originally developed to solve partial differential equations [2, 3] and was first applied to the study of planar metallic and dielectric microwave structures in the early 1980’s [4–6]. Over the past twenty years, the MoL has been extensively developed by R. Pregla and collaborators [7, 8]. The versatility of the technique is such that it can be applied to numerous physical configurations relevant to modern optical and microwave technology, such as complex microwave structures [9–14], photonic components [15–18]. The MoL can also handle periodic structures [19–21] and stratified backgrounds [22–24]. Further, subtle effects at the interface between optics and microwave, like for example in traveling wave photodetectors, can also be investigated with the MoL [24].

Since the vectorial character of the fields is included in the calculation, anisotropic media where some of these components are coupled can also be investigated [25, 26]. The MoL can be used both for the propagation/scattering of electromagnetic fields and for the computation of eigenmodes. Recently, it was utilized for the calculation of the dispersion relations of surface plasmons propagating at optical frequencies on subwavelength metallic waveguides, an extremely important and difficult problem of nanophotonics [27, 28].

The discretization principle of the MoL is illustrated in Fig. 1(b) for the case of scattering by a defect embedded in a stratified background. While a standard brute force approach requires the discretization of the entire system, the MoL only requires a discretization in one direction, e.g. x-direction in Fig. 1(b), while analytical solutions are used along the other direction, e.g. along the dashed lines in Fig. 1(b). The computational effort is hence reduced by one dimension. Further, the utilization of analytical functions to solve the problem in one specific direction strongly increases the accuracy of the solution, compared to alternative, more expensive, fully numerical approaches. The boundary conditions are also treated more accurately with the MoL. This is particularly important for mode calculations, where inaccurate boundary conditions can influence the eigenstates of the system under study.

It should be emphasized that the MoL stems from the astute utilization of the symmetry of the background in which the scatterers are embedded. In this article, we would like to present another approach, which also uses the mathematical structure associated with that background to reduce the computational effort and increase the accuracy of the solution. This approach is based on the electric field integral equation and utilizes the dyadic Green’s tensor. The key here is that the Green’s tensor associated with certain types of backgrounds, such as a sur-
The objective of this article is twofold. First I would like to compare and evidence some similarities between two different discretization approaches for the Green’s tensor technique, which were developed over the last few years [29, 30]. In particular, I will show that one technique can be obtained as a special case of the other. Second, the key role played by the background in scattering phenomena will be emphasized by investigating the same object placed in different backgrounds.

The article is organized as follows: The formalism of the Green’s tensor technique is developed in Sect. 2, where the general equations are derived. Numerical implementation using either finite differences or finite elements is discussed in Sect. 3. The influence of the dielectric background on scattering calculations is illustrated in Sect. 4, a summary is given in Sect. 5.

2. Formalism

The Green’s tensor technique can be developed in a very general manner by considering one or several scatterers described by a dielectric function $\varepsilon(\mathbf{r})$ and embedded in a background. The latter can take different forms: e.g. an infinite homogeneous background with permittivity $\varepsilon_B$ [29]; a surface or a stratified medium, composed of several material layers with different permittivities [31–33] $\varepsilon_{Bi}$, as illustrated in Fig. 1(c); or a cavity with metallic walls [34].

When this system is illuminated with an incident field $E^0(\mathbf{r})$ propagating in the background, the total electric field $E(\mathbf{r})$ (incident field plus scattered field) is a solution of the vectorial wave equation

$$\nabla \times \nabla \times E(\mathbf{r}) - k_0^2 \varepsilon_B E(\mathbf{r}) = 0,$$

(1)

where $k_0^2 = \omega^2/c^2$ is the vacuum wave number (throughout the paper we assume non-magnetic materials and an $\exp(-i\omega t)$ time dependence for the fields).

Although the present formalism can easily handle anisotropic scatterers described by a tensorial dielectric function, for the sake of simplicity we limit the discussion to scalar dielectric functions. A tensorial dielectric $\varepsilon(\mathbf{r})$ is simply accounted for by replacing the product $\varepsilon(\mathbf{r}) E(\mathbf{r})$ with the corresponding contraction $\varepsilon(\mathbf{r}) \cdot E(\mathbf{r})$.

Introducing the dielectric contrast

$$\Delta \varepsilon(\mathbf{r}) = \varepsilon(\mathbf{r}) - \varepsilon_B,$$

(2)

we can rewrite Eq. (1) as an inhomogeneous equation

$$\nabla \times \nabla \times E(\mathbf{r}) - k_0^2 \varepsilon_B E(\mathbf{r}) = k_0^2 \Delta \varepsilon(\mathbf{r}) E(\mathbf{r}),$$

(3)

where the incident field $E^0(\mathbf{r})$ must be a solution of the corresponding homogeneous equation:

$$\nabla \times \nabla \times E^0(\mathbf{r}) - k_0^2 \varepsilon_B E^0(\mathbf{r}) = 0.$$

(4)

To compute the total field $E(\mathbf{r})$, let us introduce the Green’s tensor $G(\mathbf{r}, \mathbf{r}')$ associated with the background $\varepsilon_B$. This dyadic is a solution of the vector wave
equation (4) with a point source term [35]:

\[ \nabla \times \nabla \times \mathbf{G}(\mathbf{r}, \mathbf{r}') - \kappa_0^2 \varepsilon_0 \mathbf{G}(\mathbf{r}, \mathbf{r}') = \mathbf{I} \delta(\mathbf{r} - \mathbf{r}'), \]

where \( \mathbf{I} \) is the unit dyad.

Introducing Eq. (5) into Eq. (3), it is a simple matter to find that the total field \( \mathbf{E}(\mathbf{r}) \) is given by

\[ \mathbf{E}(\mathbf{r}) = \mathbf{E}^0(\mathbf{r}) + \int_V d\mathbf{r}' \mathbf{G}(\mathbf{r}, \mathbf{r}') \cdot \kappa_0^2 \varepsilon(\mathbf{r}') \mathbf{E}(\mathbf{r}'), \]

where the integration runs over the entire volume \( V \) of the different scatterers in the system.

The scatterers need not being homogeneous, but \( \varepsilon(\mathbf{r}) \) can vary inside each scatterer. Finally, the permittivity of the scatterers must not necessarily be higher than their surrounding and, e.g., holes in a dielectric layer can be accounted for using a negative dielectric contrast \( \Delta \varepsilon(\mathbf{r}) [36] \). This can also be used to study scattering in microcavities [29].

The incident field \( \mathbf{E}^0(\mathbf{r}) \) in Eq. (1) must be a solution of the wave equation in the background. Depending on the latter, different types of fields can be used, giving the Green’s tensor technique quite some flexibility, as will be illustrated in Section 4.

Since by definition \( \Delta \varepsilon(\mathbf{r}) = 0 \) in the background outside these scatterers, the integration in Eq. (6) runs only on the volume of the different scatterers \( \varepsilon(\mathbf{r}) \) in the structure. This is the key of the Green’s tensor technique, it allows limiting the discretization of Eq. (6) to the scatterers, the background being accounted for by the Green’s tensor. Equation (6) also indicates that the scattered field at any point of the background is entirely determined by the field inside the scatterer. This can be used to split the calculation: in a first step only the field inside the scatterer is computed and stored; the field at any desired location in the background being then computed at a later stage.

A word of caution should be given here with respect to the singular behavior of the Green’s tensor in Eq. (6) when \( \mathbf{r} \rightarrow \mathbf{r}' \) [37]. Mathematically speaking, one must take the principal value of Eq. (6), as explained in detail in Ref. [29]. From a practical point of view, this singularity can be handled using a small exclusion volume when a finite differences discretization of Eq. (6) is used; for a finite elements discretization, generalized functions can be utilized to extract the singularity by removing that associated with the scalar Green’s function and integrating the latter over the basis function [30]. When the observation point \( \mathbf{r} \) is located outside the scatterer, no singularity shows up since the integration in Eq. (6) is limited to the scatterer volume.

3. Discretized equations

The scatterer (or scatterers if there is more than one) can be arbitrarily positioned within the background. In the case of a stratified background, they can for example extend over several layers. In the case of such stratified background made of different materials, the dielectric contrast in Eq. (2) is defined with respect to the material layer at the location of the scatterer.

To obtain a system of ordinary equations to be solved for the unknown scattered field \( \mathbf{E}(\mathbf{r}) \), two different approaches can be used. In general, a simple finite differences scheme can be directly applied to Eq. (6), as will be discussed first [29]. Recently, we also developed a finite elements solution to this problem, which will be presented in the following section [30]. It is important to notice that the discretization scheme is completely independent of the background type, which renders this technique extremely versatile.

3.1 Finite differences

To solve Eq. (6) numerically, let us define a grid with \( N \) meshes over the system. Each mesh \( i \) is centered at position \( \mathbf{r}_i \) and has a volume \( V_i \), \( i = 1, \ldots, N \) (for 2D systems \( V_i \) represents the area of the mesh). A regular mesh with constant volume \( V_i \) is not mandatory and a higher mesh refinement can be used where a precise knowledge of the field is required or where the dielectric contrast \( \Delta \varepsilon(\mathbf{r}) \) is large, as illustrated in Fig. 1(b).

Introducing the discretized field \( \mathbf{E}_i = \mathbf{E}(\mathbf{r}_i) \), the discretized dielectric contrast \( \Delta \varepsilon_i = \Delta \varepsilon(\mathbf{r}_i) \) and the discretized Green’s tensor \( \mathbf{G}_{ij} = \mathbf{G}(\mathbf{r}_i, \mathbf{r}_j) \), we can rewrite Eq. (6) as a dense system of linear equations:

\[ \mathbf{E}_i = \mathbf{E}_i^0 + \sum_{j=1}^{N} \mathbf{G}_{ij} \kappa_0^2 \Delta \varepsilon_i \mathbf{E}_j V_j \]  

for \( i = 1, \ldots, N \). Formally, Eq. (7) does not hold for \( j = i \), as \( \mathbf{G}_{i,j} \) diverges in that case. As mentioned, a simple regularization scheme based on the Cauchy principal value of Eq. (6) must be used to handle this singularity, as described in [29, 37].

3.2 Finite elements

There are three main limitations in the finite differences discretization of Eq. (6): first, the electric field is approximated with piece-wise constant functions and cannot be known in an arbitrary point; second, cubic shape meshes used to discretized the geometry are often inappropriate to describe non-regular surfaces; third, the singularity of the Green’s tensor is handled in an approximate manner, with an accuracy that does not improve when the size of the mesh decreases. This impinges on the convergence of the technique, as the singularity of the Green’s tensor leads to exploding fields when the mesh size decreases.

To overcome these limitations, we recently introduced an alternative approach to discretize Eq. (6), based on finite elements [30]. In that case, we divide the scatterers into \( N \) tetrahedra (triangles in 2D) with volumes \( V_{\alpha} \) (surfaces \( V_{\alpha} \) in 2D), \( \alpha = 1, \ldots, N \). On each element \( \alpha \) we assume a constant dielectric contrast \( \Delta \varepsilon_\alpha \) and define \( m \) scalar basis functions \( f_\alpha^1, \ldots, f_\alpha^m \) that vanish outside \( \alpha \).
For the field $E(r)$ inside the scatterer we write

$$E(r) = \sum_{\alpha=1}^{N} \sum_{i=1}^{m} a^i_{\alpha} f^i_{\alpha}(r),$$

(8)

with $a^i_{\alpha}$ the unknown vectorial coefficients. Inserting Eq. (8) in Eq. (6), symmetrizing by multiplication with $\Delta \varepsilon(r)$ and applying Galerkin's scheme [38], we obtain the system of $m N \times m N$ vectorial equations

$$\sum_{j=1}^{m} b^i_{\alpha} a^j_{\beta} + \sum_{j=1}^{m} d^i_{\alpha \beta} \cdot a^j_{\alpha} = e^i_{\alpha}, \quad i = 1, \ldots, m, \quad \alpha = 1, \ldots, N$$

(9)

with

$$b^i_{\alpha} = \Delta \varepsilon_{\alpha} \int_{V_{\alpha}} dr f^i_{\alpha}(r) f^i_{\alpha}(r),$$

(10)

$$e^i_{\alpha} = \Delta \varepsilon_{\alpha} \int_{V_{\alpha}} dr f^i_{\alpha}(r) E^0(r),$$

(11)

$$d^i_{\alpha \beta} = \Delta \varepsilon_{\alpha} V_{\beta} \int_{V_{\alpha}} \int_{V_{\beta}} dr' G(r, r') f^i_{\beta}(r').$$

(12)

The numerical solution of Eq. (9) gives the unknown coefficients for the field inside the scatterer. The field outside the scatterer can then be determined from the field inside the scatterer using Eq. (6).

Standard Gaussian integration technique is applied to evaluate the integrals in Eqs. (10)–(12). To carry out this numerical quadrature, each finite element $\alpha$ is mapped onto a canonical element with a linear transformation. Like this, Gaussian points and weights defined on the canonical elements can be used [39, 40].

To handle the divergence of the Green’s tensor with finite elements, a special regularization scheme must be introduced. The main idea here is to subtract from the integrand a function with the same singular behavior, but which can be integrated analytically on a triangle (2D) or a tetrahedron (3D), as explained in detail in [30].

While the finite differences gives a peace-wise constant representation of the electric field within the scatterer, the finite elements allows the calculation of the field at any location in the scatterers using the continuous basis functions. Further, since tetrahedric meshes are used with the finite element scheme, arbitrary shape scatterers can be better approximated.

The finite differences scheme presented in Sect. 3.1 can be obtained as a special case of the finite elements discretization described in this section, by using constant basis functions and Dirac delta functions as test functions. In that case, Eqs. (9)–(12) lead exactly to a symmetrize version of Eq. (7). However, this requires another type of finite elements as the Galerkin scheme, with different sets of basis and test functions [38].

3.3 Green’s tensor

The Green’s tensor represents the response of a point source in the background medium. More precisely, each column $\beta$ of the $3 \times 3$ matrix $G_{\alpha \beta}(r, r')$ gives the 3 components $a = x, y, z$ of the electric field radiated at position $r$ by a dipole located at position $r'$ and oriented in the $\beta$-direction ($\beta = x, y, z$).

For an infinite homogeneous background, this dyadic is just the field radiated directly from $r'$ to $r$ and has a simple analytical form [29]. This is not the case for a surface, a stratified background, or a cavity. In that case, the field radiated at $r$ by a dipole located at $r'$ must also include the field reflected and refracted at any interface in the background. No analytical expressions exist in this case and the Green’s tensor must usually be computed numerically [31–34]. This is quite a complicated task, that is best accomplished by expressing the Green’s tensor in the reciprocal space of the background (Fourier space) and using the symmetry properties of the background in that space. The Green’s tensor is then obtained in direct space via inverse Fourier transform, i.e. via a numerical quadrature (so-called Sommerfeld integral). This quadrature, which represents the core of the computation is intricate as it involves several poles and branch cuts associated with the different electromagnetic modes that can be excited in the background. However, once the Green’s tensor associated with the background is known, the entire discretization can be restricted to the embedded scatterers.

Note that the Green’s tensor associated with the background has some additional intrinsic physical properties, which can be useful for investigating active sources such as fluorescent molecules or quantum dots embedded in the background [41–43].

3.4 Solution of the discretized equations

The system of equation resulting from the discretization [Eqs. (7) or (9)] is best solved numerically using an iterative solver [44, 45]. Let us mention that for specific backgrounds, the Green’s tensor does not have the same symmetry properties as in an infinite homogeneous space. In particular:

$$G(r, r') \neq G(r - r').$$

(13)

It is therefore not possible to rewrite Eqs. (6) as a convolution and use a 3D fast Fourier transform to perform the integration [46]. It is however possible to use reduced symmetry properties in one specific plane to expedite the computation [47].

It should be noted that when the dielectric contrast is strong or the scatterers volume important, the condition number of the matrix associated with Eqs. (7) or (9) becomes quite large, thereby requiring an extremely stable matrix solver. Iterative solvers such as conjugate gradients seem particularly well suited for that task [44].
4. Illustration of the influence of the background

The utilization of the Green’s tensor technique for complex scattering calculations is illustrated in this section. By using a scatterer of similar shape placed in different backgrounds, we emphasize the influence of the background and of the illumination mode on the behavior of the system.

The geometry of the first example is shown in Fig. 2(a): we consider the scattering by a dielectric cube made of glass (permittivity \( \varepsilon = 2.25 \), side \( a = 1 \, \mu\text{m} \)) illuminated with a plane wave incident on its lower left corner at \( 45^\circ \), TM-polarized with a vacuum incident wavelength \( \lambda = 1 \, \mu\text{m} \). The scatterer is embedded in an infinite homogeneous background with permittivity \( \varepsilon_B \). Figure 2(b), respectively 2(c), give the total electric field intensity when the background is air \( (\varepsilon_B = 1) \), respectively water \( (\varepsilon_B = 1.8) \).

When the contrast between the scatterer and the background is high, strong scattering occurs, leading to an important standing wave in front of the cube [Fig. 2(b)]. A modal structure develops inside the cube, as its dimensions are larger than the effective wavelength in the dielectric. A focusing effect is also visible at the top right corner of the scatterer. This effect appears even stronger in the case of a water background, Fig. 2(c). In that case, the backscattering is weaker, leading to smaller field values and a grayish figure [the same gray scale is used for Fig. 2(b) and (c)]. Notice also the smaller period for the standing wave in front of the cube for the water background, as the illumination wavelength is accordingly reduced. Although the background here is extremely simple, the ability to handle water opens many important applications, especially in biosensing, where optical diagnostics are now routinely used and optical simulations can help interpret the corresponding data.

Very different results are obtained if the cube is now placed in a stratified background, as illustrated in Fig. 3(b). The background is composed of five layers and defines two high permittivity slab waveguides with a 200 nm thickness, separated with an air gap of 1.9 \( \mu\text{m} \). The embedded scatterer has now a side \( a = 1.5 \, \mu\text{m} \) and is made of the same high permittivity material [Fig. 3(a)]. As illumination field we now choose the TM mode of the bottom waveguide at \( \lambda = 1.5 \, \mu\text{m} \).

The corresponding field intensity distribution is shown in Fig. 3(b). A strong mode is excited in the cavity, which couples to the waveguide in spite of the large separation distance between them. Some energy is even transferred to the upper waveguide. Since this coupling is purely resonant, the field distribution in the upper guide is mainly dictated by the cavity mode and the energy transport in the forward direction in that guide remains negligible.

Since the Green’s tensor is a fully vectorial approach, subtle effects, such as polarization coupling and crosstalks could also be investigated in that context [29, 48]. However, in the case of the single high symmetry resonator presented here, they remain very weak.
5. Summary

The Green’s tensor technique is advantageous since only a limited part of the system must be discretized, the background been accounted for by the Green’s tensor. The price to pay for this is a-priori knowledge of the Green’s tensor, which computation can be time consuming for certain backgrounds. The possibility to split the calculation into two steps (first the calculation of the field inside the scatterer and then the calculation of the field at any required point in the background) is also advantageous. It allows a minimal calculation in the first step, while the field in the background can be calculated later from the field in the scatterers. One drawback of the approach is the fact that it leads to full matrices, which require a fair amount of data storage for their solution.

Finally, as for the MoL which has been widely used in microwave as well as in optics, it should be mentioned that the Green’s tensor technique is also used for microwaves, especially in the context of antennae design [49–51].
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