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ABSTRACT

This paper describes the second author's implementation of the elliptic curve method for the factorization of integers as it is currently available in the computational algebra package Magma, which is under development at the University of Sydney.
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1 INTRODUCTION

The elliptic curve method (ECM) is an integer factorization method that was proposed by H. W. Lenstra, Jr., in 1985 [9]. Several authors (cf. [1, 11]) have proposed practical improvements on the original method. The resulting implementations of ECM currently provide the fastest means of finding factors of up to approximately 30 decimal digits. The purpose of this paper is to document the Magma implementation of ECM, which is based on a combination of ideas from [1, 3, 11, 16].

In Section 2 we recapitulate some basic facts about elliptic curves. In Section 3 we will describe the very simple and elegant ideas behind the original algorithm, and we will give an overview of the practical variant that we will describe in detail in
later sections. Section 4 is devoted to two different models of elliptic curves and the explicit addition algorithms on them. In Sections 5 and 6 the two main steps of ECM are described. Finally, in Section 7 we present some examples.

2 ELLIPTIC CURVES

To define elliptic curves modulo some integer \( n \), we first summarize well-known results for the special case that \( n \) is prime. Although these results are readily generalized to arbitrary finite fields, or to fields in general, we restrict our attention to prime order fields and refer the reader to [15].

2.1 Elliptic curves over \( \mathbb{F}_p \). Let \( p > 3 \) be a prime number. An elliptic curve \( E = E_{a,b} \) over a finite field \( \mathbb{F}_p \) of order \( p \) consists of a pair \( a, b \in \mathbb{F}_p \) for which \( 4a^3 + 27b^2 \neq 0 \). This pair is to be thought of as coefficients for a Weierstraß model

\[
Y^2 = X^3 + aXZ^2 + bZ^3
\]

of \( E \). The set of points \( E(\mathbb{F}_p) \) of \( E \) over \( \mathbb{F}_p \) is the set of projective solutions \((x : y : z)\) over \( \mathbb{F}_p \) to the Weierstraß equation (1); here a projective point \((x : y : z)\) over \( \mathbb{F}_p \) is an equivalence class of triples \((0, 0, 0) \neq (x, y, z) \in (\mathbb{F}_p)^3\), under the equivalence

\[
(x, y, z) \sim (x', y', z') \quad \iff \exists \alpha \in \mathbb{F}_p^* : x' = \alpha x, y' = \alpha y, z' = \alpha z
\]

where \( \mathbb{F}_p^* \) denotes the multiplicative group of units of \( \mathbb{F}_p \). Since \( z \) may be thought of as the denominator of the point \((x : y : z)\), we will call the elements of \( E(\mathbb{F}_p) \) with \( z \neq 0 \) the finite points on \( E \); the point \( O = (0 : 1 : 0) \) is the only point on \( E \) at infinity.

The set \( E(\mathbb{F}_p) \) forms an abelian group, usually written additively. The zero element is the point \( O = (0 : 1 : 0) \).

The addition of points \( P = (x_1 : y_1 : z_1) \) and \( Q = (x_2 : y_2 : z_2) \) can be given explicitly and uniformly by simple polynomials in the coordinates of the points and the coefficient \( a \) as follows, using the rule that the sum of two points on the curve is the opposite of the third point of intersection of the curve with the line joining the two points (see [15] for more details). First of all \( P + O = O + P = P \) for any \( P \). Next assume that both \( P \) and \( Q \) are non-zero. If \( x_1 = \alpha x_2, y_1 = -\alpha y_2 \) and \( z_1 = \alpha z_2 \) for some \( \alpha \in \mathbb{F}_p^* \), then \( P + Q = O \); in other words, the opposite \(- (x : y : z)\) of a point on \( E \) is given by \((x : -y : z)\). In all other cases the intersection of the curve and the line \( y = \lambda x + \nu z \) joining \( P \) and \( Q \) is determined, where this line is taken to be the tangent to the curve if \( P = Q \). Explicitly, with

\[
\lambda = \begin{cases} 
\frac{3x_1^2 + ax_1^2}{2y_1z_1} & \text{if } P = Q \\
\frac{y_1z_2 - y_2z_1}{x_1z_2 - x_2z_1} & \text{if } P \neq Q
\end{cases}
\]
we find \( P + Q = (x_3 : y_3 : z_3) \) with
\[
\begin{align*}
\frac{x_2}{z_3} &= \lambda^2 - \frac{x_1}{z_1} - \frac{x_2}{z_2} \\
\frac{y_2}{z_3} &= \lambda \left( \frac{x_1}{z_1} - \frac{x_2}{z_2} \right) - \frac{y_1}{z_1} .
\end{align*}
\]

(3)

Two elliptic curves \( E = E_{a,b} \) and \( E' = E_{a',b'} \) over \( \mathbb{F}_p \) are isomorphic if there exists \( u \in \mathbb{F}_p^* \) such that \( a' = u^4 a \) and \( b' = u^6 b \); the map sending \( (x : y : z) \) to \( (u^2 x : u^3 y : z) \) gives an isomorphism between the groups of points of \( E \) and \( E' \).

### 2.2 Elliptic curves modulo \( n \).

We must generalize the above concept of elliptic curves slightly, to define curves modulo any integer \( n \); from now on we will assume that \( n \) is not divisible by 2 or 3. An elliptic curve \( E = E_{a,b} \) over \( \mathbb{Z}/n\mathbb{Z} \) consists of a pair \( a,b \in \mathbb{Z}/n\mathbb{Z} \) for which \( 4a^3 + 27b^2 \in (\mathbb{Z}/n\mathbb{Z})^* \). The set of points \( E(\mathbb{Z}/n\mathbb{Z}) \) of \( E \) modulo \( n \) is the set of projective solutions \( (x : y : z) \) to (1) over \( \mathbb{Z}/n\mathbb{Z} \); a projective point \( (x : y : z) \) over \( \mathbb{Z}/n\mathbb{Z} \) is an equivalence class of triples \( (x,y,z) \in (\mathbb{Z}/n\mathbb{Z})^3 \) for which \( \gcd(x,y,z,n) = 1 \), under the equivalence

\[
(x,y,z) \sim (x',y',z') \iff \exists \alpha \in (\mathbb{Z}/n\mathbb{Z})^* : x' = \alpha x, y' = \alpha y, z' = \alpha z .
\]

Again it is true that \( E(\mathbb{Z}/n\mathbb{Z}) \) can be made into an abelian group [10], but we will not need this fact. Note that over \( \mathbb{Z}/n\mathbb{Z} \) it is not necessarily true any more that \( O = (0 : 1 : 0) \) is the only point on \( E \) with \( z = 0 \).

We will call the elements of \( E(\mathbb{Z}/n\mathbb{Z}) \) with \( z = 1 \) everywhere finite, for the following reason. Taking \( \bar{a} = a \mod p \) and \( \bar{b} = b \mod p \) modulo some prime \( p \) dividing \( n \), the elliptic curve \( E_{\bar{a},\bar{b}} \) over \( \mathbb{Z}/n\mathbb{Z} \) gives rise to an elliptic curve \( E_{\bar{a},\bar{b}} \) over \( \mathbb{F}_p \). Any point in \( E(\mathbb{Z}/n\mathbb{Z}) \) gives a point in \( E(\mathbb{F}_p) \) when we take its coordinates modulo \( p \) (reduction of \( E \) modulo \( p \)). Only those elements of \( E(\mathbb{Z}/n\mathbb{Z}) \) that are everywhere finite yield a finite point on \( E \) over \( \mathbb{F}_p \) for every \( p \) dividing \( n \). Note that a triple \( (x,y,z) \) with \( x,y,z \in \mathbb{Z}/n\mathbb{Z} \) satisfying (1) thus defines an everywhere finite point if and only if \( \gcd(z,n) = 1 \).

Two curves \( E = E_{a,b} \) and \( E' = E_{a',b'} \) over \( \mathbb{Z}/n\mathbb{Z} \) will be called isomorphic again if there exists \( u \in (\mathbb{Z}/n\mathbb{Z})^* \) such that \( a' = u^4 a \) and \( b' = u^6 b \).

### 2.3 Partial addition and scalar multiplication.

For an elliptic curve modulo \( n \) a partial addition algorithm is an algorithm that does the following. Given two points \( P, Q \in E(\mathbb{Z}/n\mathbb{Z}) \) that are each either \( O \) or everywhere finite, the algorithm determines either a non-trivial divisor of \( n \), or a point \( R \in E(\mathbb{Z}/n\mathbb{Z}) \) that again is \( O \) or everywhere finite, but in any case has the property that for every prime divisor \( p \) of \( n \) the reductions \( P_p, Q_p, R_p \) of \( P, Q, R \) modulo \( p \) satisfy \( R_p = P_p + Q_p \), in the abelian group \( E(\mathbb{F}_p) \).

We will describe partial addition algorithms explicitly in Section 4.
By repeated application of the partial addition algorithm, one gets a \textit{partial scalar multiplication} algorithm which, for given \( k \in \mathbb{Z}_{\geq 1} \) and everywhere finite point \( P \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z}) \), determines either a non-trivial divisor of \( n \), or a point \( R \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z}) \) that may be \((0 : 1 : 0)\) or everywhere finite, with the property that the reduction modulo any prime \( p \) dividing \( n \) satisfies \( R_p = kP_p \) in \( \mathcal{E}(\mathbb{F}_p) \).

\section{THE ELLIPTIC CURVE METHOD}

Lenstra’s original elliptic curve method can be briefly described as follows.

\subsection{Elliptic curve method.}

Let \( n \in \mathbb{Z}_{>1} \) be an integer coprime to 6, and not of the form \( n = m^e \) with \( m, e \in \mathbb{Z}_{>1} \). To find a non-trivial factor of \( n \), repeat the following two steps until such factor has been found.

(i) Select a random pair \((E, P)\), consisting of an elliptic curve \( E \) modulo \( n \) and an everywhere finite point \( P \) on \( E \).

(ii) Select a suitable positive integer \( k \) and apply the partial multiplication algorithm to compute \( Q = kP \).

\subsection{Remarks.}

The obvious way to choose a pair \((E, P)\) of an elliptic curve and a point, is to put \( z = 1 \), choose \( x, y, a \in \mathbb{Z}/n\mathbb{Z} \) at random, and let \( b \) be determined by the equation \( y^2z = x^3 + axz^2 + bz^3 \). (We will show in Section 5 what we do in practice.) It may be that \( \gcd(n, abxy) \) is non-trivial, in which case the algorithm terminates in Step (i). Usually however, a factor of \( n \) will be found in Step (ii), during the execution of the partial multiplication algorithm. We explain next how this can happen, and how to choose \( k \) to improve the chances.

\subsection{The choice of \( k \).}

Suppose that \( p \) and \( q \) are different prime factors of \( n \). If \( k \) is a multiple of the order of \( P_p \) in \( \mathcal{E}(\mathbb{F}_p) \) but not a multiple of the order of \( P_q \) in \( \mathcal{E}(\mathbb{F}_q) \), then the partial multiplication algorithm on \( k \) and \( P \) must yield a non-trivial divisor of \( n \). For suppose that it succeeded in finding the point \( Q = kP \) on \( \mathcal{E}(\mathbb{Z}/n\mathbb{Z}) \); then \( Q_p \equiv kP \equiv \mathcal{O} \), the zero element in \( \mathcal{E}(\mathbb{F}_p) \), so \( Q \) cannot be everywhere finite and hence it equals \((0 : 1 : 0)\) in \( \mathcal{E}(\mathbb{Z}/n\mathbb{Z}) \). But in that case also \( kP_q = Q_q = \mathcal{O} \) in \( \mathcal{E}(\mathbb{F}_q) \), which contradicts the assumption that \( k \) is not a multiple of the order of \( P_q \) in \( \mathcal{E}(\mathbb{F}_q) \).

If one chooses \( k \) as the product of "small" prime powers, it may happen that after some trials in (3.1) one will hit a pair \((E, P)\) for which the order of \( P \) is a divisor of \( k \) on \( E \) modulo the smallest prime divisor \( p \) of \( n \), but not so for the other primes dividing \( n \). Let

\[ B_1 = e^{(1+o(1)) \sqrt{(\log p \log \log p)/2}} \quad \text{with} \quad p \to \infty. \]
Under a mild (but unproved) hypothesis on the smoothness of random integers in intervals, it has been shown in [9] that using ECM one may expect to find the smallest prime $p$ dividing $n$ in $B_1$ trials with

$$k = \prod_{r \leq B_1} r^{t_r}$$

where $t_r \in \mathbb{Z}_{\geq 0}$ is maximal such that $r^{t_r} \leq p + 2\sqrt{p} + 1$. Because each trial takes time $O((\log n)^2 B_1)$ this leads to a total expected time $O((\log n)^2 B_1^2)$. The value for $k$ depends on $p$, thus is not known beforehand. Typically, for each new trial one selects a $k$ that is slightly bigger than the previous one. In this way both the run-time and the probability of success per trial increase slowly. See Section 7 for examples.

### 3.4 Practical improvements.

So far, we have only described ECM in theory. In practice the performance of ECM is greatly enhanced by adding a second phase to each trial. One possible extension is to compute $qQ$ for a number of primes $q$ that do not occur in $k$. If $n$ has a prime divisor $p$ such that the order of $P_p$ divides $k$ times one of the $q$'s, then $p$ will most likely be detected. This computation can be carried out quite efficiently, as shown in [11], and considerably increases the probability of success per trial. Another extension is to apply the idea from Pollard's $\rho$-method by simulating a random walk in the group generated by $Q$ and wait for a collision to occur, cf. [1]. This is the approach that we have chosen in our implementation for reasons described in Section 7; it will be described in detail in Section 6.

Other improvements that have been incorporated in our implementation are concerned with the choice of the initial curve and point, and the parameterization of the curve. They will be described in sections 4 and 5.

As a result, our ECM implementation can be outlined as follows.

### 3.5 Algorithm.

Let $n \in \mathbb{Z}_{>1}$ be an integer coprime to 6, and not of the form $n = m^e$ with $m, e \in \mathbb{Z}_{>1}$. Repeat the following steps until a non-trivial factor of $n$ has been found.

1. **Curve setup:** select a random pair $(E, P)$ consisting of an elliptic curve $E$ modulo $n$ and an everywhere finite point $P$ on $E(\mathbb{Z}/n\mathbb{Z})$, such that the order of $E(F_p)$ for any prime $p$ dividing $n$ is divisible by 12, cf. Section 5.

2. **First phase:** select a suitable positive integer $k$ and apply the partial multiplication algorithm to determine $Q = kP$, cf. Section 5.

3. **Second phase:** simulate a random walk $Q_1 = (x_1 : y_1 : 1)$, $Q_2 = (x_2 : y_2 : 1)$, \ldots in $\langle Q \rangle$; compute $\gcd(n, \prod(x_i - x_j))$, for $i, j$ as described in Section 6.
4 CURVE PARAMETERIZATIONS

In the first phase of Algorithm (3.5) it is advantageous to use another parametrization of the elliptic curve than the usual Weierstraß form; we follow the approach suggested by Chudnovsky, Montgomery, and Suyama (cf. [3]; [11]; [16]). For the second phase it is more efficient to transform back to the Weierstraß form (1).

In this section we describe partial addition and multiplication algorithms for both parameterizations of the elliptic curve.

4.1 Partial scalar multiplication in the Weierstraß model. We first describe a partial addition algorithm for two points \( P, Q \in E(\mathbb{Z}/\pi \mathbb{Z}) \), with \( E \) as in (1) (i.e., in the Weierstraß model), satisfying the description in (2.3). Next we discuss how this can be used to formulate a partial scalar multiplication algorithm. Because we will only encounter points \((x : y : z)\) that are either equal to the zero point \(O = (0 : 1 : 0)\) or everywhere finite (i.e. \(z = 1\)), we will only keep track of the affine coordinates \((x, y)\) of the non-zero points.

It should be understood that if any of the algorithms described here fails, a non-trivial factor of \(\pi\) has been detected. Because we only intend to apply them in algorithms that attempt to factor \(\pi\), failure implies that the factoring attempt was successful.

4.1.1 Partial addition. Let \( P, Q \in E(\mathbb{Z}/\pi \mathbb{Z}) \), both either \(O\) or everywhere finite. We describe a method that either finds a non-trivial factor of \(\pi\), or computes an element \(R \in E(\mathbb{Z}/\pi \mathbb{Z})\) that can be interpreted as the sum \(P + Q\) of \(P\) and \(Q\), as in (2.3). First, for any \(P\) we have again that \(P + O = O + P = P\). Now assume that \(P\) and \(Q\) are everywhere finite; we can work affinely: \(P = (x_1, y_1)\) and \(Q = (x_2, y_2)\). If \(x_1 = x_2\) and \(y_1 = -y_2\), put \(R = O\). Otherwise, attempt to compute (cf. (2))

\[
\lambda = \begin{cases} 
3x_1^2 + a & \text{if } x_1 = x_2 \\
\frac{y_1 - y_2}{x_1 - x_2} & \text{if } x_1 \neq x_2 
\end{cases}
\]

in \(\mathbb{Z}/\pi \mathbb{Z}\). If \(\lambda\) could be computed put \(x = \lambda^2 - x_1 - x_2\) and \(R = (x, \lambda(x_1 - x) - y_1)\) (cf. (3)); otherwise a non-trivial factor of \(\pi\) has been detected. It follows that a point can be doubled in eight additions, two squarings, two multiplications, and one inversion modulo \(\pi\) (where the multiplication by 3 accounts for two additions); addition of two distinct points can be done in six additions, one squaring, two multiplications and one inversion modulo \(\pi\).

To compute \(P - Q\), apply the above to \(P\) and \(-Q = (x_2, -y_2)\).

4.1.2 Partial scalar multiplication. Let \(P \in E(\mathbb{Z}/\pi \mathbb{Z})\) and let \(m\) be some positive integer. There are many ways to compute \(mP \in E(\mathbb{Z}/\pi \mathbb{Z})\) (or a factor
of \( n \) using (4.1.1). The ordinary "double and add" strategy, for instance, works as follows. Let \( m = \sum_{i=0}^{r} m_i 2^i \) with \( m_i \in \{0, 1\} \) and \( m_r \neq 0 \), and let \( Q = P \). For \( i = r-1, r-2, \ldots, 0 \) in succession, first replace \( Q \) by \( Q + Q \) and next if \( m_i = 1 \) replace \( Q \) by \( Q + P \) (cf. (4.1.1)). As a result we have \( Q = mP \) unless one of the steps failed, in which case a factor of \( n \) has been detected. For a randomly chosen \( m \) approximately half of the \( m_i \) will be equal to 1, so that \( mP \) can be computed in about \( 11 \log_2 m \) additions, \( 2.5 \log_2 m \) squarings, \( 3 \log_2 m \) multiplications, and \( 1.5 \log_2 m \) inversions modulo \( n \).

Other strategies might use different addition chains and, for instance, minimize the number of doublings (which are more expensive than additions) and/or introduce subtractions (which are as hard as additions). In [4] the ordinary approach is used, but the \( m \)s are constructed such that there are only a few \( m_i \) equal to 1 per \( m \); this led to a speed up of 18%. In Magma we use the 4-ary approach: write \( m = \sum_{i=0}^{r} m_i 4^i \) with \( m_i \in \{0, 1, 2, 3\} \) and \( m_r \neq 0 \), pre-compute \( 3P \) if at least one of the \( m_i \) equals 3, and build \( mP \) in the obvious way using two doublings and at most one addition per \( i \).

4.2 The Montgomery model. In this subsection we describe the model for elliptic curves proposed in [11].

Suppose that \( (x : y : z) \) is a point on an elliptic curve given by the Weierstraß equation (1). Suppose moreover that the coefficients \( a, b \) of the curve are of the form

\[
    a = (1 - \frac{1}{3} \hat{a}^2) \bar{b}^{-2} \quad \text{and} \quad b = (\frac{27}{2} \hat{a}^3 - \frac{1}{3} \hat{a}) \bar{b}^{-3}
\]

for certain \( \hat{a}, \bar{b} \) in the field of definition of the curve. A straightforward calculation then shows that the projective point \( (\bar{x} : \bar{y} : \bar{z}) = ((\bar{b} x - \frac{1}{3} \hat{a} x): \bar{y}: z) \) satisfies the equation:

\[
    \tilde{E}_{\hat{a}, \bar{b}} : \bar{y}^2 Z = X^3 + \hat{a} X^2 Z + X Z^2.
\]

Thus, a linear transformation converts the Weierstraß form (1) into the Montgomery form (6), if it exists for this particular curve. Conversely, the inverse of the above transformation clearly converts any curve in Montgomery form to a curve in Weierstraß form, and this represents an elliptic curve provided \( 4 \hat{a}^3 + 27 \bar{b}^2 \neq 0 \); that is, \( \bar{b} \neq 0 \) and \( \hat{a}^2 \neq 4 \).

Below we will point out why partial multiplication is more efficient on a curve in Montgomery form. Since the elliptic curve method allows us a free choice of elliptic curve, we simply start out with a point on some curve in Montgomery form (see Section 5 on how this is done), and transform back to Weierstraß form for the second phase (cf. Remark (6.5)).

Let \( \tilde{E} = \tilde{E}_{\hat{a}, \bar{b}} \) be an elliptic curve over \( \mathbb{Z}/n\mathbb{Z} \) in Montgomery form, where we assume that \( \gcd(n, \bar{b}(\hat{a} + 2)(\hat{a} - 2)) = 1 \). The curve parameterization in (6) allows
us to compute the \( \bar{x} \) and \( \bar{z} \) coordinate of the sum of two points in \( E(\mathbb{Z}/n\mathbb{Z}) \), if the \( \bar{x} \) and \( \bar{z} \) coordinates of the two points and of their difference is known: in (4.3) we describe how this can be done (cf. [111]) and how it can be used in a partial scalar multiplication algorithm that, given the \( \bar{x} \) and \( \bar{z} \) coordinates of an initial point in \( E(\mathbb{Z}/n\mathbb{Z}) \), computes the \( \bar{x} \) and \( \bar{z} \) coordinate of any scalar multiple (or finds a factor of \( n \)). Since only the \( \bar{x} \) and \( \bar{z} \) coordinates are involved, it suffices to obtain an initial point \( (\bar{x} : \bar{y} : \bar{z}) \in E_{\bar{a}, \bar{b}}(\mathbb{Z}/n\mathbb{Z}) \) for which we can show the existence of \( \bar{y} \) without the need to actually construct it. More precisely, we will show in (5.1) how \( \bar{x} \), \( \bar{a} \) and \( \bar{b} \) can be chosen such that \( \bar{b}^{-1}(\bar{x}^3 + \bar{a} \bar{x}^2 + \bar{x}) \) is the square of an integer \( \bar{y} \).

To indicate that the \( \bar{y} \)-coordinate does not enter into any of the formulas, it will often be replaced by an underline ('\_').

Let \( (\bar{x} : _\_ : 1) \in E(\mathbb{Z}/n\mathbb{Z}) \), with \( \bar{E} = E_{\bar{a}, \bar{b}} \) as in (6), so \( \bar{b} \bar{y}^2 = \bar{x}^3 + \bar{a} \bar{x}^2 + \bar{x} \) for some unspecified \( \bar{y} \) in \( \mathbb{Z}/n\mathbb{Z} \). To transform any such point \( (\bar{x} : _\_ : 1) \) to a point on a curve in the Weierstraß model (1), put

\[
\begin{align*}
t & = \bar{x}^3 + \bar{a} \bar{x}^2 + \bar{x} \\
a' & = (1 - \frac{1}{3} \bar{a}^2) t^{-2} \\
b' & = \frac{1}{3} \left( \frac{2}{3} \bar{a}^3 - \bar{a} \right) t^{-3}
\end{align*}
\]

then

\[
(x, y) = \left( (\bar{x} + \frac{1}{3} \bar{a}) t^{-1} : t^{-1} : 1 \right) \in E_{a', b'}(\mathbb{Z}/n\mathbb{Z})
\]

provided that \( t \in (\mathbb{Z}/n\mathbb{Z})^\times \). Since \( t = \bar{b} \bar{y}^2 \), we see that \( a = \bar{y}^4 a' \) and \( b = \bar{y}^6 b' \), with \( a, b \) as in (5), and therefore \( E_{a, b} \) and \( E_{a', b'} \) are isomorphic (cf. (2.2)). Hence it is possible to transform to the Weierstraß form of the curve without explicitly specifying \( \bar{y} \). Since \( \bar{b} \) is also not needed here, and since it will not appear in the partial addition and multiplication below either, there will be no need to compute it.

Note that is not necessary to actually compute \( b \) or \( b' \) either, because it is not needed for the scalar multiplication in the Weierstraß model (cf. (4.1)).

### 4.3 The group law in the Montgomery model.

We will use the transformation

\[
(\bar{x}, y, z) = \left( \frac{\bar{x}}{b} + \frac{\bar{a} \bar{z}}{3b}, \frac{\bar{y}}{b}, \bar{z} \right)
\]

to transform a point \( (\bar{x} : \bar{y} : \bar{z}) \) on an elliptic curve in Montgomery model (6) to a point \( (x : y : z) \) on the curve in Weierstraß form (1), with \( a, b \) as in (5). Combining this with the explicit group law from (2.1) (cf. (2) and (3)), we will derive the explicit group law on an elliptic curve over a finite field in Montgomery form. As in (4.1), this is used to define partial addition on such a curve over \( \mathbb{Z}/n\mathbb{Z} \), by interpreting divisions as taking inverses modulo \( n \) (if possible).

Let \( P = (\bar{x}_1 : \bar{y}_1 : \bar{z}_1) \) and \( Q = (\bar{x}_2 : \bar{y}_2 : \bar{z}_2) \) be points on

\[
E_{\bar{a}, \bar{b}} : \quad \bar{b} y^2 Z = X^3 + \bar{a} X^2 Z + X Z^2.
\]
If either point equals \((0 : 1 : 0)\) or if the points are opposites (i.e. \((\bar{x}_1 : \bar{y}_1 : \bar{z}_1) = (\bar{x}_2 : -\bar{y}_2 : \bar{z}_2)\)), the sum \(P + Q = (\bar{x}_3 : \bar{y}_3 : \bar{z}_3)\) is found as usual. So suppose that this is not the case.

If \(P \neq Q\) it follows from (2) and (9) that

\[
\lambda = \frac{y_1 z_2 - y_2 z_1}{x_1 z_2 - x_2 z_1} = \frac{\bar{y}_1 \bar{z}_2 - \bar{y}_2 \bar{z}_1}{\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1};
\]

therefore (3), (6) and (9) imply

\[
\frac{\bar{x}_3}{\bar{z}_3} = \frac{b}{\bar{b}} \left( \frac{\bar{y}_1 \bar{z}_2 - \bar{y}_2 \bar{z}_1}{\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1} \right)^2 - \left( \frac{\bar{x}_1}{\bar{z}_1} + \frac{\bar{x}_2}{\bar{z}_2} \right) - \bar{a}
\]

\[
= \frac{\left(b \bar{y}_1^2 \bar{z}_1 - \bar{x}_1^3 - \bar{a} \bar{x}_1^2 \bar{z}_1^2\right) \bar{z}_2^3 + \left(\bar{b} \bar{y}_2^2 \bar{z}_2 - \bar{x}_2^3 - \bar{a} \bar{x}_2^2 \bar{z}_2^2\right) \bar{z}_1^3}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2 (\bar{z}_1 \bar{z}_2)}
\]

\[
+ \frac{-2 \bar{b} \bar{y}_1 \bar{y}_2 \bar{z}_1 \bar{z}_2^2 + \bar{x}_1 \bar{x}_2 \bar{z}_1 \bar{z}_2 (\bar{x}_1 \bar{z}_2 + \bar{x}_2 \bar{z}_1) + 2 \bar{a} \bar{z}_1 \bar{z}_2}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2 (\bar{z}_1 \bar{z}_2)}
\]

\[
= \frac{-2 \bar{b} \bar{y}_1 \bar{y}_2 \bar{z}_1 \bar{z}_2 + \bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 + \bar{x}_2 \bar{z}_1) + 2 \bar{a} \bar{z}_1 \bar{z}_2}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2 (\bar{z}_1 \bar{z}_2)}
\]

\[
= \frac{\bar{b} (\bar{x}_2 \bar{y}_1 - \bar{x}_1 \bar{y}_2)^2 \bar{z}_1 \bar{z}_2}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)}.
\]

The difference \((\bar{x}_4 : \bar{y}_4 : \bar{z}_4) = P - Q\) will then be given by

\[
\frac{\bar{x}_4}{\bar{z}_4} = \frac{\bar{b} (\bar{x}_2 \bar{y}_1 + \bar{x}_1 \bar{y}_2)^2 \bar{z}_1 \bar{z}_2}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)};
\]

combined they imply

\[
\frac{\bar{x}_3 \bar{x}_4}{\bar{z}_3 \bar{z}_4} = \frac{\bar{b} \bar{y}_2 (\bar{x}_1 \bar{y}_1 - \bar{x}_2 \bar{y}_2)^2 \bar{z}_1 \bar{z}_2}{\bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^4} = \frac{(\bar{x}_1 \bar{y}_2 \bar{y}_1 \bar{z}_1 \bar{z}_2 - \bar{x}_1 \bar{b} \bar{y}_2 \bar{y}_1 \bar{z}_1 \bar{z}_2)^2}{\bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^4}
\]

\[
= \frac{\left(\bar{x}_3 \bar{z}_2 (\bar{x}_1^3 + \bar{a} \bar{x}_1^2 \bar{z}_1 + \bar{x}_1 \bar{z}_1) - \bar{x}_2^3 \bar{z}_1 (\bar{x}_2^3 + \bar{a} \bar{x}_2^2 \bar{z}_2 + \bar{x}_2 \bar{z}_2))^2}{\bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^4}
\]

\[
= \frac{\bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 - \bar{z}_1 \bar{z}_2))^2}{\bar{x}_1 \bar{x}_2 (\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^4}
\]

\[
= \frac{(\bar{x}_1 \bar{z}_2 - \bar{z}_1 \bar{z}_2)^2}{(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^4}.
\]

The latter equation will enable us to compute \(\bar{x}\) and \(\bar{z}\) for the sum of two points once they are known for the difference.

If \(Q = P\) then (cf. (2), (5), and (9)), dropping the subscripts,

\[
\lambda = \frac{3 x^2 + a z^2}{2 y z} = \frac{b^{-2} (3 (\bar{x} + \bar{a} \bar{z})^2 + (1 - \frac{1}{3} a^2) \bar{z}^2)}{2 \bar{y} \bar{z} \bar{b}^{-1}} = \frac{3 \bar{x}^2 + 2 \bar{a} \bar{x} \bar{z} + \bar{z}^2}{2 \bar{b} \bar{y} \bar{z}}
\]
so by (3) and (9)

$$\frac{\bar{x}_3}{\bar{z}_3} = \bar{b} \lambda^2 - 2 \bar{x} \bar{z} - \bar{a} = \frac{\bar{b}(3 \bar{x}^2 + 2 \bar{a} \bar{x} \bar{z} + \bar{z}^2)^2 - 8 \bar{b}^2 \bar{x} \bar{y} \bar{z} - 4 \bar{a} \bar{b}^2 \bar{y} \bar{z}^2}{4 \bar{b}^2 \bar{y} \bar{z}^2}$$

and therefore, using the equation of the curve again,

$$\frac{\bar{x}_3}{\bar{z}_3} = \frac{(\bar{x}^2 - \bar{z}^2)^2}{4 \bar{x}(\bar{x}^3 + \bar{a} \bar{x}^2 \bar{z} + \bar{a} \bar{z}^2)^2} = \frac{(\bar{x} + \bar{z})(\bar{x} - \bar{z})^2}{4 \bar{x} \bar{z}((\bar{x} - \bar{z})^2 + 4 \bar{x} \bar{z}(\frac{\bar{a} + \bar{2})}{4})}.$$ 

Note that neither \(\bar{y}_1, \bar{y}_2\) nor \(\bar{b}\) appears in (10) or (11).

### 4.4 Scalar multiplication in the Montgomery model

We can now describe how any point in \(\mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) can be doubled and how the sum of two distinct points in \(\mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) can be computed if their difference is known, with \(\mathcal{E}\) as in (6). Finally, we present the resulting scalar multiplication. For any \((\bar{x} : \_ : \bar{z}) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) we keep track of \(\bar{x} - \bar{z}\) and \(\bar{x} + \bar{z}\) as well, at the cost of two additions.

#### 4.4.1 Doubling

Let \((\bar{x} : \_ : \bar{z}) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\), and assume that \(\frac{1}{4}(\bar{a} + 2)\) has been pre-computed. To compute \(2(\bar{x} : \_ : \bar{z}) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) first compute \(4\bar{x}\bar{z}\) as \((\bar{x} + \bar{z})^2 - (\bar{x} - \bar{z})^2\) in two squarings and one addition. Since

$$2(\bar{x} : \_ : \bar{z}) = \left(\left((\bar{x} + \bar{z})(\bar{x} - \bar{z})^2 : \_ : 4\bar{x}\bar{z}((\bar{x} - \bar{z})^2 + 4\bar{x}\bar{z}(\frac{\bar{a} + \bar{2})}{4})\right)\right)$$

by (11), doubling of a point can be done in four additions, two squarings and three multiplications, all of them modulo \(n\).

#### 4.4.2 Computing the sum given the difference (cf.[11])

Let \((\bar{x}_i : \_ : \bar{z}_i) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) for \(i = 1, 2, 4\) such that \((\bar{x}_1 : \_ : \bar{z}_1) - (\bar{x}_2 : \_ : \bar{z}_2) = (\bar{x}_4 : \_ : \bar{z}_4)\) in \(\mathcal{E}(\mathbb{Z}/n\mathbb{Z})\). To compute \((\bar{x}_1 : \_ : \bar{z}_1) + (\bar{x}_2 : \_ : \bar{z}_2) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) first compute \(t_1 = (\bar{x}_1 - \bar{z}_1)(\bar{x}_2 + \bar{z}_2)\) and \(t_2 = (\bar{x}_1 + \bar{z}_1)(\bar{x}_2 - \bar{z}_2)\) in two multiplications. Put

$$\left((\bar{x}_3 : \_ : \bar{z}_3) = \left((\bar{x}_4(t_1 + t_2)^2 : \_ : \bar{x}_4(t_1 - t_2)^2)\right) = \left(4\bar{x}_4(\bar{x}_1 \bar{x}_2 - \bar{z}_1 \bar{z}_2)^2 : \_ : 4\bar{x}_4(\bar{x}_1 \bar{z}_2 - \bar{x}_2 \bar{z}_1)^2\right)\right)$$

which equals \((\bar{x}_1 : \_ : \bar{z}_1) + (\bar{x}_2 : \_ : \bar{z}_2)\) by (10); this takes two additions, two squarings, and two multiplications. It follows that the sum can be computed in four additions, two squarings, and four multiplications, all modulo \(n\).

Notice that we need only three multiplications if \(\bar{z}_4 = 1\), and that \(\bar{b}\) does indeed not enter into any of the formulas.

#### 4.4.3 Scalar multiplication

Let \(P_1 = (\bar{x}_1 : \_ : \bar{z}_1) \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\), and let \(m > 2\) be some odd positive integer. To compute \(mP_1 \in \mathcal{E}(\mathbb{Z}/n\mathbb{Z})\) we proceed as follows.
Let \((P_2, P_3) = (P_1, P_1 + P_1)\) be a pair of points in \(\tilde{E}(\mathbb{Z}/n\mathbb{Z})\), computed using (4.4.1), let \(r\) be such that \(2^r < m < 2^{r+1}\) and let \(2^{r+1} - m = \sum_{i=0}^{r-1} m_i 2^i\) with \(m_i \in \{0, 1\}\). For \(i = r - 1, r - 2, \ldots, 0\) in succession replace \((P_2, P_3)\) by \((P_2 + P_3, P_3 + P_3)\) if \(m_i = 0\) and by \((P_2 + P_2, P_2 + P_3)\) if \(m_i = 1\); now because the difference \(P_3 - P_2 = P_1\) throughout this computation, it can be carried out using just (4.4.1) and (4.4.2). As a result we have that the final \(P_3\) equals \(mP_1 \in \tilde{E}(\mathbb{Z}/n\mathbb{Z})\).

This takes \(8 \log_2 m\) additions, \(4 \log_2 m\) squarings and \(7 \log_2 m\) multiplications; the latter can be reduced to \(6 \log_2 m\) if \(\bar{x}_1 = 1\). Notice that for \(i = 0\) (and therefore \(m_0 = 1\) since \(m\) is odd) the computation of \(P_2 + P_2\) can be omitted, and that \(P_2 + P_2 = P_3\) if \(m_{r-1} = 1\).

To compute \(mP_1\) for even \(m\) we apply this procedure to \(P_1\) and the odd part of \(m\), followed by one or more doublings as in (4.4.1).

5 CURVE SET-UP AND FIRST PHASE

In this section we describe how we carry out Steps (i) and (ii) of Algorithm (3.5).

5.1 Curve setup. We follow Suyama's suggestion [16] to obtain a random curve and point on that curve. Let \(u, v \in \mathbb{Q}\) be such that \(uv (u^2 - 1)(9u^2 - 1) \neq 0\) and let \(\tilde{a} = (-3u^4 - 6u^2 + 1)/(4u^3)\) and \(\tilde{b} = (u^2 - 1)^2/(4uv^2)\). For \(p\) not dividing \(\tilde{b}(\tilde{a} + 2)(\tilde{a} - 2)\) the equation (6) defines an elliptic curve, and for this choice of \(\tilde{a}\) and \(\tilde{b}\) the order of \(\tilde{E}_{\tilde{a}, \tilde{b}}(\mathbb{F}_p)\) will be divisible by 12. To obtain a non-trivial point \((\tilde{x}_0 : -1 : 1)\) on \(\tilde{E}_{\tilde{a}, \tilde{b}}\) over \(\mathbb{Z}/n\mathbb{Z}\), one takes \(\tilde{x}_0 = (3u/4)\) mod \(n\); this implies that \(u\) must be chosen such that

\[
u \left( \tilde{x}_0^3 + \tilde{x}_0^2 - \frac{3u^4 - 6u^2 + 1}{4u^3} + \tilde{x}_0 \right) = \frac{9 - 6u^2}{64}\]

is a square. This can for instance be achieved by putting \(u = 6s/(s^2 + 6)\) for some randomly selected \(s \in \mathbb{Z}/n\mathbb{Z}\) (cf. [11], also for other choices of initial points). Since explicit values for \(\bar{y}_0\) and \(\bar{b}\) are not needed, \(v\) can be left unspecified.

In the first phase we attempt to compute \(Q = kP\), for some appropriately chosen integer \(k\). As indicated in (3.3), the optimal choice for \(k\) (and the total number of trials in (3.5)) depends on the size of the smallest prime factor \(p\) of \(n\). Because \(p\) is usually unknown in practice, one often simply picks some value for \(B_1\), depending on the size of factors one would hope or expect to find, and defines

\[
k = \prod_{\substack{q \text{ prime} \leq B_1}} q^{t_q}\]
where, unlike (4), \( t_q \in \mathbb{Z}_{\geq 0} \) is maximal such that \( q^{t_q} \leq B_1 \) and the product ranges over the primes only; of course \( k \) is not actually computed. For examples of choices for \( B_2 \), we refer to Section 7. Putting it all together, we get the following.

### 5.2 First phase

Let \( P \in \tilde{E}_{a,\tilde{b}}(\mathbb{Z}/n\mathbb{Z}) \) and \( B_1 \) be as above. For all \( m = q^{t_q} \) as in (12) in succession, use (4.4.3) to compute the point \( mP = (\tilde{x} : \_ : \tilde{z}) \in \tilde{E}_{a,\tilde{b}}(\mathbb{Z}/n\mathbb{Z}) \), then next attempt to compute \( \tilde{z}^{-1} \) mod \( n \) and finally replace \( P \) by \( (\tilde{x} \tilde{z}^{-1} : \_ : 1) \in \tilde{E}_{a,\tilde{b}}(\mathbb{Z}/n\mathbb{Z}) \).

After \( P \) has been replaced successfully by \( kP \in \tilde{E}_{a,\tilde{b}}(\mathbb{Z}/n\mathbb{Z}) \) this way (i.e. if no factor if \( n \) has been detected), use (7) and (8) to convert it to a point \( Q \) of the form \((x, y) \in E_{a,b}(\mathbb{Z}/n\mathbb{Z}) \), with \( E_{a,b} = E_{a',b'} \) in the Weierstraß model (1). This finishes the description of the first phase of ECM.

Notice that, during the application of (4.4.3) we can take advantage of the fact that the \( \tilde{z} \)-coordinate of \( P \) equals 1. It is of course possible to do the inversion only once every few \( m \)s, instead of per \( m \). In that case, it is advisable to define \( m \) as the product of a few prime powers, to avoid the extra \( \log_2 q^{t_q} \) multiplications modulo \( n \) that are needed per prime power if the \( \tilde{z} \)-coordinate is not equal to 1 (which would be more expensive, even for moderate \( q^{t_q} \)’s, than the inversion that would be saved).

### 6 PHASE TWO

Let \( Q = (x, y) \) be the point \( kP \) on \( E = E_{a,b} \) (as in (1)), as computed in the first phase of ECM (since we will be working with inhomogeneous coordinates in this section, \( z \) will always be equal to 1). Assume that \( n \) has a factor \( p \) such that the order of \( Q_p \) in \( E(F_p) \) is at most \( B_2 \), for some \( B_2 \) that may be up to several orders of magnitude larger than \( B_1 \) (cf. Sections 3 and 5). In this section we review the method from [1, § 9.1] that may detect this factor \( p \) of \( n \), followed by some implementation details.

#### 6.1 Brent’s birthday paradox second phase

Let \( e, r \) and \( \tilde{r} \) be three positive integers that depend on \( B_2 \), with \( e \) small, \( r < \tilde{r} \) and \( r\tilde{r} \approx B_2 \) (cf. (6.3)). Let \( u, v, \tilde{u} \) and \( \tilde{v} \) be four small randomly chosen positive integers (cf. (6.4)).

(i) Compute \((x_i, y_i) = (u^i + v)^e \) for \( i = 1, 2, \ldots, r \) (cf. (6.4)).

(ii) Compute the polynomial \( f = \sum_{j=0}^{r} f_j X^j = \prod_{i=1}^{r} (X - x_i) \) mod \( n \) (cf. (6.6)).

(iii) Compute \((\tilde{x}_j, \tilde{y}_j) = (\tilde{u}^j + \tilde{v})^e \) for \( j = 1, 2, \ldots, \tilde{r} \) (cf. (6.4)).
(iv) Compute \( d = \prod_{j=1}^{\bar{r}} f(\bar{x}_j) \mod n \) (cf. (6.7)).

(v) Attempt to factor \( n \) by computing \( \gcd(n, d) \).

6.2 Remark. Because \( d = \prod_{j=1}^{\bar{r}} \prod_{i=1}^{r} (\bar{x}_j - x_i) \mod n \), it follows that it is quite likely that \( p = \gcd(n, d) \) if some random scalar multiple \( (ui+v)^e Q_p \) of \( Q_p \) equals some other random scalar multiple \( \pm(\bar{u}j + \bar{v})^e Q_p \) (notice that \( -(x, y) = (x, -y) \) on the curve, so by using the \( x \)-coordinates of the points on the curve we identify points with their negatives). This happens if one of the \( (ui+v)^e \) equals one of the \( \pm(\bar{u}j + \bar{v})^e \) modulo \( q \), where \( q \) is the order of \( Q_p \) in \( E(\mathbb{F}_p) \). Since \( r \bar{r} \approx B_2 \) and \( B_2 \) is assumed to be \( \geq q \), it follows from the 'birthday paradox' that the approach from (6.1) has a fair probability of success.

It is beneficial (and relatively cheap, cf. (6.4)), to choose \( e \) as a highly composite integer \( > 1 \), because the number of solutions to \( u^e \equiv 1 \mod q \) equals \( \gcd(e, q-1) \) and the scalars \( (ui+v)^e \) and \( (\bar{u}j + \bar{v})^e \) have a higher probability to be equal modulo \( q \) for such \( e \) than for general \( e \) (or \( e = 1 \)).

6.3 Selecting \( B_2, e, r \) and \( \bar{r} \). From various asymptotic analyses of ECM [1], [11] it appears to be optimal to choose \( B_2 \) so that the runtimes of the two phases are approximately equal; for our implementation this led to \( B_2 \approx 10 B_1 \).

Given \( B_1 \) and \( B_2 \) as above, we choose \( e, r \) and \( \bar{r} \) as follows. First, we select \( e \) as the largest value from \( \{1, 2, 3, 6, 12, 18, 24, 30, 60\} \) (cf. (6.2)) such that \( 1250 e^2 \leq B_1 \). Next, we take the largest integer \( t \) such that \( 2^t - 1 \leq 50 e \) and set \( r = 2^t - 1 \). Finally, we set \( \bar{r} = [B_2/r] \) so that \( \bar{r} \approx 5r \). Our implementation of (6.1)(iv) uses the fact that \( r \) is a 2-power minus 1 and that \( \bar{r} \) is considerably larger than \( r \). For our implementation our choices lead to approximately equal runtimes for the two phases of ECM; other implementations might lead to other choices.

6.4 Computing \( (x_i, y_i) = (ui+v)^e Q \) for \( i = 1, 2, \ldots, r \).

Because the \( i \)-th scalar multiplier \( (ui+v)^e \) is an \( e \)-th power of a linear function of \( i \), the \( e \)-th differences of the scalar multipliers are constant. This implies that after an initial \( O(e^2 \log(u+v)) \) additions and doublings on the curve, the \( (x_i, y_i) \) for \( i = 1, 2, \ldots, r \) can be computed in \( r \cdot e \) additions on the curve. We selected \( u \) and \( v \) as random positive integers \( \leq [2^{30}/(e+2)] \), so that the \( ui+v \) for \( i \leq e \) could be represented by single length integers.

In the pre-computation we first set \( R_i \) to \( (ui+v)^e Q \) for \( i = 0, 1, \ldots, e \) (cf. (4.1.2)) and next we do the following for \( i = 1, 2, \ldots, e \) in succession: for \( j = e, e-1, \ldots, i \) in succession replace \( R_j \) by \( R_j - R_{j-1} \) on the curve (cf. (4.1.1)). As a result \( R_i \) contains the \( i \)-th successive difference \( \sum_{j=0}^{i} (-1)^j \binom{i}{j} (ui-j+v)^e Q \) for \( i = 0, 1, \ldots, e \). This computation can be done for the cost mentioned above.
These $R_i$ allow us to compute $(x_i, y_i)$ for $i = 1, 2, \ldots, r$ in succession at a cost of $e$ curve additions per $i$: for $j = 0, 1, \ldots, e - 1$ in succession update $R_j$ by replacing it by $R_j + R_{j+1}$ and next set $(x_i, y_i)$ equal to $R_0$ (cf. (4.1.1)). Notice that $R_e$ does not get updated, which is intentional because it is the constant $e$-th difference.

6.5 Remark. Notice that the Weierstrass model is more convenient than the Montgomery model for the computation in (6.4), because in the latter we can only efficiently add points on the curve if their difference is known. Furthermore, all points would have to be normalized to have $z$ coordinate equal to 1 before it makes sense to compute $f$ as in (6.1)(ii). This would lead to $r$ additional inversions modulo $n$.

6.6 Computing $f = \sum_{j=0}^r f_j X^j = \prod_{i=1}^r (X - x_i) \mod n$.

This computation can trivially be carried out during the computation of the $(x_i, y_i)$ for $i = 1, 2, \ldots, r$. Initially set $f = 1$. Right after $(x_i, y_i)$ has been computed, simply replace $f$ by $(X - x_i) \cdot f \mod n$ using $i - 1$ modular multiplications and additions. In this way only the $f_i$ for $i = 0, 1, \ldots, r$ have to be kept, but not the $(x_i, y_i)$, which saves some storage.

Clearly, the runtime of this method is quadratic in $r$. There exist various methods to compute the $f_i$ that are asymptotically much faster. For the relatively small $r$ that we have been using they are probably not competitive with the above straightforward approach, and we did not implement them. If our implementation is going to be used for very large $B_2$ values, however, then it might be a good idea to change this. See [12] for an independent ECM implementation that incorporates this and other improvements.

6.7 Computing $d = \prod_{j=1}^r f(\bar{x}_j) \mod n$.

Each $f(\bar{x}_j) \mod n$ can be computed using about $\frac{1}{2}r + \log_2 r$ modular multiplications (and some additions) if we first pre-condition $f$. To pre-condition the monic polynomial $f$ of degree $r = 2^t - 1$ we used Algorithm A from [13]. If the degree $r$ equals 1, pre-conditioning does not change the polynomial. Otherwise, write $f = \sum_{j=0}^r f_j X^j$ of degree $r = 2s - 1 > 1$ as $(X^s + f_{s-1} - 1)g + h$ with $g = X^{s-1} + \sum_{j=0}^{s-2} f_{s+j} X^j$ and $h = X^{s-1} + \sum_{j=0}^{s-2} (f_j - (f_{s-1} - 1) f_{s+j}) X^j$ both monic; replace $f_{s-1}$ by $f_{s-1} - 1$, replace $f_{2s-2}, \ldots, f_s$ by the coefficients $g_{s-2}, \ldots, g_0$ of the recursively pre-conditioned polynomial $g$, and similarly replace $f_{s-2}, \ldots, f_0$ by the coefficients $h_{s-2}, \ldots, h_0$ of the pre-conditioned $h$. All computations are carried out modulo $n$.

To evaluate $f(\bar{x}_j) \mod n$, first compute $\bar{x}_j^{2^i}$ for $0 \leq i < t$ then next evaluate $f(\bar{x}_j) \mod n$ as $(\bar{x}_j^{2^i} + f_{s-1}) g(\bar{x}_j) + h(\bar{x}_j) \mod n$ which can be done by recursively evaluating $g(\bar{x}_j) \mod n$ and $h(\bar{x}_j) \mod n$. 

7 PARAMETER CHOICE AND EXAMPLES

The implementation described in this paper was originally written at the Digital Equipment Corporation's Systems Research Center (DEC SRC) for application on small multi-processor workstations, where each processor would run its own copy of the program. This put severe constraints on the size of the program, also because the total available memory was fairly limited. For this reason it was decided to use the second phase from [1] instead of the one from [11]. Using this set-up many 'most-wanted', 'more-wanted', and 'other' numbers from the list of unfactored numbers from the Cunningham tables have now been factored [2]. For further details we refer to [8]; the results can be found in the updates to [2] that are regularly published by S. S. Wagstaff, Jr.

A portable version of the DEC SRC implementation was included in the second author's long integer package [5]. Using this version of the program many numbers from the 'RSA Partition Challenge List' have been factored, see below; for further results and run times we refer to [14]. This portable version of the implementation was included in Magma, more or less unchanged and including the underlying arithmetic from [5].

As mentioned in (3.3) the optimal number of trials and first phase bound \( B_1 \) depend on the size of the prime factor \( p \) one attempts to find. In the table we give some choices that are close to optimal for a 60% probability of success (cf. [8]).

<table>
<thead>
<tr>
<th>( \log_{10} p )</th>
<th># trials</th>
<th>( B_1 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>12</td>
<td>50</td>
<td>125</td>
</tr>
<tr>
<td>13</td>
<td>53</td>
<td>250</td>
</tr>
<tr>
<td>14</td>
<td>57</td>
<td>500</td>
</tr>
<tr>
<td>15</td>
<td>62</td>
<td>830</td>
</tr>
<tr>
<td>16</td>
<td>68</td>
<td>1500</td>
</tr>
<tr>
<td>17</td>
<td>75</td>
<td>2500</td>
</tr>
<tr>
<td>18</td>
<td>85</td>
<td>4200</td>
</tr>
<tr>
<td>19</td>
<td>100</td>
<td>6500</td>
</tr>
<tr>
<td>20</td>
<td>120</td>
<td>10000</td>
</tr>
<tr>
<td>21</td>
<td>145</td>
<td>15000</td>
</tr>
<tr>
<td>22</td>
<td>175</td>
<td>22000</td>
</tr>
<tr>
<td>23</td>
<td>210</td>
<td>32000</td>
</tr>
<tr>
<td>24</td>
<td>250</td>
<td>45000</td>
</tr>
<tr>
<td>25</td>
<td>300</td>
<td>65000</td>
</tr>
<tr>
<td>26</td>
<td>400</td>
<td>85000</td>
</tr>
<tr>
<td>27</td>
<td>500</td>
<td>115000</td>
</tr>
<tr>
<td>28</td>
<td>650</td>
<td>155000</td>
</tr>
<tr>
<td>29</td>
<td>750</td>
<td>205000</td>
</tr>
<tr>
<td>30</td>
<td>950</td>
<td>275000</td>
</tr>
</tbody>
</table>

In practice there is not much difference between 50 trials with \( B_1 = 125 \) and 25
trials with \( B_1 = 250 \), or 12 trials with \( B_1 = 500 \); they all have a fair probability to find factors of up to about 12 digits. To cast out the small factors one usually runs a few trials, say 30, with small \( B_1 \)'s starting at for instance 1000 and growing by a small factor like 1.02 per trial. If the remaining cofactor is still composite, and one is willing to invest more time in its factorization, the table can be used to decide how that time can best be spent. Notice that finding factors of about 25 or more digits requires on average a considerable effort.

To give an example, we tried to factor the randomly chosen 26-digit number:

\[
28021516895802718283942993
\]

several times, using \( B_1 = B_0 \times 1.02^{k-1} \) at the \( k \)-th trial, for various choices of \( B_0 \) (and with changing random seeds to initialize the random generator). Each time we found the 11-digit factor 93874982749 (and thereby the prime 15-digit prime cofactor 298498237498757): for \( B_0 = 100 \) at the 19\(^{\text{th}}\) trial, another attempt with \( B_0 = 100 \) only at the 64\(^{\text{th}}\) trial; for \( B_0 = 300 \) at the first trial, and at another attempt only at the 13\(^{\text{th}}\) trial; for \( B_0 = 500 \) first at \( k = 15 \) but later at \( k = 4 \); and for \( B_0 = 1000 \) at \( k = 4 \) and later at \( k = 1 \). In all cases the factor was detected in the second phase, except for the 15\(^{\text{th}}\) trial with \( B_0 = 500 \) where it was found in the first phase.

A similar experiment with a 30-digit number (the product of the 14-digit prime 25130834513221 and the 17-digit prime 15856591918238809 ) led to the following: 100 trials with \( B_0 = 100 \) and \( B_0 = 500 \) were unsuccessful; a later attempt with \( B_0 = 500 \) had success at \( k = 28 \); for \( B_0 = 1000 \) success at the 11\(^{\text{th}}\) and later at the 7\(^{\text{th}}\) trial; for \( B_0 = 2500 \) success at the 6\(^{\text{th}}\) and later at the 5\(^{\text{th}}\) trial. In all cases the 14-digit factor was found, in the second phase.

A more challenging example is provided by the factorization of \( 2^{213} - 1 \). Using trial division we found the prime factors 7 and 66457, with a 59-digit composite cofactor. Using ECM with \( B_0 = 1000 \) we found, in four separate attempts, the prime factors 228479, 48544121, and 212885833 all at the first trial, and the 19-digit prime 2849881972114740679 at the 125\(^{\text{th}}\) trial, with \( B_1 = 11408 \approx 1.02^{124} \times 1000 \). Notice that finding a 19-digit factor after 125 trials with bounds ranging from 1000 to 11408 agrees reasonably with the table given above.

The resulting factorization is:

\[
2^{213} - 1 = 7 \times 66457 \times 228479 \times 48544121 \times 212885833 \times \\
2849881972114740679 \times 4205268574191396793.
\]

The factorization of \( 2^{217} - 1 \) was slightly harder to find. The prime factors 127, 5209 and 62497 were found using trial division, and the 10-digit prime factor 2147483647 was found at the third ECM trial with initial bound \( B_0 = 1000 \). Of the remaining 46-digit composite cofactor a 22-digit prime factor was found at the 182\(^{\text{th}}\) trial with
\[ B_0 = 1000 \text{ and } B_1 = 35220 \approx 1.02^{181} \times 1000, \text{ which again agrees reasonably well with the table. The resulting factorization is:} \]
\[
2^{217} - 1 = 127 \times 5209 \times 62497 \times 2147483647 \times \\
6268703933840364033151 \times 378428804431424484082633.
\]

In other attempts to factor \(2^{213} - 1\) and \(2^{217} - 1\) we used \(B_1 = (k-1) \times 120 + 2600\) at the \(k\)-th trial and found the smallest 19-digit prime factor of \(2^{213} - 1\) at \(k = 18\) and \(B_1 = 4640\); with \(B_1 = (k-1) \times 169 + 3090\) we found the 22-digit prime factor of \(2^{217} - 1\) at \(k = 55\) and \(B_1 = 12216\).

The point of all these examples is that the practical behavior of ECM varies wildly, although the theoretically expected behavior can indeed on average be recognized. In large scale factoring projects as reported in [2], for instance, one often tries to make sure that the numbers do not have factors of less than 30 digits before one resorts to general purpose factoring methods like quadratic sieve [6] or the number field sieve [7]. As a result most applications of general purpose methods indeed lead to factors larger than 30 digits, but every now and then a small factor slips through, and leads to a 'disappointing' general purpose factorization.

As a final example we present the factorization of the 100-digit 8681\textsuperscript{th} partition number, the smallest number on the 'RSA Partition Challenge List':

\[
p(8681) = 10304442146275726816329140593479689712688852307078 \\
04428438142879235363905015759455268038265724661691.
\]

This number has two small prime factors that are trivially found using trial division, and a 7 and an 8-digit prime factor that were both found at the first ECM trial with \(B_0 = 500\). The remaining 81-digit number was factored in a 25 and a 56-digit prime at the 25\textsuperscript{th} trial with \(B_1 \approx (1.02)^{24} \times 10000\), which is faster than could have been expected for a 25-digit smallest factor:

\[
p(8681) = 3 \times 4021 \times 7876147 \times 76181269 \times 2440629475228334940216899 \\
\times 58331788122507201750389880542953362595615248413576407801.
\]

The entire factorization took 50 minutes on a DECstation 5000 workstation.
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