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## 1. Introduction

In this chapter we are concerned with algorithms that solve two basic problems in computational number theory: factoring integers into prime factors, and finding discrete logarithms.

In the factoring problem one is given an integer $n>1$, and one is asked to find the decomposition of $n$ into prime factors. It is common to split this problem into two parts. The first is called primality testing: given $n$, determine whether $n$ is prime or composite. The second is called factorization: if $n$ is composite, find a nontrivial divisor of $n$.

In the discrete logarithm problem one is given a prime number $p$, and two elements $h$, $y$ of the multiplicative group $\mathbf{F}_{p}^{*}$ of the field of integers modulo $p$. The question is to determine whether $y$ is a power of $h$, and, if so, to find an integer $m$ with $y=h^{m}$. The same problem can be posed for other explicitly given groups instead of $\mathbf{F}_{p}^{*}$.

We shall present a detailed survey of the best currently available algorithms to solve these problems, paying special attention to what is known, or believed to be true, about their time complexity. The algorithms and their analyses depend on many different parts of number theory, and we cannot hope to present a complete exposition from first principles. The necessary background is reviewed in the first few sections of the present chapter. The remaining sections are then devoted to the problems mentioned above. It will be seen that only the primality testing problem may be considered to be reasonably well solved. No satisfactory solution is known for the factorization problem and the discrete logarithm problem. It appears that these two problems are of roughly the same level of difficulty.

Number theory is traditionally believed to be the purest of all sciences, and within number theory the hunt for large primes and for factors of large numbers has always seemed particularly remote from applications, even to other questions of a numbertheoretic nature. Most number theorists considered the small group of colleagues that occupied themselves with these problems as being inflicted with an incurable but harmless obsession. Initially, the introduction of electronic computers hardly changed this situation. The factoring community was provided with a new weapon in its eternal battle, and the fact that their exacting calculations could be used to test computing equipment hardly elevated their scientific status.

In the 1970s two developments took place that entirely altered this state of affairs. The first is the introduction of complexity theory, and the second is the discovery that computational number theory has applications in cryptology.

The formalism of complexity theory enabled workers in the field to phrase the fruits of their intellectual labors in terms of theorems that apply to more than a finite number of cases. For example, rather than saying that they proved certain specific numbers prime by means of a certain method, they could now say that the same method can be used to test any number $n$ for primality within time $f(n)$, for some function $f$. Although this is doubtlessly a more respectable statement from a mathematical point of view, it turned out that such asymptotic assertions appealed mainly to theoretical computer scientists, and that many mathematicians had a tendency to regard these results as being of an exclusively theoretical nature, and of no interest for practical computations. It has since been interesting to observe that the practical validity of asymptotic time
bounds increased with the speed of computers, and nowadays an algorithm is considered incomplete without a complexity analysis.

The area of number-theoretic complexity lost its exclusive function as a playground for theoretical computer scientists with the discovery, by Rivest, Shamir and Adleman [67], that the difficulty of factorization can be applied for cryptological purposes. We shall not describe this application, but we note that for the construction of the cryptographic scheme that they proposed it is important that primality testing is easy, and that for the unbreakability of the scheme it is essential that factorization is hard. Thus, as far as factorization is concerned, this is a negative application: a break-through might make the scheme invalid and, if not restore the purity of computational number theory, at least clear the way for applications that its devotees would find more gratifying.

It is important to point out that there is only historical evidence that factorization is an intrinsically hard problem. Generations of number theorists, a small army of computer scientists, and legions of cryptologists spent a considerable amount of energy on it, and the best they came up with are the relatively poor algorithms that Section 4 will be devoted to. Of course, as long as the widely believed $\mathrm{P} \neq \mathrm{NP}$-conjecture remains unproved, complexity theory will not have fulfilled its originally intended mission of proving certain algorithmic problems to be intrinsically hard; but with factorization the situation is worse, since even the celebrated conjecture just mentioned has no implications about its intractability. Factorization is considered easier than NP-complete and although the optimistic conjecture that it might be doable in polynomial time is only rarely publicly voiced, it is not an illegitimate hope to foster.

Proving upper bounds for the running time of number-theoretic algorithms also meets with substantial difficulties. We shall see that in many cases we have to be satisfied with results that depend on certain heuristic assumptions, of which the rigorous confirmation must perforce be left to posterity.

Several other applications of computational number theory in cryptology have been found, a prominent role being played by the discrete logarithm problem that we formulated above. For more information about these applications we refer to [12,53]. Although the discrete logarithm problem has classically attracted less attention than the factoring problem, it does have a venerable history, see [27, Chapter VIII], [35, 81]. The methods that have been proposed for its solution are also important for factorization algorithms, and we discuss them in Section 3. What we have said above about the complexity of factorization applies to the discrete logarithm problem as well.

Many more problems than those that we deal with would fit under the heading algorithms in number theory, and we have preferred a thorough treatment of a few representative topics over a more superficial discussion of many. As guides for subjects that we left out we mention Knuth's book [37, Chapter 4] and the collection of articles published in [47]. Up-to-date information can often be traced through the current issues of Mathematics of Computation. An important subject that is much different in spirit is computational geometry of numbers, in particular the basis reduction algorithm of Lovász [43]. For a discussion of this area and its applications in linear programming and combinatorial optimization we refer to [31, 72].

Throughout this paper, time will mean number of bit operations. We employ the
following notation. By $\mathbf{Z}$ we denote the ring of integers, and by $\mathbf{R}$ the set of real numbers. For a positive integer $n$ we denote by $\mathbf{Z} / n \mathbf{Z}$ the ring of integers modulo $n$. For a prime power $q$, the finite field containing $q$ elements is denoted by $\mathbf{F}_{q}$, and its multiplicative group by $\mathbf{F}_{q}^{*}$; notice that for a prime number $p$ we have that $\mathbf{F}_{p} \cong \mathbf{Z} / p \mathbf{Z}$. The number of primes $\leqslant x$ is denoted by $\pi(x)$; the function $\pi$ is called the prime counting function.

## 2. Preliminaries

Subsections 2.A-2.D contain some background for the material presented in the remainder of this chapter. We suggest that the reader only consults one of these first four subsections as the need arises.

## 2.A. Smoothness

In many of the algorithms that we will present, the notion of smoothness will play an important role. We say that an integer is smooth with respect to $y$, or $y$-smooth, if all its prime factors are $\leqslant y$. In what follows, we will often be interested in the probability that a random integer between 1 and $x$ is smooth with respect to some $y$.

To derive an expression for this probability, we define $\psi(x, y)$ as the number of positive integers $\leqslant x$ that are smooth with respect to $y$. Lower and upper bounds for $\psi(x, y)$ are known from [15,25]. Combination of these results yields the following. For a fixed arbitrary $\varepsilon>0$, we have that for $x \geqslant 10$ and $u \leqslant(\log x)^{1-\varepsilon}$,

$$
\psi\left(x, x^{1 / u}\right)=x \cdot u^{-u+f(x, u)},
$$

for a function $f$ that satisfies $f(x, u) / u \rightarrow 0$ for $u \rightarrow \infty$ uniformly in $x$. For fixed $\alpha, \beta \in \mathbf{R}_{>0}$ we find that for $n \rightarrow \infty$

$$
\psi\left(n^{\alpha}, n^{\beta \sqrt{(\log \log n) / \log n}}\right)=n^{\alpha} \cdot((\alpha / \beta) \sqrt{\log n / \log \log n})^{-(1+o(1))(\alpha / \beta) \sqrt{\log n / \log \log n}}
$$

which can conveniently be written as

$$
\psi\left(n^{\alpha}, L(n)^{\beta}\right)=n^{\alpha} \cdot L(n)^{-\alpha /(2 \beta)+o(1)}
$$

where $L(n)=\mathrm{e}^{\sqrt{\log n \log \log n}}$. It follows that a random positive integer $\leqslant n^{\alpha}$ is smooth with respect to $L(n)^{\beta}$ with probability $L(n)^{-\alpha /(2 \beta)+o(1)}$, for $n \rightarrow \infty$.

For $\beta \in \mathbf{R}$ we will often write $L_{n}[\beta]$ for $L(n)^{\beta}$, and we will abbreviate $L_{n}[\beta+o(1)]$ to $L_{n}[\beta]$, for $n \rightarrow \infty$. Notice that in this notation $L_{n}[\alpha]+L_{n}[\beta]=L_{n}[\max (\alpha, \beta)]$, and that the prime counting function $\pi$ satisfies $\pi\left(L_{n}[\beta]\right)=L_{n}[\beta]$.

## 2.B. Elliptic curves

We give an introduction to elliptic curves. For details and proofs we refer to [45, 75]. Our presentation is by no means conventional, but reflects the way in which we apply elliptic curves.

Let $p$ be a prime number. The projective plane $\mathbf{P}^{2}\left(\mathbf{F}_{p}\right)$ over $\mathbf{F}_{p}$ consists of the
equivalence classes of triples $(x, y, z) \in \mathbf{F}_{p} \times \mathbf{F}_{p} \times \mathbf{F}_{p},(x, y, z) \neq 0$, where two triples ( $x, y, z$ ) and ( $x^{\prime}, y^{\prime}, z^{\prime}$ ) are equivalent if $c x=x^{\prime}, c y=y^{\prime}$, and $c z=z^{\prime}$ for some $c \in \mathbf{F}_{p}^{*}$; the equivalence class containing $(x, y, z)$ is denoted by $(x: y: z)$.

Now assume that $p$ is unequal to 2 or 3 . An elliptic curve over $\mathbf{F}_{p}$ is a pair $a, b \in \mathbf{F}_{p}$ for which $4 a^{3}+27 b^{2} \neq 0$. These elements are to be thought of as the coefficients in the Weierstrass equation

$$
\begin{equation*}
y^{2}=x^{3}+a x+b . \tag{2.1}
\end{equation*}
$$

An elliptic curve $a, b$ is denoted by $E_{a, b}$, or simply by $E$.
2.2. Set of points of an elliptic curve. Let $E$ be an elliptic curve over $\mathbf{F}_{p}$. The set of points $E\left(\mathbf{F}_{p}\right)$ of $E$ over $\mathbf{F}_{p}$ is defined by

$$
E\left(\mathbf{F}_{p}\right)=\left\{(x: y: z) \in \mathbf{P}^{2}\left(\mathbf{F}_{p}\right): y^{2} z=x^{3}+a x z^{2}+b z^{3}\right\} .
$$

There is one point $(x: y: z) \in E\left(\mathbf{F}_{p}\right)$ for which $z=0$, namely the zero point $(0: 1: 0)$, denoted by $O$. The other points of $E\left(\mathbf{F}_{p}\right)$ are the points ( $x: y: 1$ ), where $x, y \in \mathbf{F}_{p}$ satisfy (2.1). The set $E\left(\mathbf{F}_{p}\right)$ has the structure of an abelian group. The group law, which we will write additively, is defined as follows.
2.3. The group law. For any $P \in E\left(\mathbf{F}_{p}\right)$ we define $P+O=O+P=P$. For non-zero $P=\left(x_{1}: y_{1}: 1\right), Q=\left(x_{2}: y_{2}: 1\right) \in E\left(\mathbf{F}_{p}\right)$ we define $P+Q=O$ if $x_{1}=x_{2}$ and $y_{1}=-y_{2}$. Otherwise, the sum $P+Q$ is defined as the point $(x:-y: 1) \in E\left(\mathbf{F}_{p}\right)$ for which $(x, y)$ satisfies (2.1) and lies on the line through ( $x_{1}, y_{1}$ ) and ( $x_{2}, y_{2}$ ); if $x_{1}=x_{2}$, we take the tangent line to the curve in $\left(x_{1}, y_{1}\right)$ instead. With $\lambda=\left(y_{1}-y_{2}\right) /\left(x_{1}-x_{2}\right)$ if $x_{1} \neq x_{2}$, and $\lambda=\left(3 x_{1}^{2}+a\right) /\left(2 y_{1}\right)$ otherwise, we find that $x=\lambda^{2}-x_{1}-x_{2}$ and $y=\lambda\left(x-x_{1}\right)+y_{1}$. The proof that $E\left(\mathbf{F}_{p}\right)$ becomes an abelian group with this group law can be found in [75, Chapter 3].
2.4. The order of $E\left(\mathbf{F}_{p}\right)$. The order $\# E\left(\mathbf{F}_{p}\right)$ of the abelian group $E\left(\mathbf{F}_{p}\right)$ equals $p+1-t$ for some integer $t$ with $|t| \leqslant 2 \sqrt{p}$, a theorem due to Hasse (1934). Conversely, a result of Deuring [26] can be used to obtain an expression for the number of times a given integer of the above form $p+1-t$ occurs as $\# E\left(\mathbf{F}_{p}\right)$, for a fixed $p$, where $E$ ranges over all elliptic curves over $\mathbf{F}_{p}$. This result implies that for any integer $t$ with $|t|<2 \sqrt{p}$ there is an elliptic curve $E$ over $\mathbf{F}_{p}$ for which $\# E\left(\mathbf{F}_{p}\right)=p+1-t$. A consequence of this result that will prove to be important for our purposes is that $\# E\left(\mathbf{F}_{p}\right)$ is approximately uniformly distributed over the numbers near $p+1$ if $E$ is uniformly distributed over all elliptic curves over $\mathbf{F}_{p}$.
2.5. Proposition (cf. [45, Proposition (1.16)]). There are positive effectively computable constants $c_{1}$ and $c_{2}$ such that for any prime number $p \geqslant 5$ and any set $S$ of integers $s$ for which $|s-(p+1)|<\sqrt{p}$ one has

$$
\frac{\# S-2}{2[\sqrt{p}]+1} \cdot c_{1}(\log p)^{-1} \leqslant \frac{N}{p^{2}} \leqslant \frac{\# S}{2[\sqrt{p}]+1} \cdot c_{2}(\log p) \cdot(\log \log p)^{2}
$$

where $N$ denotes the number of pairs $a, b \in \mathbf{F}_{p}$ that define an elliptic curve $E=E_{a, b}$ over $\mathbf{F}_{p}$ with $\# E\left(\mathbf{F}_{p}\right) \in S$.

Because $N / p^{2}$ is the probability that a random pair $a, b$ defines an elliptic curve $E$ over $\mathbf{F}_{p}$ for which $\# E\left(\mathbf{F}_{p}\right) \in S$, this proposition asserts that this probability is essentially equal to the probability that a random integer near $p$ is in $S$.
2.6. Computing the order of $E\left(\mathbf{F}_{p}\right)$. For an elliptic curve $E$ over $\mathbf{F}_{p}$ the number \#E( $\left.\mathbf{F}_{p}\right)$ can be computed by means of the division points method, due to Schoof [71]. This method works by investigating the action of the Frobenius endomorphism on the $l$-division points of the curve, for various small prime numbers $l$. An $l$-division point is a point $P$ over an extension of $\mathbf{F}_{p}$ for which $l \cdot P=O$, and the Frobenius endomorphism is the map sending $(x: y: z)$ to $\left(x^{p}: y^{p}: z^{p}\right)$. The division points method is completely deterministic, guaranteed to work if $p$ is prime, and runs in $\mathrm{O}\left((\log p)^{8}\right)$ bit operations (cf. [46]); with fast multiplication techniques this becomes $(\log p)^{5+o(1)}$. Its practical value is questionable, however.

Another method makes use of the complex multiplication field. The complex multiplication field $L$ of an elliptic curve $E$ with $\# E\left(\mathbf{F}_{p}\right)=p+1-t$ is defined as the imaginary quadratic field $\mathbf{Q}\left(\left(t^{2}-4 p\right)^{1 / 2}\right)$ (cf. (2.4)). For certain special curves the field $L$ is known; for instance for the curve $y^{2}=x^{3}+4 x$ and $p \equiv 1 \bmod 4$ we have $L=\mathbf{Q}(i)$, a fact that was already known to Gauss. Knowing $L$ gives a fast way of computing \# $E$ $\left(\mathbf{F}_{p}\right)$. Namely, suppose that $L$ is known for some elliptic curve $E$; then the ring of integers $A$ of $L$ contains the zeros $\rho, \bar{\rho}$ of the polynomial $X^{2}-t X+p$, and $\# E\left(\mathbf{F}_{p}\right)=(\rho-1)(\bar{\rho}-$ 1). Although this polynomial is not known, a zero can be determined by looking for an element $\pi$ in $A$ for which $\pi \bar{\pi}=p$ (see (5.9)). This $\pi$ can be shown to be unique up to complex conjugation and units in $A$. For a suitable unit $u$ in $A$ we then have that $\rho=u \pi$, so that $\# E\left(\mathbf{F}_{p}\right)=(u \pi-1)(\bar{u} \bar{\pi}-1)$. In most cases $A$ will have only two units, namely 1 and -1 ; only if $L=\mathbf{Q}(i)($ or $L=\mathbf{Q}(\sqrt{-3})$ ) we have four (or six) units in $A$. In the case that $A$ has only the units 1 and -1 , an immediate method to decide whether $\# E\left(\mathbf{F}_{p}\right)$ equals $(\pi-1)(\bar{\pi}-1)=m^{\prime}$ or $(-\pi-1)(-\bar{\pi}-1)=m^{\prime \prime}$ does not yet exist, as far as we know; in practice one could select a random point $P \in E\left(\mathbf{F}_{p}\right)$ such that not both $m^{\prime} \cdot P$ and $m^{\prime \prime} \cdot P$ are equal to $O$, so that $\# E\left(\mathbf{F}_{p}\right)=m$ for the unique $m \in\left\{m^{\prime}, m^{\prime \prime}\right\}$ for which $m \cdot P=O$. If $A$ contains four or six units there exists a more direct method [33, Chapter 18].

In (5.9) we will use this method in the situation where $L, A$, and $p$ are known; the elliptic curve $E$ will then be constructed as a function of $L$ and $p$.
2.7. Elliptic curves modulo $n$. To motivate what follows, we briefly discuss elliptic curves modulo $n$, for a positive integer $n$. First we define what we mean by the projective plane $\mathbf{P}^{2}(\mathbf{Z} / n \mathbf{Z})$ over the ring $\mathbf{Z} / n \mathbf{Z}$. Consider the set of all triples $(x, y, z) \in(\mathbf{Z} / n \mathbf{Z})^{3}$ for which $x, y, z$ generate the unit ideal of $\mathbf{Z} / n \mathbf{Z}$, i.e., the $x, y, z$ for which $\operatorname{gcd}(x, y, z, n)=1$. The group of units $(\mathbf{Z} / n \mathbf{Z})^{*}$ acts on this set by $u(x, y, z)=(u x, u y, u z)$. The orbit of $(x, y, z)$ under this action is denoted by $(x: y: z)$, and $\mathbf{P}^{2}(\mathbf{Z} / n \mathbf{Z})$ is the set of all orbits.

We now restrict to the case that $\operatorname{gcd}(n, 6)=1$. An elliptic curve $E=E_{a, b}$ modulo $n$ is a pair $a, b \in \mathbf{Z} / n \mathbf{Z}$ for which $4 a^{3}+27 b^{2} \in(\mathbf{Z} / n \mathbf{Z})^{*}$. It follows from Subsection 2.B that
for any prime $p$ dividing $n$, the pair $\bar{a}=a \bmod p, \bar{b}=b \bmod p$ defines an elliptic curve $E_{\bar{a}, \bar{b}}$ over $\mathbf{F}_{p}$. The set of points of this latter curve will be denoted by $E\left(\mathbf{F}_{p}\right)$.

The set of points $E(\mathbf{Z} / n \mathbf{Z})$ of $E$ modulo $n$ is defined by

$$
E(\mathbf{Z} / n \mathbf{Z})=\left\{(x: y: z) \in \mathbf{P}^{2}(\mathbf{Z} / n \mathbf{Z}): y^{2} z=x^{3}+a x z^{2}+b z^{3}\right\} .
$$

Clearly, for any $(x: y: z) \in E(\mathbf{Z} / n \mathbf{Z})$ and for any prime $p$ dividing $n$, we have that $((x \bmod p):(y \bmod p):(z \bmod p)) \in E\left(\mathbf{F}_{p}\right)$. It is possible to define a group law so that $E(\mathbf{Z} / n \mathbf{Z})$ becomes an abelian group, but we do not need this group structure for our purposes. Instead it suffices to define the following "pseudoaddition" on a subset of $E(\mathbf{Z} / n \mathbf{Z})$.
2.8. Partial addition algorithm. Let $V_{n} \subset \mathbf{P}^{\mathbf{2}}(\mathbf{Z} / n \mathbf{Z})$ consist of the elements $(x: y: 1)$ of $\mathbf{P}^{2}(\mathbf{Z} / n \mathbf{Z})$ together with the zero element $(0: 1: 0)$, which will be denoted by $O$. For any $P \in V_{n}$ we define $P+O=O+P=P$. For non-zero $P=\left(x_{1}: y_{1}: 1\right), Q=\left(x_{2}: y_{2}: 1\right) \in V_{n}$, and any $a \in \mathbf{Z} / n \mathbf{Z}$ we describe an addition algorithm that either finds a divisor $d$ of $n$ with $1<d<n$, or determines an element $R \in V_{n}$ that will be called the sum of $P$ and $Q$ :
(1) If $x_{1}=x_{2}$ and $y_{1}=-y_{2}$ put $R=O$ and stop.
(2) If $x_{1} \neq x_{2}$, perform step (2)(a), otherwise perform step (2)(b).
(2)(a) Use the Euclidean algorithm to compute $s, t \in \mathbf{Z} / n \mathbf{Z}$ such that $s\left(x_{1}-x_{2}\right)+t n=$ $\operatorname{gcd}\left(x_{1}-x_{2}, n\right)$. If this $\operatorname{gcd}$ is not equal to 1 , call it $d$ and stop. Otherwise put $\lambda=s\left(y_{1}-y_{2}\right)$, and proceed to step (3). (It is not difficult to see that in this case $P=Q$.)
(2)(b) Use the Euclidean algorithm to compute $s, t \in \mathbf{Z} / n \mathbf{Z}$ such that $s\left(y_{1}+y_{2}\right)+t n=$ $\operatorname{gcd}\left(y_{1}+y_{2}, n\right)$. If this $\operatorname{gcd}$ is not equal to 1 , call it $d$ and stop. Otherwise put $\lambda=s\left(3 x_{1}^{2}+a\right)$, and proceed to step (3).
(3) Put $x=\lambda^{2}-x_{1}-x_{2}, y=\lambda\left(x-x_{1}\right)+y_{1}, R=(x:-y: 1)$, and stop.

This finishes the description of the addition algorithm. Clearly the algorithm requires $\mathrm{O}\left((\log n)^{2}\right)$ bit operations. Notice that this algorithm can be applied to any $P, Q \in V_{n}$, for any $a \in \mathbf{Z} / n \mathbf{Z}$, irrespective as to whether there exists $b \in \mathbf{Z} / n \mathbf{Z}$ such that $a, b$ defines an elliptic curve modulo $n$ with $P, Q \in E_{a, b}(\mathbf{Z} / n \mathbf{Z})$.
2.9. Partial addition whentaken modulo $p$. Let $p$ be any prime dividing $n$, and let $P_{p}$ denote the point of $\mathbf{P}^{2}\left(\mathbf{F}_{p}\right)$ obtained from $P \in V_{n}$ by reducing its coordinates modulo $p$.

Assume that, for some $a \in \mathbf{Z} / n \mathbf{Z}$ and $P, Q \in V_{n}$, the algorithm in (2.8) has been successful in computing the sum $R=P+Q \in V_{n}$. Let $\bar{a}$ denote $a \bmod p$, and suppose that there exists an element $b \in \mathbf{F}_{p}$ such that $4 \bar{a}^{3}+27 b^{2} \neq 0$ and such that $P_{p}, Q_{p} \in E_{\vec{a}, b}\left(\mathbf{F}_{p}\right)$. It then follows from (2.3) and (2.8) that $R_{p}=P_{p}+Q_{p}$ in the group $E_{a, b}\left(\mathbf{F}_{p}\right)$.

Notice also that $P=O$ if and only if $P_{p}=O_{p}$, for $P \in V_{n}$.
2.10. Multiplication by a constant. The algorithm in (2.8) allows us to multiply an element $P \in V_{n}$ by an integer $k \in \mathbf{Z}_{>0}$ in the following way. By repeated application of the addition algorithm in (2.8) for some $a \in \mathbf{Z} / n \mathbf{Z}$, we either find a divisor $d$ of $n$ with $1<d<n$, or determine an element $R=k \cdot P \in V_{n}$ such that according to (2.9) the following holds: for any prime $p$ dividing $n$ for which there exists an element $b \in \mathbf{F}_{p}$ such
that $4 \bar{a}^{3}+27 b^{2} \neq 0$ and $P_{p} \in E_{\bar{a}, b}\left(\mathbf{F}_{p}\right)$, we have $R_{p}=k \cdot P_{p}$ in $E_{\bar{a}, b}\left(\mathbf{F}_{p}\right)$ where $\bar{a}=a \bmod p$.
Notice that in the latter case $R_{p}=O_{p}$ if and only if the order of $P_{p} \in E_{\tilde{a}, b}\left(\mathbf{F}_{p}\right)$ divides $k$. But $R_{p}=O_{p}$ if and only if $R=O$, as we noted in (2.9), which is equivalent to $R_{q}=O_{q}$ for any prime $q$ dividing $n$. We conclude that if $k \cdot P$ has been computed successfully, and if $q$ is another prime satisfying the same conditions as $p$ above, then $k$ is a multiple of the order of $P_{p}$ if and only if $k$ is a multiple of the order of $P_{q}$.

By repeated duplications and additions, multiplication by $k$ can be done in $\mathrm{O}(\log k)$ applications of Algorithm (2.8), and therefore in $\mathrm{O}\left((\log k)(\log n)^{2}\right)$ bit operations.
2.11. Randomly selecting curves and points. In Subsection 5.C we will be in the situation where we suspect that $n$ is prime and have to select elliptic curves $E$ modulo $n$ (in (5.7)) and points in $E(\mathbf{Z} / n \mathbf{Z})$ (in (5.6)) at random. This can be accomplished as follows. Assume that $\operatorname{gcd}(n, 6)=1$. Randomly select $a, b \in \mathbf{Z} / n \mathbf{Z}$ until $4 a^{3}+27 b^{2} \neq 0$, and verify that $\operatorname{gcd}\left(n, 4 a^{3}+27 b^{2}\right)=1$, as should be the case for prime $n$; per trial the probability of success is $(n-1) / n$, for $n$ prime. The pair $a, b$ now defines an elliptic curve modulo $n$, according to (2.7).

Given an elliptic curve $E=E_{a, b}$ modulo $n$, we randomly construct a point in $E(\mathbf{Z} / n \mathbf{Z})$. First, we randomly select an $x \in \mathbf{Z} / n \mathbf{Z}$ until $x^{3}+a x+b$ is a square in $\mathbf{Z} / n \mathbf{Z}$. Because we suspect that $n$ is prime, this can be done by checking whether $\left(x^{3}+a x+b\right)^{(n-1) / 2}=1$. Next, we determine $y$ as a zero of the polynomial $X^{2}-\left(x^{3}+a x+b\right) \in(\mathbf{Z} / n \mathbf{Z})[X]$ using for instance the probabilistic method for finding roots of polynomials over finite fields described in [37, Section 4.6.2]. The resulting point $(x: y: 1)$ is in $E(\mathbf{Z} / n \mathbf{Z})$.

For these algorithms to work, we do not need a proof that $n$ is prime, but if $n$ is prime, they run in expected time polynomial in $\log n$.

## 2.C. Class groups

We review some results about class groups. For details and proofs we refer to [9, 70]. A polynomial $a X^{2}+b X Y+c Y^{2} \in \mathbf{Z}[X, Y]$ is called a binary quadratic form, and $\Delta=$ $b^{2}-4 a c$ is called its discriminant. We denote a binary quadratic form $a X^{2}+b X Y+c Y^{2}$ by $(a, b, c)$. A form for which $a>0$ and $\Delta<0$ is called positive, and a form is primitive if $\operatorname{gcd}(a, b, c)=1$. Two forms $(a, b, c)$ and $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ are equivalent if there exist $\alpha, \beta, \gamma, \delta \in \mathbf{Z}$ with $\alpha \delta-\beta \gamma=1$ such that $a^{\prime} U^{2}+b^{\prime} U V+c^{\prime} V^{2}=a X^{2}+b X Y+c Y^{2}$, where $U=\alpha X+\gamma Y$, and $V=\beta X+\delta Y$. Notice that two equivalent forms have the same discriminant.

Now fix some negative integer $\Delta$ with $\Delta \equiv 0$ or $1 \bmod 4$. We will often denote a form $(a, b, c)$ of discriminant $\Delta$ by $(a, b)$, since $c$ is determined by $\Delta=b^{2}-4 a c$. The set of equivalence classes of positive, primitive, binary quadratic forms of discriminant $\Delta$ is denoted by $C_{\Delta}$. The existence of the form $(1, \Delta)$ shows that $C_{\Delta}$ is nonempty.
2.12. Reduction algorithm. It has been proved by Gauss that each equivalence class in $C_{\Delta}$ contains precisely one reduced form, where a form $(a, b, c)$ is reduced if

$$
\left\{\begin{array}{l}
|b| \leqslant a \leqslant c \\
b \geqslant 0 \quad \text { if }|b|=a \text { or if } a=c .
\end{array}\right.
$$

These inequalities imply that $a \leqslant \sqrt{|\Delta| / 3}$; it follows that $C_{\Delta}$ is finite. For any form $(a, b, c)$
of discriminant $\Delta$ we can easily find the reduced form equivalent to it by means of the following reduction algorithm:
(1) Replace ( $a, b$ ) by ( $a, b-2 k a$ ), where $k \in \mathbf{Z}$ is such that $-a<b-2 k a \leqslant a$.
(2) If $(a, b, c)$ is reduced, then stop; otherwise, replace $(a, b, c)$ by $(c,-b, a)$ and go back to step (1).

It is easily verified that this is a polynomial-time algorithm. Including the observation made in [37, Exercise 4.5.2.30] in the analysis from [39], the reduction algorithm can be shown to take $\mathrm{O}\left((\log a)^{2}+\log c\right)$ bit operations, where we assume that the initial $b$ is already $\mathrm{O}(a)$. It is not unlikely that with fast multiplication techniques one gets $\mathrm{O}\left((\log a)^{1+\varepsilon}+\log c\right)$ by means of a method analogous to [69].

If the reduction algorithm applied to a form $\left(a^{\prime}, b^{\prime}, c^{\prime}\right)$ yields the reduced form $(a, b, c)$, then for any value $a x^{2}+b x y+c y^{2}$ a pair $u=\alpha x+\gamma y, v=\beta x+\delta y$ with $a^{\prime} u^{2}+b^{\prime} u v+$ $c^{\prime} v^{2}=a x^{2}+b x y+c y^{2}$ can be computed if we keep track of a $(2 \times 2)$-transformation matrix in the algorithm. This does not affect the asymptotic running time of the reduction algorithm.
2.13. Composition algorithm. The set $C_{\Delta}$, which can now be identified with the set of reduced forms of discriminant $\Delta$, is a finite abelian group, the class group. The group law, which we will write multiplicatively, is defined as follows. The inverse of $(a, b)$ follows from an application of the reduction algorithm to $(a,-b)$, and the unit element $1_{\Delta}$ is $(1,1)$ for $\Delta$ odd, and $(1,0)$ for $\Delta$ even. To compute $\left(a_{1}, b_{1}\right) \cdot\left(a_{2}, b_{2}\right)$, we use the Euclidean algorithm to determine $d=\operatorname{gcd}\left(a_{1}, a_{2},\left(b_{1}+b_{2}\right) / 2\right)$, and $r, s, t \in \mathbf{Z}$ such that $d=r a_{1}+s a_{2}+t\left(b_{1}+b_{2}\right) / 2$. The product then follows from an application of the reduction algorithm to

$$
\left(a_{1} a_{2} / d^{2}, b_{2}+2 a_{2}\left(s\left(b_{1}-b_{2}\right) / 2-t c_{2}\right) / d\right)
$$

where $c_{2}=\left(b_{2}^{2}-\Delta\right) /\left(4 a_{2}\right)$. It is again an easy matter to verify that this is a polynomialtime algorithm.
2.14. Ambiguous forms. A reduced form is ambiguous if its square equals $1_{4}$; for an ambiguous form we have $b=0$, or $a=b$, or $a=c$. From now on we assume that $\Delta \equiv 1$ mod 4. It was already known to Gauss that for these $\Delta$ 's there is a bijective correspondence between ambiguous forms and factorizations of $|\Delta|$ into two relatively prime factors. For relatively prime $p$ and $q$, the factorization $|\Delta|=p q$ corresponds to the ambiguous form $(p, p)$ for $3 p \leqslant q$, and to $((p+q) / 4,(q-p) / 2)$ for $p<q \leqslant 3 p$. Notice that the ambiguous form $(1,1)$ corresponds to the factorization $|\Delta|=1 \cdot|\Delta|$.
2.15. The class number. The class number $h_{\Delta}$ of $\Delta$ is defined as the cardinality of the class group $C_{\Delta}$. Efficient algorithms to compute the class number are not known. In [70] an algorithm is given that takes time $|\Delta|^{1 / 5+o(1)}$, for $\Delta \rightarrow-\infty$; both its running time and correctness depend on the assumption of the generalized Riemann hypothesis (GRH). It follows from the Brauer-Siegel theorem (cf. [41, Chapter XVI]) that $h_{\Delta}=|\Delta|^{1 / 2+o(1)}$ for $\Delta \rightarrow-\infty$. Furthermore, $h_{\Delta}<(\sqrt{|\Delta|} \log |\Delta|) / 2$ for $\Delta<-3$. It follows from (2.14) that $h_{\Delta}$ is even if and only if $|\Delta|$ is not a prime power.
2.16. Finding ambiguous forms. The ambiguous forms are obtained from forms whose order is a power of 2. Namely, if $(a, b)$ has order $2^{k}$ with $k>0$, then $(a, b)^{2^{k-1}}$ is an ambiguous form. Because of the bound on $h_{\Delta}$, we see that an ambiguous form can be computed in $\mathrm{O}(\log |\Delta|)$ squarings, if a form $(a, b)$ of 2-power order is given.

Such forms can be determined if we have an odd multiple $u$ of the largest odd divisor of $h_{\Delta}$, because for any form $(c, d)$, the form $(c, d)^{u}$ is of 2-power order. Forms of 2-power order can therefore be determined by computing $(c, d)^{u}$ for randomly selected forms $(c, d)$, or by letting $(c, d)$ run through a set of generators for $C_{4}$; if in the latter case no $(c, d)$ is found with $(c, d)^{u} \neq 1_{\Delta}$, then $h_{\Delta}$ is odd, so that $\Delta$ is a prime power according to (2.15).
2.17. Prime forms. For a prime number $p$ we define the Kronecker symbol $\left(\frac{d}{p}\right)$ by

$$
\left(\frac{\Delta}{p}\right)= \begin{cases}1 & \text { if } \Delta \text { is a quadratic residue modulo } 4 p \text { and } \operatorname{gcd}(\Delta, p)=1 \\ 0 & \text { if } \operatorname{gcd}(\Delta, p) \neq 1 \\ -1 & \text { otherwise }\end{cases}
$$

For a prime $p$ for which $\left(\frac{d}{p}\right)=1$, we define the prime form $I_{p}$ as the reduced form equivalent to $\left(p, b_{p}\right)$, where $b_{p}=\min \left\{b \in \mathbf{Z}_{>0}: b^{2} \equiv \Delta \bmod 4 p\right\}$. It follows from a result in [40] that, if the generalized Riemann hypothesis holds, then there is an effectively computable constant $c$, such that $C_{\Delta}$ is generated by the prime forms $I_{p}$ with $p \leqslant c \cdot(\log |\Delta|)^{2}$, where we only consider primes $p$ for which $\left(\frac{d}{p}\right)=1$ (cf. [70, Corollary $6.2]$ ); according to [6] it suffices to take $c=48$.
2.18. Smoothness of forms. A form $(a, b, c)$ of discriminant $\Delta$, with $\operatorname{gcd}(a, \Delta)=1$, for which the prime factorization of $a$ is known, can be factored into prime forms in the following way. If $a=\Pi_{p \text { prime }} p^{e_{p}}$ is the prime factorization of $a$, then $(a, b)=\Pi_{p \text { prime }} I_{p}^{s_{p} e_{p}}$, where $s_{p} \in\{-1,+1\}$ satisfies $b \equiv s_{p} b_{p} \bmod 2 p$, with $b_{p}$ as in (2.17). Notice that the prime forms $I_{p}$ are well-defined because the primes $p$ divide $a, \operatorname{gcd}(a, \Delta)=1$, and $b^{2} \equiv \Delta \bmod 4 a$.

We say that a form $(a, b)$ is $y$-smooth if $a$ is $y$-smooth. In [74] it has been proved that, under the assumption of the GRH, a random reduced form $(a, b) \in C_{\Delta}$ is $L_{|4|}[\beta]$-smooth with probability at least $L_{|\Delta|}[-1 /(4 \beta)]$, for any $\beta \in \mathbf{R}_{>0}$. Since $a \leqslant \sqrt{|\Delta| / 3}$, this is what can be expected on the basis of Subsection 2.A; the GRH is needed to guarantee that there are sufficiently many primes $\leqslant L_{|\Delta|}[\beta]$ for which $\left(\frac{1}{p}\right)=1$.

## 2.D. Solving systems of linear equations

Let $A$ be an $(n \times n)$-matrix over a finite field, for some positive integer $n$, and let $b$ be an $n$-dimensional vector over the same field. Suppose we want to solve the system $A x=b$ over the field. It is well-known that this can be done by means of Gaussian elimination in $\mathrm{O}\left(n^{3}\right)$ field operations. This number of operations can be improved to $\mathrm{O}\left(n^{2.376}\right)$ (cf. [23]).

A more important improvement can be obtained if the matrix $A$ is sparse, i.e., if the number of non-zero entries in $A$ is very small. This will be the case in the applications
below. There are several methods that take advantage of sparseness. For two of those algorithms, we refer to $[22,53]$. There it is shown that both the conjugate gradient method and the Lanczos method, methods that are known to be efficient for sparse systems over the real numbers, can be adapted to finite fields. These algorithms, which are due to Coppersmith, Karmarkar, and Odlyzko, achieve, for sparse systems, essentially the same running time as the method that we are going to present here.
2.19. The coordinate recurrence method. This method is due to Wiedemann [82]. Assume that $A$ is nonsingular. Let $F$ be the minimal polynomial of $A$ on the vector space spanned by $b, A b, A^{2} b, \ldots$ Because $F$ has degree $\leqslant n$ we have

$$
F(A) b=\sum_{i=0}^{n} f_{i} A^{i} b=0
$$

and for any $t \geqslant 0$,

$$
\sum_{i=0}^{n} f_{i} A^{i+t} b=0
$$

Let $v_{i, j}$ be the $j$ th coordinate of the vector $A^{i} b$; then

$$
\begin{equation*}
\sum_{i=0}^{n} f_{i} v_{i+t, j}=0 \tag{2.20}
\end{equation*}
$$

for every $t \geqslant 0$ and $1 \leqslant j \leqslant n$. Fixing $j, 1 \leqslant j \leqslant n$, we see that the sequence $\left(v_{i, j}\right)_{i=0}^{\infty}$ satisfies the linear recurrence relation (2.20) in the yet unknown coefficients $f_{i}$ of $F$. Suppose we have computed $v_{i, j}$ for $i=0,1, \ldots, 2 n$ as the $j$ th coordinate of $A^{i} b$. Given the first $2 n+1$ terms $v_{0, j}, v_{1, j}, \ldots, v_{2 n, j}$ of the sequence satisfying a recurrence relation like (2.20), the minimal polynomial of the recurrence can be computed in $\mathrm{O}\left(n^{2}\right)$ field operations by means of the Berlekamp-Massey algorithm [48]; denote by $F_{j}$ this minimal polynomial. Clearly $F_{j}$ divides $F$.

If we compute $F_{j}$ for several values of $j$, it is not unlikely that $F$ is the least common multiple of the $F_{j}$ 's. We expect that a small number of $F_{j}$ 's, say 20 , suffice for this purpose (cf. [53, 82]). Suppose we have computed $F$ in this way. Because of the nonsingularity of $A$ we have $f_{0} \neq 0$, so that

$$
\begin{equation*}
x=-f_{0}^{-1} \sum_{i=1}^{n} f_{i} A^{i-1} b \tag{2.21}
\end{equation*}
$$

satisfies $A x=b$.
To analyze the running time of this algorithm for a sparse matrix $A$, let $w(A)$ denote the number of field operations needed to multiply $A$ by a vector. The vectors $A^{i} b$ for $i=0,1, \ldots, 2 n$ can then be computed in $\mathrm{O}(n w(A))$ field operations. The same estimate holds for the computation of $x$. Because we expect that we need only a few $F_{j}$ 's to compute $F$, the applications of the Berlekamp-Massey algorithm take $\mathrm{O}\left(n^{2}\right)$ field operations. The method requires storage for $\mathrm{O}\left(n^{2}\right)$ field elements. At the cost of recomputing the $A^{i} b$ in (2.21), this can be improved to $\mathrm{O}(n)+w(A)$ field elements if we store only those coordinates of the $A^{i} b$ that we need to compute the $F_{j}$ 's. For a rigorous
proof of these timings and a deterministic version of this probabilistic algorithm we refer to [82]. How the singular case should be handled can be found in [82,53].
2.22. Solving equations over the ring $\mathbf{Z} / m \mathbf{Z}$. In the sequel we often have to solve a system of linear equations over the ring $\mathbf{Z} / m \mathbf{Z}$, where $m$ is not necessarily prime. We briefly sketch how this can be done using Wiedemann's coordinate recurrence method. Instead of solving the system over $\mathbf{Z} / m \mathbf{Z}$, we solve the system over the fields $\mathbf{Z} / p \mathbf{Z}$ for the primes $p \mid m$, lift the solutions to the rings $\mathbf{Z} / p^{k} \mathbf{Z}$ for the prime powers $p^{k} \mid m$, and finally combine these solutions to the solution over $\mathbf{Z} / m \mathbf{Z}$ by means of the Chinese remainder algorithm. In practice we will not try to obtain a complete factorization of $m$, but we just start solving the system modulo $m$, and continue until we try to divide by a zero-divisor, in which case a factor of $m$ is found.

Lifting a solution $A x_{0}=b$ modulo $p$ to a solution modulo $p^{k}$ can be done by writing $A x_{0}-b=p y$ for some integer vector $y$, and solving $A x_{1}=y$ modulo $p$. It follows that $A\left(x_{0}-p x_{1}\right)=b$ modulo $p^{2}$. This process is repeated until the solution modulo $p^{k}$ is determined. We conclude that a system over $\mathbf{Z} / m \mathbf{Z}$ can be solved by $\mathrm{O}(\log m)$ applications of Algorithm (2.19).

## 3. Algorithms for finite abelian groups

## 3.A. Introduction

Let $G$ be a finite abelian group whose elements can be represented in such a way that the group operations can be performed efficiently. In the next few sections we are interested in two computational problems concerning $G$ : finding the order of $G$ or of one of its elements, and computing discrete logarithms in $G$. For the latter problem we will often assume that the order $n$ of $G$, or a small multiple of $n$, is known.

By computing discrete logarithms we mean the following. Let $H$ be the subgroup of $G$ generated by an element $h \in G$. For an element $y$ of $G$, the problem of computing the discrete logarithm $\log _{h} y$ of $y$ with respect to $h$, is the problem to decide whether $y \in H$, and if so, to compute an integ_r $m$ such that $h^{m}=y$; in the latter case we write $\log _{h} y=m$. Evidently, $\log _{h} y$ is only defined modulo the order of $h$. Because the order of $h$ is an unknown divisor of $n$, we will regard $\log _{h} y$ as a not necessarily well-defined integer modulo $n$, and represent it by an integer in $\{0,1, \ldots, n-1\}$. Although $\log _{n} y$ is often referred to as the index of $y$ with respect to $h$, we will only refer to it as the discrete logarithm, or logarithm, of $y$.

Examples of groups we are interested in are: multiplicative groups of finite fields, sets of points of elliptic curves modulo primes (cf. Subsection 2.B), class groups (cf. Subsection 2.C), and multiplicative groups modulo composite integers. In the first example $n$ is known, and for the second example two methods to compute $n$ were mentioned in (2.6).

In all examples above, the group elements can be represented in a unique way. Equality of two elements can therefore be tested efficiently, and membership of a sorted list of cardinality $k$ can be decided in $\log k$ comparisons. Examples where unique
representations do not exist are for instance multiplicative groups modulo an unspecified prime divisor of an integer $n$, or sets of points of an elliptic curve modulo $n$, when taken modulo an unspecified prime divisor of $n$ (cf. (2.7)). In these examples inequality can be tested by means of a gcd-computation. If two nonidentically represented elements are equal, the gcd will be a nontrivial divisor of $n$. In Subsection 4.B we will see how this can be exploited.

In Subsection 3.B we present some algorithms for both of our problems that can be applied to any group $G$ as above. By their general nature they are quite slow; the number of group operations required is an exponential function of $\log n$. Algorithms for groups with smooth order are given in Subsection 3.C (cf. Subsection 2.A). For groups containing many smooth elements, subexponential discrete logarithm algorithms are given in Subsection 3.D. Almost all of the algorithms in Subsection 3.D are only applicable to the case where $G$ is the multiplicative group of a finite field, with the added restriction that $h$ is a primitive root of the same field. In that case $G=H$, so that the decision problem becomes trivial. An application of these techniques to class groups is presented in Remark (3.13).

For practical consequences of the algorithms in Subsections 3.B through 3.D we refer to the original papers and to [53].

## 3.B. Exponential algorithms

Let $G$ be a finite abelian group as in Subsection 3.A, let $h \in G$ be a generator of a subgroup $H$ of $G$, and let $y \in G$. In this section we discuss three algorithms to compute $\log _{h} y$. The algorithms have in common that, with the proper choice for $y$, they can easily be adapted to compute the order $n_{h}$ of $h$, or a small multiple of $n_{h}$.

Of course, $\log _{h} y$ can be computed deterministically in at most $n_{h}$ multiplications and comparisons in $G$, by computing $h^{i}$ for $i=1,2, \ldots$ until $h^{i}=y$ or $h^{i}=1$; here 1 denotes the unit element in $G$. Then $y \in H$ if and only if $h^{i}=y$ for some $i$, and if $y \notin H$ the algorithm terminates after $\mathrm{O}\left(n_{h}\right)$ operations in $G$; in the latter case (and if $y=1$ ), the order of $h$ has been computed. The method requires storage for only a constant number of group elements.
3.1. Shank's baby-step-giant-Step algorithm (cf. [38, Exercise 5.17]). We can improve on the number of operations of the above algorithm if we allow for more storage being used, and if a unique representation of the group elements exists; we describe an algorithm that takes $O\left(\sqrt{n_{h}} \log n_{h}\right)$ multiplications and comparisons in $G$, and that requires storage for $\mathrm{O}\left(\sqrt{n_{h}}\right)$ group elements. The algorithm is based on the following observation. If $y \in H$ and $\log _{h} y<s^{2}$ for some $s \in \mathrm{Z}_{>0}$, then there exist integers $i$ and $j$ with $0 \leqslant i, j<s$ such that $y=h^{i s+j}$. In this situation $\log _{h} y$ can be computed as follows. First, make a sorted list of the values $h^{j}$ for $0 \leqslant j<s$ in $\mathrm{O}(s \log s)$ operations in $G$. Next, compute $y h^{-i s}$ for $i=0,1, \ldots, s-1$ until $y h^{-i s}$ equals one of the values in the list; this search can be done in $\mathrm{O}(\log s)$ comparisons per $i$ because the list is sorted. If $y h^{-i s}$ is found to be equal to $h^{j}$, then $\log _{h} y=i s+j$. Otherwise, if $y h^{-i s}$ is not found in the list for any of the values of $i$, then either $y \notin H$ or $\log _{h} y \geqslant s^{2}$.

This method can be turned into a method that can be guaranteed to use $\mathrm{O}\left(\sqrt{n_{h}} \times\right.$
$\log n_{h}$ ) operations in $G$, both to compute discrete logarithms and to compute $n_{h}$. For the latter problem, we put $y=1$, and apply the above method with $s=2^{k}$ for $k=1,2, \ldots$ in succession, excluding the case where both $i$ and $j$ are zero. After

$$
\mathrm{O}\left(\sum_{k=1}^{\left(\log 2 n_{h} / 2\right.} 2^{k} \log 2^{k}\right)=\mathrm{O}\left(\sqrt{n_{h}} \log n_{h}\right)
$$

operations in $G$, we find $i$ and $j$ such that $h^{i 2^{k}+j}=1$, and therefore a small multiple of $n_{h}$. To compute $\log _{h} y$ we proceed similarly, but to guarantee a timely termination of the algorithm in case $y \notin H$, we look for $h^{-i s}$ in the list as well; if some $h^{-i s}$ is in the list, but none of the $y h^{-i s}$ is, then $y \notin H$. We could also first determine $n_{h}$, and put $s=\left\lceil\sqrt{n_{h}}\right\rceil$.

We conclude that both the order of $h$ and discrete logarithms with respect to $h$ can be computed deterministically in $n_{h}^{1 / 2+o(1)}$ multiplications and comparisons in $G$, for $n_{h} \rightarrow \infty$. The method requires storage for $O\left(\sqrt{n_{h}}\right)$ group elements. In practice it can be recommended to use hashing (cf. [38, Section 6.4]) instead of sorting.
3.2. Multiple discrete logarithms to the same basis. If $e>1$ discrete logarithms with respect to the same $h$ of order $n_{h}$ have to be computed, we can do better than $\mathrm{O}\left(e \sqrt{n_{h}} \times\right.$ $\log n_{h}$ ) group operations, if we allow for more than $O\left(\sqrt{n_{h}}\right)$ group elements being stored. Of course, if $e \geqslant n_{h}$, we simply make a sorted list of $h^{i}$ for $i=0,1, \ldots, n_{h}-1$, and look up each element in the list; this takes $O\left(e \log n_{h}\right)$ group operations and storage for $n_{h}$ group elements. If $e<n_{h}$, we put $s=\left[\sqrt{e \cdot n_{h}}\right]$, make a sorted list of $h^{j}$ for $0 \leqslant j<s$, and for each of the $e$ elements $y$ we compute $y h^{-i s}$ for $i=0,1, \ldots,\left\lceil n_{h} / s\right\rceil$ until $y h^{-i s}$ equals one of the values in the list. This takes

$$
\mathrm{O}\left(\sqrt{e \cdot n_{h}} \log \left(e \cdot n_{h}\right)\right)
$$

group operations, and storage for $\mathrm{O}\left(\sqrt{e \cdot n_{h}}\right)$ group elements.
3.3. Pollard's rho method (cf. [58]). The following randomized method needs only a constant amount of storage. It is randomized in the sense that we cannot give a worst-case upper bound for its running time. We can only say that the expected number of group operations to be performed is $O(\sqrt{n})$ to compute discrete logarithms, and $\mathrm{O}\left(\sqrt{n_{h}}\right)$ to compute the order $n_{h}$ of $h$; here $n$ is the order of $G$. Let us concentrate on computing discrete logarithms first.

Assume that a number $n$ is known that equals the order of $G$, or a small multiple thereof. We randomly partition $G$ into three subsets $G_{1}, G_{2}$, and $G_{3}$, of approximately the same size. By an operation in $G$ we mean either a group operation, or a membership test $x \in$ ? $G_{i}$. For $y \in G$ we define the sequence $y_{0}, y_{1}, y_{2}, \ldots$ in $G$ by $y_{0}=y$, and

$$
y_{i}= \begin{cases}h \cdot y_{i-1} & \text { if } y_{i-1} \in G_{1}  \tag{3.4}\\ y_{i-1}^{2} & \text { if } y_{i-1} \in G_{2} \\ y \cdot y_{i-1} & \text { if } y_{i-1} \in G_{3}\end{cases}
$$

for $i>0$. If this sequence behaves as a random mapping from $G$ to $G$, its expected cycle length is $\mathrm{O}(\sqrt{n})$ (see [37, Exercise 4.5.4.4]). Therefore, when comparing $y_{i}$ and $y_{2 i}$ for
$i=1,2, \ldots$, we expect to find $y_{k}=y_{2 k}$ for $k=\mathrm{O}(\sqrt{n})$. The sequence has been defined in such a way that $y_{k}=y_{2 k}$ easily yields $y^{e_{k}}=h^{m_{k}}$ for certain $e_{k}, m_{k} \in\{0,1, \ldots, n-1\}$. Using the extended Euclidean algorithm we compute $s$ and $t$ such that $s \cdot e_{k}+t \cdot n=d$ where $d=\operatorname{gcd}\left(e_{k}, n\right)$; if $d=1$, which is not unlikely to occur, we find $\log _{h} y=s \cdot m_{k} \bmod n$.

If $d>1$ then we do not immediately know the value of $\log _{h} y$, but we can exploit the fact that $y^{e_{k}}=h^{m_{k}}$ as follows. We introduce a number $l>0$, to be thought of as the smallest known multiple of $n_{h}$. Initially we put $l=n$. Every time that $l$ is changed, we first check that $y^{l}=1$ (if $y^{l} \neq 1$ then clearly $y \notin H$ ), and next we compute new $s, t$, and $d$ with $d=\operatorname{gcd}\left(e_{k}, l\right)=s \cdot e_{k}+t \cdot l$. Note that $h^{l m_{k} / d}=y^{l e_{k} / d}=1$, so that $n_{h} \mid l m_{k} / d$. If $d$ does not divide $m_{k}$, then change $l$ to $\operatorname{gcd}\left(l, l m_{k} / d\right)$. Ultimately, $d$ divides $m_{k}$. We have that $y^{d}=h^{s m_{k}}$, so we may stop if $d=1$. Otherwise, we determine the order $d^{\prime}$ of $h^{l / d}$ by means of any of the methods described in Subsections 3.B and 3.C. If this is difficult to do then $d$ is large (which is unlikely), and it is probably best to generate another relation of the sort $y^{e_{k}}=h^{m_{k}}$. If $d^{\prime}<d$ then change $l$ to $l d^{\prime} / d$. Finally, suppose that $d^{\prime}=d$. Let $y^{\prime}=y h^{-s m_{k} / d}$, then $y \in H$ if and only if $y^{\prime} \in \mathrm{H}$, and since $\left(y^{\prime}\right)^{d}=1$, this is the case if and only if $y^{\prime}$ belongs to the subgroup generated by $h^{\prime}=h^{l / d}$. The problem with $y$ and $h$ is now reduced to the same problem with $y^{\prime}$ and $h^{\prime}$, with the added knowledge that the order of $h^{\prime}$ equals $d$. The new problem can be solved by means of any of the methods described in Subsections 3.B and 3.C.

Of course, we could define the recurrence relation (3.4) in various other ways, as long as the resulting sequence satisfies our requirements.

Notice that, if $y \in H$, the recurrence relation (3.4) is defined over $H$. If also the $G_{i} \cap H$ are such that the sequence behaves as a random mapping from $H$ to $H$, then we expect the discrete logarithm algorithm to run in $O\left(\sqrt{n_{h}}\right)$ operations in $G$. In the case that $n$ or some multiple of $n_{h}$ is not known, a multiple of $n_{h}$ can be computed in a similar way in about $\mathrm{O}\left(\sqrt{n_{h}}\right)$ operations in $G$. To do this, one partitions $G$ into a somewhat larger number of subsets $G_{j}$, say 20 , and one defines $y_{0}=1$, and $y_{i}=h^{t_{j} \cdot y_{i-1}}$ if $y_{i-1} \in G_{j}$; here the numbers $t_{j}$ are randomly chosen from $\{2,3, \ldots, B-1\}$, where $B$ is an estimate for $n_{h}$ (cf. [68]).

We conclude this section by mentioning another randomized algorithm for computing discrete logarithms, the so-called Lambda method for catching kangaroos, also due to Pollard [58]. It can only be used when $\log _{h} y$ is known to exist, and lies in a specified interval of width $w$; it is not necessary that the order of $G$, or a small multiple thereof, is known. The method requires $O(\sqrt{w})$ operations in $G$, and a small amount of storage (depending on the implementation), but cannot be guaranteed to have success; the failure probability $\varepsilon$, however, can be made arbitrarily small, at the cost of increasing the running time which depends linearly on $\sqrt{\log (1 / \varepsilon)}$. We will not pursue this approach further, but refer the interested reader to [58]. Notice that, with $w=n$, this method can be used instead of the rho method described above, if at least $y \in H$.

## 3.C. Groups with smooth order

In some cases one might suspect that the order of $G$, or of $h$, has only small prime factors, i.e., is $s$-smooth for some small $s \in \mathbf{Z}_{>0}$ (cf. Subsection 2.A). If one also knows an upper bound $B$ on the order, this smoothness can easily be tested. Namely, in these
circumstances the order should divide

$$
\begin{equation*}
k=k(s, B)=\prod_{\substack{p<s \\ p \text { prime }}} p^{t_{p}}, \tag{3.5}
\end{equation*}
$$

where $t_{p} \in \mathbf{Z}_{\geqslant 0}$ is maximal such that $p^{t_{p}} \leqslant B$. Raising $h$ to the $k$ th power should yield the unit element in $G$; this takes $O\left(s \log _{s} B\right)$ multiplications in $G$ to verify. If $h^{k}$ indeed equals the unit element, the order of $h$ can be deduced after some additional computations.
3.6. The Chinese remainder theorem method (cf. [56]). Also for the discrete logarithm problem a smooth order is helpful, as was first noticed by Silver, and later by Pohlig and Hellman [56]. Let $n_{h}=\Pi_{p \mid n_{h}} p^{e_{p}}$ be the prime factorization of $n_{h}$. If $y \in H$, then it suffices to determine $\log _{h} y=m$ modulo each of the $p^{e_{p}}$, followed by an application of the Chinese remainder algorithm. This observation leads to an algorithm that takes

$$
\sum_{\substack{p \mid n_{h} \\ p \text { prime }}} \mathrm{O}\left(\sqrt{e_{p} \max \left(e_{p}, p\right)} \log \left(p \cdot \min \left(e_{p}, p\right)\right)\right)
$$

group operations, and that needs storage for

$$
\mathrm{O}\left(\max _{\substack{p \mid n_{h} \\ p \text { prime }}}\left(\sqrt{p \cdot \min \left(e_{p}, p\right)}\right)\right)
$$

group elements.
To compute $m$ modulo $p^{e}$, where $p$ is one of the primes dividing $n_{h}$ and $e=e_{p}$, we proceed as follows. Write $m \equiv \sum_{i=0}^{e-1} m_{i} p^{i}$ modulo $p^{e}$, with $m_{i} \in\{0,1, \ldots, p-1\}$, and notice that

$$
\left(m-\left(m \bmod p^{i}\right)\right) n_{h} / p^{i+1} \equiv\left(n_{h} / p\right) m_{i} \bmod n_{h}
$$

for $i=0,1, \ldots, e-1$. This implies that, if $y \in H$, then

$$
\left(y \cdot h^{-\left(m \bmod p^{i}\right.}\right)^{n_{h} / p^{i+1}}=\left(h^{n_{h} / p}\right)^{m_{i}} .
$$

Because $\bar{h}=h^{n_{h} / p}$ generates a cyclic subgroup $\bar{H}$ of $G$ of order $p$, we can compute $m_{0}, m_{1}, \ldots, m_{e-1}$ in succession by computing the discrete logarithms of $\bar{y}_{i}=$ $\left(y \cdot h^{-\left(m \bmod p^{i}\right)}\right)^{n_{h} / p^{i+1}}$ with respect to $\bar{h}$, for $i=0,1, \ldots, e-1$. This can be done by means of any of the methods mentioned in Subsection 3.B. If $\bar{y}_{i} \notin \bar{H}$ for some $i$, then $y \notin H$, and the algorithm terminates. With (3.2) we now arrive at the estimates mentioned above.

## 3.D. Subexponential algorithms

In this subsection we will concentrate on algorithms to compute discrete logarithms with respect to a primitive root $g$ of the multiplicative group $G$ of a finite field. In this case the order of $G$ is known. In principle the methods to be presented here can be applied to any group for which the concept of smoothness makes sense, and that contains sufficiently many smooth elements. This is the case for instance for class groups, as is shown in Remark (3.13).

We do not address the problem of finding a primitive root of $G$, or deciding whether a given element is a primitive root. Notice however that the latter can easily be accomplished if the factorization of the order of $G$ is known. It would be interesting to analyze how the algorithms in this subsection behave in the case where it not known whether $g$ is a primitive root or not.

A rigorous analysis of the expected running time has only been given for a slightly different version of the first algorithm below [61]. The timings of the other algorithms in this section are heuristic estimates.
3.7. Remark. Any algorithm that computes discrete logarithms with respect to a primitive root of a finite field can be used to compute logarithms with respect to any non-zero element of the field. Let $g$ be a primitive root of a finite field, $G$ the multiplicative group of order $n$ of the field, and $h$ and $y$ any two elements of $G$. To decide whether $y \in\langle h\rangle=H$ and, if so, to compute $\log _{h} y$, we proceed as follows. Compute $\log _{g} h=m_{h}, \log _{g} y=m_{y}$, and ind $(h)=\operatorname{gcd}\left(n, m_{h}\right)$. Then $y \in H$ if and only if ind $(h)$ divides $m_{y}$, and if $y \in H$ then

$$
\log _{h} y=\left(m_{y} / \operatorname{ind}(h)\right)\left(m_{h} / \operatorname{ind}(h)\right)^{-1} \bmod n_{h}
$$

where $n_{h}=n / \operatorname{ind}(h)$ is the order of $h$.
3.8. Smoothnessin $(\mathbf{Z} / p \mathbf{Z})^{*}$. If $G=(\mathbf{Z} / p \mathbf{Z})^{*}$ for some prime $p$, we identify $G$ with the set $\{1,2, \ldots, p-1\}$ of least positive residues modulo $p$; the order $n$ of $G$ equals $p-1$. It follows from Subsection 2.A that a randomly selected element of $G$ that is $\leqslant n^{\alpha}$ is $L_{n}[\beta]$-smooth with probability $L_{n}[-\alpha /(2 \beta)]$, for $\alpha, \beta \in \mathbf{R}_{>0}$ fixed with $\alpha \leqslant 1$, and $n \rightarrow \infty$. The number of primes $\leqslant L_{n}[\beta]$ is $\pi\left(L_{n}[\beta]\right)=L_{n}[\dot{\beta}]$. In Subsection 4.B we will see that an element of $G$ can be tested for $L_{n}[\beta]$-smoothness in expected time $L_{n}[0]$; in case of smoothness, the complete factorization is computed at the same time (cf. (4.3)).
3.9. Smoothness in $\mathbf{F}_{2}^{*}$. If $G=\mathbf{F}_{2}^{*}$, for some positive integer $m$, we select an irreducible polynomial $f \in \mathbf{F}_{2}[X]$ of degree $m$, so that $\mathbf{F}_{2^{m}} \cong\left(\mathbf{F}_{2}[X]\right) /(f)$. The elements of $G$ are then identified with non-zero polynomials in $\mathbf{F}_{2}[X]$ of degree $<m$. We define the norm $\mathbf{N}(h)$ of an element $h \in G$ as $\mathbf{N}(h)=2^{\text {degree }(h)}$. Remark that $\mathbf{N}(f)=\# \mathbf{F}_{2^{m}}$, and that the order $n$ of $G$ equals $2^{m}-1$.

A polynomial in $\mathbf{F}_{2}[X]$ is smooth with respect to $x$ for some $x \in \mathbf{R}_{>0}$, if it factors as a product of irreducible polynomials of norm $\leqslant x$. It follows from a theorem of Odlyzko [53] that a random element of $G$ of norm $\leqslant n^{\alpha}$ is $L_{n}[\beta]$-smooth with probability $L_{n}[-\alpha /(2 \beta)]$, for $\alpha, \beta \in \mathbf{R}_{>0}$ fixed with $\alpha<1$, and $n \rightarrow \infty$. Furthermore, an element of $G$ of degree $k$ can be factored in time polynomial in $k$ (cf. [37]). The number of irreducible polynomials of norm $\leqslant L_{n}[\beta]$ is about

$$
L_{n}[\beta] / \log _{2}\left(L_{n}[\beta]\right)=L_{n}[\beta] .
$$

These results can all easily be generalized to finite fields of arbitrary, but fixed, characteristic.
3.10. The index-Calculus algorithm. Let $g$ be a generator of a group $G$ of order $n$ as in
(3.8) or (3.9); "prime element" will mean "prime number" (3.8) or "irreducible polynomial" (3.9), and for $G=(\mathbf{Z} / p \mathbf{Z})^{*}$ the "norm" of $x \in G$ will be $x$ itself. Let $y \in G$, and let $S$ be the set of prime elements of norm $\leqslant L_{n}[\beta]$ for some $\beta \in \mathbf{R}_{>0}$. We abbreviate $L_{n}[\beta]$ to $L[\beta]$. The algorithms to compute $\log _{g} y$ that we present in this subsection consist of two stages (cf. [81]):
(1) precomputation: compute $\log _{g} s$ for all $s \in S$;
(2) computation of $\log _{g} y$ : find a multiplicative relation between $y$ and the elements of $S$, and derive $\log _{g} y$ using the result from the precomputation stage.
This gives rise to an algorithm whose expected running time is bounded by a polynomial function of $L(n)$; notice that this is better than $\mathrm{O}\left(n^{\varepsilon}\right)$ for every $\varepsilon>0$ (cf. [1]).

First, we will describe the second stage in more detail, and analyze its expected running time. Suppose that the discrete logarithms of the prime elements of norm $\leqslant L[\beta]$ all have been computed in the first stage. We determine an integer $e$ such that $y \cdot g^{e}$ factors as a product of elements of $S$, by randomly selecting integers $e \in\{0,1, \ldots, n-1\}$ until $y \cdot g^{e} \in G$ is smooth with respect to $L[\beta]$. For the resulting $e$ we have

$$
y \cdot g^{e}=\prod_{s \in S} s^{e_{s}}
$$

so that

$$
\log _{g} y=\left(\left(\sum_{s \in S} e_{s} \log _{g} s\right)-e\right) \bmod n
$$

where the $\log _{g} s$ are known from the precomputation stage. By the results cited in (3.8) and (3.9) we expect that $L[1 /(2 \beta)]$ trials suffice to find $e$. Because the time per trial is bounded by $L[0]$ for both types of groups, we expect to spend time $L[1 /(2 \beta)]$ for each discrete logarithm.

Now consider the precomputation stage, the computation of $\log _{g} s$ for all $s \in S$. We collect multiplicative relations between the elements of $S$, i.e., linear equations in the $\log _{g} s$. Once we have sufficiently many relations, we can compute the $\log _{g} s$ by solving a system of linear equations.

Collecting multiplicative relations can be done by randomly selecting integers $e \in\{0,1, \ldots, n-1\}$ until $g^{e} \in G$ is smooth with respect to $L[\beta]$. For a successful $e$ we have

$$
g^{e}=\prod_{s \in S} s^{e_{s}}
$$

which yields the linear equation

$$
\begin{equation*}
e=\left(\sum_{s \in S} e_{s} \log _{g} s\right) \bmod n \tag{3.11}
\end{equation*}
$$

We need about $|S| \approx L[\beta]$ equations of the form (3.11) to be able to solve the resulting system of linear equations, so we repeat this step about $L[\beta]$ times.

It follows from the analysis of the second stage that collecting equations can be done in expected time $L[\beta+1 /(2 \beta)]$. Because the system can be solved in time $L[3 \beta]$ by
ordinary Gaussian elimination (cf. Subsection 2.D and (2.22)), the precomputation stage takes expected time $L[\max (\beta+1 /(2 \beta), 3 \beta)]$, which is $L\left[\frac{3}{2}\right]$ for the optimal choice $\beta=\frac{1}{2}$. This dominates the cost of the second stage which takes, for $\beta=\frac{1}{2}$, time $L[1]$ per logarithm. The storage requirements are $L[1]$ for the precomputation (to store the system of equations), and $L\left[\frac{1}{2}\right]$ for the second stage (to store the $\log _{g} s$ for $s \in S$ ).

An important improvement can be obtained by noticing that in the equations of the form (3.11) at most $\log _{2} n$ of the $|S| \approx L[\beta]$ coefficients $e_{s}$ can be non-zero. This implies that we can use the coordinate recurrence method described in (2.19), which has, combined with (2.22), the following consequence. Multiplying the matrix defining the system by a vector can be done in time $\left(\log _{2} n\right) L[\beta]$, which is $L[\beta]$. The system can therefore be solved in time $L[2 \beta]$, so that the expected time for the precomputation stage becomes $L[\max (\beta+1 /(2 \beta), 2 \beta)]$. For $\beta=\sqrt{\frac{1}{2}}$, we get $L[\sqrt{2}]$ arithmetic operations in $G$ or $\mathbf{Z} / n \mathbf{Z}$ for the precomputation, and $L\left[\sqrt{\frac{1}{2}}\right]$ operations per logarithm. The method requires storage for $L\left[\sqrt{\frac{1}{2}}\right]$ group elements both in the precomputation and in the second stage. We refer to [61] for a rigorous proof that a slightly modified version of the index-calculus algorithm runs in time $L[\sqrt{2}]$, for both of our choices of $G$.
3.12. Remark. As suggested at the end of (3.9), the algorithm in (3.10), and the modifications presented below, can be adapted to finite fields of arbitrary, but fixed, characteristic. For $\mathbf{F}_{p^{2}}$ a modified version of the index-calculus algorithm is presented in [29]; according to Odlyzko [53] this method applies to $\mathbf{F}_{p^{\mathrm{m}}}$, for fixed $m$, as well. It is an as yet unanswered question how to compute discrete logarithms when both $p$ and $m$ tend to infinity.
3.13. Remark. The ideas from the index-calculus algorithm can be applied to other groups as well. Consider for instance the case that $G$ is a class group as in Subsection 2.C, of unknown order $n$. Suppose we want to compute the discrete logarithm of $y$ with respect to $h$, for $h, y \in G$. Let $S$ be a set of prime forms that generates $G$ (cf. (2.17)). The mapping $\varphi$ from $\mathbf{Z}^{s}$ to $G$ that maps $\left(e_{s}\right)_{s \in S} \in \mathbf{Z}^{S}$ to $\Pi_{s \in S} S^{e_{s}} \in G$ is a surjection. The kernel of $\varphi$ is a sublattice of the lattice $\mathbf{Z}^{S}$, and $\mathbf{Z}^{S} / \operatorname{ker}(\varphi) \cong G$. In particular the determinant of $\operatorname{ker}(\varphi)$ equals $n$.

To calculate $\operatorname{ker}(\varphi)$, we introduce a subgroup $\Lambda$ of $\mathbf{Z}^{s}$, to be thought of as the largest subgroup of $\operatorname{ker}(\varphi)$ that is known. Initially one puts $\Lambda=\{0\}$. To enlarge $\Lambda$, one looks for relations between the elements of $S$. Such relations can be found in a way similar to the precomputation stage of (3.10)), as described in (4.12); the primitive root $g$ is replaced by a product of random powers of elements of $S$, thus producing a random group element. Every relation gives rise to an element $r \in \operatorname{ker}(\varphi)$. One tests whether $r \in \Lambda$, and if not one replaces $\Lambda$ by $\Lambda+\mathbf{Z} r$; if $\Lambda$ is given by a basis in Hermite form, this can be done by means of the algorithm of [36]. Repeating this a number of times, one may expect to find a lattice $\Lambda$ containing $|S|$ independent vectors. The determinant of $\Lambda$ is then a non-zero multiple of $n$. After some additional steps it will happen that $\Lambda$ does not change any more, so that one may hope that $\Lambda=\operatorname{ker}(\varphi)$. In that case, $\operatorname{det}(\Lambda)=n$, and $\mathbf{Z}^{s} / \Lambda \cong G$.

Supposing that $\Lambda=\operatorname{ker}(\varphi)$, we can write $G$ as a direct sum of cyclic groups by bringing the matrix defining $\Lambda$ to diagonal form [36]. This may change the set of
generators of $G$. To solve the discrete logarithm problem one expresses both $h$ and $y$ as products of powers of the new generators, and applies (3.7) repeatedly. Notice that if the assumption $\Lambda=\operatorname{ker}(\varphi)$ is wrong (i.e., we did not find sufficiently many relations), we may incorrectly decide that $y \notin\langle h\rangle$.
3.14. A method based on the residue-List sieve from [22]. We now discuss a variant of the index-calculus algorithm that yields a better heuristic running time, namely $L[1]$ for the precomputation and $L\left[\frac{1}{2}\right]$ per individual logarithm. Instead of looking for random smooth group elements that yield equations like (3.11), we look for smooth elements of much smaller norm that still produce the necessary equations. Because elements of smaller norm have a higher probability of being smooth, we expect that this will give a faster algorithm.

For ease of exposition we take $G=(\mathbf{Z} / p \mathbf{Z})^{*}$, as in (3.8), so that $n=p-1$. Let the notation be as in (3.10). Linear equations in the $\log _{g} s$ for $s \in S$ are collected as follows. Let $\alpha \in \mathbf{R}_{>0}$ and let $u$ and $v$ be two integers in $\{[\sqrt{p}]+1, \ldots,[\sqrt{p}+L[\alpha]]\}$, both smooth with respect to $L[\beta]$. If $u v-p$ is also smooth with respect to $L[\beta]$, then we have found an equation of the type we were looking for, because $\log _{g} u+\log _{g} v=\log _{g}(u v-p)$.

We analyze how much time it takes to collect $L[\beta]$ equations in this way. The probability of $u v-p=\mathrm{O}(L[\alpha] \sqrt{p})$ being smooth with respect to $L[\beta]$ is $L[-1 /(4 \beta)]$, so we have to consider $L[\beta+1 /(4 \beta)]$ smooth pairs $(u, v)$, and test the corresponding $u v-p$ for smoothness. This takes time $L[\beta+1 /(4 \beta)]$. It follows that we need $L[\beta / 2+1 /(8 \beta)]$ integers $u \in\{[\sqrt{p}]+1, \ldots,[\sqrt{p}+L[\alpha]]\}$ that are smooth with respect to $L[\beta]$. For that purpose we take $L[\beta / 2+1 /(8 \beta)+1 /(4 \beta)]$ integers in $\{[\sqrt{p}]+1, \ldots,[\sqrt{p}+L[\alpha]]\}$ and test them for smoothness, because the probability of smoothness is $L[-1 /(4 \beta)]$. Generating the $u$ 's therefore takes time $L[\beta / 2+3 /(8 \beta)]$. Notice that we can take $\alpha=\beta / 2+3 /(8 \beta)$. Notice also that $u, v$, and $u v-p$ are not generated randomly, but instead are selected in a deterministic way. Although we cannot justify it theoretically, we assume that these numbers have the same probability of smoothness as random numbers of about the same size. The running times we get are therefore only heuristic estimates.

Combined with the coordinate recurrence method (cf. (2.19), (2.22)), we find that the precomputation takes time $L[\max (\beta+1 /(4 \beta), \beta / 2+3 /(8 \beta), 2 \beta)]$. This is minimized for $\beta=\frac{1}{2}$, so that the precomputation can be done in expected time $L[1]$ and storage $L\left[\frac{1}{2}\right]$. Notice that for $\beta=\frac{1}{2}$ we have $\alpha=1$.

The second stage as described in (3.10) also takes time $L[1]$. If we keep the $L\left[\frac{1}{2}\right]$ smooth $u$ 's from the precomputation stage, then the second stage can be modified as follows. We find $e$ such that $y \cdot g^{e} \bmod p$ is smooth with respect to $L[2]$ in time $L\left[\frac{1}{4}\right]$. To calculate $\log _{g} y$, it suffices to calculate $\log _{g} x$ for each prime factor $x \leqslant L[2]$ of $y \cdot g^{e} \bmod p$. For fixed $x$ this is done as follows. Find $v$ in an interval of size $L\left[\frac{1}{2}\right]$ around $\sqrt{p} / x$ that is smooth with respect to $L\left[\frac{1}{2}\right]$ in time $L\left[\frac{1}{2}\right]$. Finally, find one of the $L\left[\frac{1}{2}\right]$ smooth $u$ s such that $u v x-p=\mathrm{O}\left(L\left[\frac{5}{2}\right] \sqrt{p}\right)$ is smooth with respect to $L\left[\frac{1}{2}\right]$ in time $L\left[\frac{1}{2}\right]$. The value of $\log _{g} x$ now follows. Individual logarithms can therefore be computed in expected time and storage $L\left[\frac{1}{2}\right]$.

Generalization of this idea to $G=\mathbf{F}_{2}^{*}$, as in (3.9), follows immediately if we select some polynomial $g \in \mathbf{F}_{2}[X]$ of norm about $2^{m / 2}$ (for instance $g=X^{[m / 2]}$ ), and compute
$q, r \in \mathbf{F}_{2}[X]$ such that $f=q g+r$ (cf. (3.9)) with degree( $r$ ) < degree ( $g$ ). In the precomputation we consider $u=g+\bar{u}, v=q+\bar{v}$ for polynomials $\bar{u}, \bar{v} \in \mathbf{F}_{2}[X]$ of norm $\leqslant L[\alpha]$, so that $\mathbf{N}(u v-f)$ is close to $L[\alpha] 2^{m / 2}$; here $L[\alpha]=L_{2^{m-1}}[\alpha]$. In the second stage we write $q=h x+\bar{x}$ for $h, \bar{x} \in \mathbf{F}_{2}[X]$ with degree $(\bar{x})<\operatorname{degree}(x)$, where $x$ is as above, choose $v=h+\bar{v}$ with $\mathbf{N}(\bar{v})<L\left[\frac{1}{2}\right]$, and consider $u v x-f$. The running time analysis remains unchanged. Instead of finding $g, q, r$ as above, we could also choose $f$ in (3.9) such that $f=X^{m}+f_{1}$ with degree $\left(f_{1}\right)<m / 2$, so that we can take $g=q=X^{[(m+1) / 2]}$.
3.15. A method based on the linear sieve algorithm from [22]. Again we consider $G=(\mathbf{Z} / p \mathbf{Z})^{*}$. An improvement of (3.14) that is of practical importance, although it does not affect the timings when expressed in $L(n)$, can be obtained by including the numbers $u \in\{[\sqrt{p}]+1, \ldots,[\sqrt{p}+L[\alpha]]\}$ in the set $S$ as well. For such $u$ and $v$ we again have $u v-p=\mathrm{O}(L[\alpha] \sqrt{p})$, but now we only require that $u v-p$ is smooth with respect to $L[\beta]$, without requiring smoothness for $u$ or $v$. It follows in a similar way as above that the $L[\beta]+L[\alpha]$ equations can be collected in time $L[1]$ and storage $L\left[\frac{1}{2}\right]$ for $\beta=\frac{1}{2}$ and $\alpha=\beta / 2+1 /(8 \beta)=\frac{1}{2}$. The reason that this version will run faster than the algorithm from (3.14) is that $u v-p$ is now only $\mathrm{O}\left(L\left[\frac{1}{2}\right] \sqrt{p}\right)$, whereas it is $\mathrm{O}(L[1] \sqrt{p})$ in (3.14). In practice this will make a considerable difference in the probability of smoothness. The second stage can be adapted in a straightforward way. The running times we get are again only heuristic estimates.

In the methods for $G=(\mathbf{Z} / p \mathbf{Z})^{*}$ described in (3.14) and (3.15), the use of the smoothness test referred to in (3.8) can be replaced by sieving techniques. This does not change the asymptotic running times, but the resulting algorithms will probably be faster in practice [22].
3.16. A more general $L$ function. For the description of the last algorithm in this subsection, the bimodal polynomials method, it will be convenient to extend the definition of the function $L$ from Subsection 2 . A slightly. For $\alpha, r \in \mathbf{R}$ with $0 \leqslant r \leqslant 1$, we denote by $L_{x}[r ; \alpha]$ any function of $x$ that equals

$$
\mathrm{e}^{(\alpha+o(1))(\log x)^{r}(\log \log x)^{1-r}}, \quad \text { for } x \rightarrow \infty
$$

Notice that this is $(\log x)^{\alpha}$ for $r=0$, and $x^{\alpha}$ for $r=1$, up to the $o(1)$ in the exponent. For $r=\frac{1}{2}$ we get the $L$ from Subsection 2.A.

The smoothness probabilities from Subsection 2.A and (3.9) can now be formulated as follows. Let $\alpha, \beta, r, s \in \mathbf{R}$ be fixed with $\alpha, \beta>0,0<r \leqslant 1$, and $0<s<r$. From Subsection 2.A we find that a random positive integer $\leqslant L_{x}[r ; \alpha]$ is $L_{x}[s ; \beta]$-smooth with probability $L_{x}[r-s ;-\alpha(r-s) / \beta]$, for $x \rightarrow \infty$. From the same theorem of Odlyzko referred to in (3.9) we have that, for $r / 100<s<99 r / 100$, a random polynomial in $F_{2}[X]$ of norm $\leqslant L_{x}[r ; \alpha]$ is smooth with respect to $L_{x}[s ; \beta]$ with probability $L_{x}[r-s$; $-\alpha(r-s) / \beta]$, for $x \rightarrow \infty$.
3.17. Coppersmith's bimodal polynomials method (cf. [21]). We conclude this subsection with an algorithm that was especially designed for $G=\mathbf{F}_{2}^{*}$, as in (3.9). This
algorithm does not apply to fields with a large characteristic. It is again a variant of the index-calculus algorithm (3.10). Let $f$ be a monic polynomial in $\mathbf{F}_{2}[X]$ of degree $m$ as in (3.9), so that $\mathbf{F}_{2^{m}} \cong\left(\mathbf{F}_{2}[X]\right) /(f)$. We assume that $f$ can be written as $X^{m}+f_{1}$, for $f_{1} \in \mathbf{F}_{2}[X]$ of degree $<m^{2 / 3}$. Because about one out of every $m$ polynomials in $\mathbf{F}_{2}[X]$ of degree $m$ is irreducible, we expect that such an $f$ can be found.

We use the function $L$ from (3.16), and we abbreviate $L_{2^{m-1}}[r ; \alpha]$ to $L[r ; \alpha]$. Notice that with this notation

$$
L[r ; \alpha]=2^{\alpha(1+o(1)) m^{r}\left(\log _{2} m\right)^{1-r}}, \quad \text { for } \alpha>0, \text { and } m \rightarrow \infty .
$$

We will see that the precomputation stage can be carried out in expected time $L\left[\frac{1}{3} ; 2^{2 / 3}\right]$ and that individual logarithms can be computed in expected time $L\left[\frac{1}{3} ; \sqrt{\frac{1}{2}}\right]$. Notice that this is substantially faster than any of the other algorithms in this section.

Let $S$ be the set of irreducible polynomials in $\mathbf{F}_{2}[X]$ of norm $\leqslant L\left[\frac{1}{3} ; \beta\right]$, for some $\beta \neq 0$. Furthermore, let $k$ be a power of 2 such that $\mathbf{N}\left(X^{[m / k]}\right)$ is as close as possible to $\mathbf{N}\left(v^{k}\right)$, for a polynomial $v \in \mathbf{F}_{2}[X]$ of norm $L\left[\frac{1}{3} ; \beta\right]$; this is achieved for a power of 2 close to $\beta^{-1 / 2} m^{1 / 3}\left(\log _{2} m\right)^{-1 / 3}$. We find that

$$
t=k /\left(\beta^{-1 / 2} m^{1 / 3}\left(\log _{2} m\right)^{-1 / 3}\right)
$$

satisfies $\sqrt{\frac{1}{2}}<t \leqslant \sqrt{2}$ and that $\mathbf{N}\left(X^{[m / k]}\right) \leqslant L\left[\frac{2}{3} ; \sqrt{\beta} / t\right]$ and $\mathbf{N}\left(v^{k}\right) \leqslant L\left[\frac{2}{3} ; t \sqrt{\beta}\right]$. For polynomials $v_{1}, v_{2} \in \mathbf{F}_{2}[X]$ of norm $\leqslant L\left[\frac{1}{3} ; \beta\right]$, we take $u_{1}=X^{[m / k]+1} v_{1}+v_{2}$, and $u_{2}=u_{1}^{k} \bmod f$. Remark that the polynomial $u_{1}$ can be considered as a string of bits with two peaks; this explains the name of the method. Since

$$
\log _{g} u_{2}=\left(k \cdot \log _{g} u_{1}\right) \bmod \left(2^{m}-1\right),
$$

we find a linear equation in the $\log _{g} s$ for $s \in S$, if both $u_{i}$ 's are smooth with respect to $L\left[\frac{1}{3} ; \beta\right]$. Because the equations generated in this way are homogeneous, we assume that $g$ is smooth with respect to $L\left[\frac{1}{3} ; \beta\right]$ as well. To analyze the probability that both $u_{i}$ 's are smooth, we compute their norms. By the choice of $k$ we have that $\mathbf{N}\left(u_{1}\right) \leqslant L\left[\frac{2}{3} ; \sqrt{\beta} / t\right]$. Because $k$ is a power of 2 , we have

$$
\begin{aligned}
u_{2} & =\left(X^{([m / k]+1) k} v_{1}^{k}+v_{2}^{k}\right) \bmod f \\
& =X^{([m / k]+1) k-m} f_{1} v_{1}^{k}+v_{2}^{k}
\end{aligned}
$$

so that $\mathbf{N}\left(u_{2}\right) \leqslant L\left[\frac{2}{3} ; t \sqrt{\beta}\right]$. The probability that both are smooth with respect to $L\left[\frac{1}{3} ; \beta\right]$ therefore is assumed to be

$$
L\left[\frac{1}{3} ;-1 /(3 t \sqrt{\beta})\right] \cdot L\left[\frac{1}{3} ;-t /(3 \sqrt{\beta})\right]=L\left[\frac{1}{3} ;-\left(t+t^{-1}\right) /(3 \sqrt{\beta})\right] .
$$

The $L\left[\frac{1}{3} ; \beta\right]^{2}$ pairs $\left(v_{1}, v_{2}\right)$ must suffice to generate the $\approx L\left[\frac{1}{3} ; \beta\right]$ equations that we need (where we only consider polynomials $v_{1}, v_{2}$ that are relatively prime because the pairs ( $v_{1}, v_{2}$ ) and ( $w \cdot v_{1}, w \cdot v_{2}$ ) yield the same equation). It follows that $\beta$ must satisfy

$$
L\left[\frac{1}{3} ; 2 \beta\right] \geqslant L\left[\frac{1}{3} ; \beta+\left(t+t^{-1}\right) /(3 \sqrt{\beta})\right] .
$$

The optimal choice for $\beta$ is $\left(\left(t+t^{-1}\right) / 3\right)^{2 / 3}$, and the value for $t$ then follows by taking
$t$ with $\sqrt{\frac{1}{2}}<t \leqslant \sqrt{2}$ such that

$$
t\left(\left(t+t^{-1}\right) / 3\right)^{-1 / 3} m^{1 / 3}\left(\log _{2} m\right)^{-1 / 3}
$$

is a power of 2 . In the worst case $t=\sqrt{2}$ we find $\beta=\left(\frac{1}{2}\right)^{1 / 3} \approx 0.794$, so that the precomputation can be done in time $2^{(1.588+o(1)) m^{1 / 3}\left(\log _{2} m\right)^{2 / 3}}(\mathrm{cf} .(2.19),(2.22))$. If we are so lucky that $t$ can be chosen as 1 , we find $\beta=\left(\frac{4}{9}\right)^{1 / 3} \approx 0.764$, which makes the precomputation slightly faster.

To compute $\log _{g} y$ for $y \in \mathbf{F}_{2^{m}}^{*}$ we proceed as follows. We find $e$ such that $y \cdot g^{e} \bmod f$ of norm $\leqslant L[1 ; 1]$ is smooth with respect to $L\left[\frac{2}{3} ; 1\right]$ in time $L\left[\frac{1}{3}, \frac{1}{3}\right]$. Let $\bar{y}$ be one of the irreducible factors of $y \cdot g^{e} \bmod f$ with $\mathbf{N}(\bar{y}) \leqslant L\left[\frac{2}{3} ; 1\right]$. Let $k$ be a power of 2 such that $\mathbf{N}\left(X^{[m / k]}\right) \approx \mathbf{N}\left(v^{k}\right)$ for a polynomial $v \in \mathbf{F}_{2}[X]$ of norm $L\left[\frac{2}{3} ; 1\right]$; in the worst case we get $\mathbf{N}\left(X^{[m / k]}\right)=L\left[\frac{5}{6} ; \sqrt{\frac{1}{2}}\right]$ and $\mathbf{N}\left(v^{k}\right)=L\left[\frac{5}{6} ; \sqrt{2}\right]$. Find polynomials $v_{1}, v_{2} \in \mathbf{F}_{2}[X]$ of norm $\leqslant L\left[\frac{2}{3} ; 1\right]$ such that $\bar{y}$ divides $u_{1}=X^{[m / k]+1} v_{1}+v_{2}$, and such that both $u_{1} / \bar{y}$ and $u_{2}=u_{1}^{k} \bmod f$ are smooth with respect to $L\left[\frac{1}{2} ; 1\right]$. It follows from the choice for $k$ that $u_{1} / \bar{y}$ and $u_{2}$ have norms bounded by $L\left[\frac{5}{6} ; \sqrt{\frac{1}{2}}\right]$ and $L\left[\frac{5}{6} ; \sqrt{2}\right]$, respectively, so that the probability that both are smooth with respect to $L\left[\frac{1}{2} ; 1\right]$ is assumed to be

$$
L\left[\frac{1}{3} ;-\sqrt{2} / 6\right] \cdot L\left[\frac{1}{3} ;-\sqrt{2} / 3\right]=L\left[\frac{1}{3} ;-\sqrt{\frac{1}{2}}\right] .
$$

Because $L\left[\frac{2}{3} ; 1\right]^{2} / L\left[\frac{2}{3}, 1\right]$ of the pairs $\left(v_{1}, v_{2}\right)$ satisfy the condition that $\bar{y}$ divides $u_{1}$, we must have that

$$
L\left[\frac{2}{3} ; 1\right] \geqslant L\left[\frac{1}{3} ; \sqrt{\frac{1}{2}}\right] .
$$

This condition is satisfied, and we find that the computation of the $u_{i}$ 's can be done in time

$$
L\left[\frac{1}{3} ; \sqrt{\frac{1}{2}}\right]=2^{(\sqrt{1 / 2}+\mathrm{o}(1)) m^{1 / 3}\left(\log _{2} m\right)^{2 / 3}}
$$

Because $\log _{g} u_{2}=\left(k \cdot\left(\log _{g}\left(u_{1} / \bar{y}\right)+\log _{g} \bar{y}\right)\right) \bmod \left(2^{m}-1\right)$, we have reduced the problem of computing the discrete logarithm of a polynomial of norm $L\left[\frac{2}{3} ; 1\right]$ (the factor $\bar{y}$ of $y \cdot g^{e} \bmod f$ ) to the problem of computing the discrete logarithms of polynomials of norm $\leqslant L\left[\frac{1}{2} ; 1\right]$ (the irreducible factors of $u_{1} / \bar{y}$ and $u_{2}$ ). To express $\log _{g} y$ in terms of $\log _{g} s$ for $s \in S$, we apply the above method recursively to each of the irreducible factors of $u_{1} / \bar{y}$ and $u_{2}$, thus creating a sequence of norms

$$
L\left[\frac{1}{3}+\frac{1}{3} ; 1\right], \quad L\left[\frac{1}{3}+\frac{1}{6} ; 1\right], \quad L\left[\frac{1}{3}+\frac{1}{12} ; 1\right], \ldots
$$

that converges to $L\left[\frac{1}{3} ; 1\right]$. The recursion is always applied to $<m$ polynomials per recursion step, and at recursion depth $\mathrm{O}(\log m)$ all factors have norm $\leqslant L\left[\frac{1}{3} ; 1\right]$, so that the total time to express $\log _{g} y$ in terms of $\log _{g} s$ for $s \in S$ is bounded by

$$
m^{\mathrm{O}(\log m)} L\left[\frac{1}{3} ; \sqrt{\frac{1}{2}}\right]=2^{(\sqrt{1 / 2}+o(1)) m^{1 / 3}\left(\log _{2} m\right)^{2 / 3}}
$$

We refer to [21] for some useful remarks concerning the implementation of this algorithm.

## 4. Factoring integers

## 4.A. Introduction

Finite abelian groups play an important role in several factoring algorithms. To illustrate this, we consider Pollard's p-1 method, which attempts to factor a composite number $n$ using the following observation. For a prime $p$ and any multiple $k$ of the order $p-1$ of $(\mathbf{Z} / p \mathbf{Z})^{*}$, we have $a^{k} \equiv 1 \bmod p$, for any integer $a$ that is not divisible by $p$. Therefore, if $p$ divides $n$, then $p$ divides $\operatorname{gcd}\left(a^{k}-1, n\right)$, and it is not unlikely that a nontrivial divisor of $n$ is found by computing this gcd. This implies that prime factors $p$ of $n$ for which $p-1$ is $s$-smooth (cf. Subsection 2.A), for some $s \in \mathbf{Z}_{>0}$, can often be detected in $\mathrm{O}\left(s \log _{s} n\right)$ operations in $\mathbf{Z} / n \mathbf{Z}$, if we take $k=k(s, n)$ as in (3.5). Notice that, in this method, we consider a multiplicative group modulo an unspecified prime divisor of $n$, and that we hope that the order of this group is smooth (cf. Subsections 3.A and 3.C).

Unfortunately, this method is only useful for composite numbers that have prime factors $p$ for which $p-1$ is $s$-smooth for some small $s$. Among the generalizations of this method [7,57, 84], one method, the elliptic curve method [45], stands out: instead of relying on fixed properties of a factor $p$, it depends on properties that can be randomized, independently of $p$. To be more precise, the multiplicative group $(\mathbf{Z} / p \mathbf{Z})^{*}$ of fixed order $p-1$ is replaced by the set of points of an elliptic curve modulo $p$ (cf. (2.2)). This set of points is a group whose order is close to $p$; varying the curve will vary the order of the group and trying sufficiently many curves will almost certainly produce a group with a smooth order.

Another way of randomizing the group is by using class groups (cf. Subsection 2.C). For a small positive integer $t$ with $t \equiv-n \bmod 4$, we have that $\Delta=-t n$ satisfies $\Delta \equiv 1$ $\bmod 4$ if $n$ is odd. According to (2.14) and (2.16) a factorization of $\Delta$ can be obtained if we are able to compute an odd multiple of the largest odd divisor of the class number $h_{\Delta}$. If $h_{A}$ is $s$-smooth, such a multiple is given by the odd part of $k(s, B)$ as in (3.5), where $B=|\Delta|^{1 / 2+o(1)}$ (cf. (2.15)). By varying $t$, we expect to find a smooth class number after a while: with $s=L_{n}\left[\frac{1}{2}\right]$, we expect $L_{n}\left[\frac{1}{2}\right]$ trials (cf. Subsection $2 . A,(2.15)$ ), so that, with Subsection 3.C and (2.16), it takes expected time $L_{n}[1]$ to factor $n$. For details of this method, the class group method, we refer to [68].

In the next few subsections we will discuss the elliptic curve method (Subsection 4.B), its consequences for other methods (Subsection 4.C), and a very practical factoring algorithm that does not depend on the use of elliptic curves, the multiple polynomial variation of the quadratic sieve algorithm (Subsection 4.D). In Subsection 4.E we mention an open problem whose solution would lead to a substantially faster factoring algorithm.

Other methods and extensions of the ideas presented here can be found in [ $37,47,66]$. The running times we derive are only informal upper bounds. For rigorous proofs of some of the results below, and for lower bounds, we refer to [59, 61].

## 4.B. Factoring integers with elliptic curves

Let $n$ be a composite integer that we wish to factor. In this subsection we present an algorithm to factor $n$ that is based on the theory of elliptic curves (cf. Subsection 2.B).

The running time analysis of this factoring algorithm depends upon an as yet unproved hypothesis, for which we refer to Remark (4.4).
4.1. The elliptic curve method (cf. [45]). We assume that $n>1$, that $\operatorname{gcd}(n, 6)=1$, and that $n$ is not a power with exponent $>1$; these conditions can easily be checked. To factor $n$ we proceed as follows:

Randomly draw $a, x, y \in \mathbf{Z} / n \mathbf{Z}$, put $P=(x: y: 1) \in V_{n}$ (cf. (2.8)), and select an integer $k=k(s, B)$ as in (3.5) (with $s$ and $B$ to be specified below). Attempt to compute $k \cdot P$ by means of the algorithm described in (2.10). If the attempt fails, a divisor $d$ of $n$ with $1<d<n$ is found, and we are done; otherwise, if we have computed $k \cdot P$, we start all over again.

This finishes the description of the algorithm.
4.2. Explanation of the elliptic curve method. We expect this algorithm to work, for a suitable choice of $k$, for the following reason. Let $p$ and $q$ be primes dividing $n$ with $p<q$. In most iterations of the algorithm it will be the case that the pair $a, y^{2}-x^{3}-a x$ when taken modulo $p$ (modulo $q$ ) defines an elliptic curve over $\mathbf{F}_{p}$ (over $\mathbf{F}_{q}$ ). Now suppose that $k$ is a multiple of the order of $P_{p}$; the value for $k$ will be chosen such that a certain amount of luck is needed for this to happen. If it happens, it is unlikely that we are so lucky for $q$ as well, so that $k$ is not a multiple of the order of $P_{q}$. Then $k \cdot P$ cannot have been computed successfully (see (2.10)), and therefore a factorization of $n$ has been found instead.
4.3. Running time analysis. Let $p$ be the smallest prime divisor of $n$, and let $\beta \in \mathbf{R}_{>0}$. We assume that the probability that the order of $P_{p}$ is smooth with respect to $L_{p}[\beta]$ is approximately $L_{p}[-1 /(2 \beta)]$ (cf. Subsection 2.A and (2.4), and see Remark (4.4)). Therefore, if we take $k=k\left(L_{p}[\beta], p+2 \sqrt{p}+1\right)$ as in (3.5) (cf. (2.4)), then about one out of every $L_{p}[1 /(2 \beta)]$ iterations will be successful in factoring $n$. According to Subsection 3.C and (2.10) each iteration takes $\mathrm{O}\left(L_{p}[\beta] \cdot \log p\right)$ additions in $V_{n}$, which amounts to

$$
\mathrm{O}\left(L_{p}[\beta](\log p)(\log n)^{2}\right)
$$

bit operations. The total expected running time therefore is

$$
\mathrm{O}\left((\log p)(\log n)^{2} L_{p}[\beta+1 /(2 \beta)]\right)
$$

which becomes $\mathrm{O}\left((\log n)^{2} L_{p}[\sqrt{2}]\right)$ for the optimal choice $\beta=\sqrt{\frac{1}{2}}$.
Of course the above choice for $k$ depends on the divisor $p$ of $n$ that we do not know yet. This can be remedied by replacing $p$ by a tentative upper bound $v$ in the above analysis. If one starts with a small $v$ that is suitably increased in the course of the algorithm, one finds that a nontrivial factor of $n$ can be found in expected time $\mathrm{O}\left((\log n)^{2} L_{p}[\sqrt{2}]\right)$ under the assumption made in (4.4). In the worst case $v=\sqrt{n}$ this becomes $L_{n}[1]$. The storage required is $\mathrm{O}(\log n)$.

Another consequence is that for any fixed $\alpha \in \mathbf{R}_{>0}$, an integer $n$ can be tested for smoothness with respect to $v=L_{n}[\alpha]$ in time $L_{n}[0]$; in case of smoothness the complete factorization of $n$ can be computed in time $L_{n}[0]$ as well.

For useful remarks concerning the implementation of the elliptic curve method we refer to [13, 50, 44].
4.4. Remark. A point that needs some further explanation is our assumption in (4.3) that the order of $P_{p}$ is $L_{p}[\beta]$-smooth with probability approximately $L_{p}[-1 /(2 \beta)]$. Let $E_{\bar{a}, \bar{b}}\left(\mathbf{F}_{p}\right)$ be the group under consideration. Regarding $\bar{a}$ and $\bar{b}$ as random integers modulo $p$, Proposition (2.5) asserts that the probability that $\# E_{\vec{a}, 6}\left(\mathbf{F}_{p}\right)$ is smooth with respect to $L_{p}[\beta]$ and contained in the interval ( $p-\sqrt{p}+1, p+\sqrt{p}+1$ ) is essentially the same as the probability that a random integer in $(p-\sqrt{p}+1, p+\sqrt{p}+1)$ is $L_{p}[\beta]$ smooth.

From Subsection 2.A we know that a random integer $\leqslant p$ is $L_{p}[\beta]$-smooth with probability $L_{p}[-1 /(2 \beta)]$, and we assume here that the same holds for random integers in $(p-\sqrt{p}+1, p+\sqrt{p}+1)$. Because this has not been proved yet, the running times in (4.3) are conjectural.

Of course, if $\# E_{\bar{a}, 5}\left(\mathbf{F}_{p}\right)$ is $L_{p}[\beta]$-smooth, then the order of $P_{p}$ is $L_{p}[\beta]$-smooth as well.
4.5. A rigorous smoothness test. As explained in (4.4), the running times in (4.3) are conjectural. The result concerning the elliptic curve smoothness test can, however, be rigorously proved, in a slightly weaker and average sense. Briefly, the following has been shown in [61].
4.6. Proposition. There is a variant of the elliptic curve method for which the following statement is true. For each positive real number $\alpha$ there exists a function $\theta$ with $\theta(x)=0(1)$ for $x \rightarrow \infty$, such that the number $\psi^{\prime}(x, y)$ of $y$-smooth integers $k \leqslant x$ that with probability at least $1-(\log k) / k$ are factored completely by the method in time at most $L_{x}[\theta(x)]$ satisfies

$$
\psi^{\prime}\left(x, L_{x}[\alpha]\right)=\psi\left(x, L_{x}[\alpha]\right)\left(1+\mathrm{O}\left((\log \log x)^{11 / 2}(\log x)^{-1 / 2}\right)\right)
$$

with the O -constant depending on $\alpha$.
In other words, apart from a small proportion, all smooth numbers behave as one would expect based on Subsection 2.A. The "variant" mentioned in Proposition (4.6) is very simple: first remove prime factors $\leqslant \mathrm{e}^{64(\log \log x)^{6}}$ by trial division, and next apply the elliptic curve method to the remaining quotient, if it is not already equal to 1 .

## 4.C. Methods depending on smoothness tests

The factoring algorithms presented so far are successful as soon as we find a certain abelian group with smooth order. In Subsections 4.C through E we will see a different application of smoothness. Instead of waiting for the occurrence of one lucky group with smooth order, the algorithms in this subsection combine many lucky instances of smooth group elements. For the algorithms in the present subsection the elliptic curve smoothness test that we have seen at the end of (4.3) will be very useful to recognize those smooth group elements. The algorithms in Subsections 4.D and 4.E do not need
smoothness tests, but instead rely on sieving techniques. We abbreviate $L_{n}[\beta]$ to $L[\beta]$ (cf. Subsection 2.B).
4.7. Dixon's random squares algorithm (cf. [28,59]). Let $n$ be a composite integer that we wish to factor, and let $\beta \in \mathbf{R}_{>0}$. In this algorithm one attempts to find integers $x$ and $y$ such that $x^{2} \equiv y^{2} \bmod n$ in the following way:
(1) Randomly select integers $m$ until sufficiently many are found for which the least positive residue $r(m)$ of $m^{2} \bmod n$ is $L[\beta]$-smooth.
(2) Find a subset of the $m$ 's such that the product of the corresponding $r(m)$ 's is a square, say $x^{2}$.
(3) Put $y$ equal to the product of the $m$ 's in this subset; then $x^{2} \equiv y^{2} \bmod n$.

Dixon has shown that, if $n$ is composite, not a prime power, and free of factors $\leqslant L[\beta]$, then with probability at least $\frac{1}{2}$, a factor of $n$ will be found by computing $\operatorname{gcd}(x+y, n)$, for $x$ and $y$ as above (cf. [28]). Therefore, we expect to factor $n$ if we repeat the second and third step a small number of times. We will see that this leads to an algorithm that takes expected time $L[\sqrt{2}]$, and storage $L\left[\sqrt{\frac{1}{2}}\right]$.

Before analyzing the running time of this algorithm, let us briefly explain how the second step can be done. First notice that $\pi(L[\beta])=L[\beta]$ (cf. Subsection 2.A). Therefore, each $r(m)$ can be represented by an $L[\beta]$-dimensional integer vector whose $i$ th coordinate is the number of times the $i$ th prime occurs in $r(m)$. A linear dependency modulo 2 among those vectors then yields a product of $r(m)$ 's where all primes occur an even number of times, and therefore the desired $x^{2}$. This idea was first described in [52].

To analyze the running time of the random squares algorithm, notice that we need about $L[\beta]$ smooth $m$ 's in the first step to be able to find a linear dependency in the second step. According to Subsection 2.A a random integer $\leqslant n$ is $L[\beta]$-smooth with probability $L[-1 /(2 \beta)]$, and according to (4.3) such an integer can be tested for smoothness with respect to $L[\beta]$ in time $L[0]$. One $L[\beta]$-smooth $r(m)$ can therefore be found in expected time $L[1 /(2 \beta)]$, and $L[\beta]$ of them will take time $L[\beta+1 /(2 \beta)]$. It is on this point that the random squares algorithm distinguishes itself from many other factoring algorithms that we discuss in these sections. Namely, it can be proved that, for random $m$ 's, the $r(m)$ 's behave with respect to smoothness properties as random integers $<n$ (cf. [28]). This makes it possible to give a rigorous analysis of the expected running time of the random squares algorithm. For practical purposes, however, the algorithm cannot be recommended.

The linear dependencies in the second step can be found by means of Gaussian elimination in time $L[3 \beta]$. The whole algorithm therefore runs in expected time $L[\max (\beta+1 /(2 \beta), 3 \beta)]$. This is minimized for $\beta=\frac{1}{2}$, so that we find that the random squares algorithm takes time $L\left[\frac{3}{2}\right]$ and storage $L[1]$.

As in Algorithm (3.10), however, we notice that at most $\log _{2} n$ of the $L[\beta]$ coordinates of each vector can be non-zero. To multiply the matrix consisting of the vectors representing $r(m)$ by another vector takes therefore time at most $\left(\log _{2} n\right) L[\beta]=L[\beta]$. Applying the coordinate recurrence method (cf. (2.19)) we conclude the dependencies can be found in expected time $L[2 \beta]$, so that the random squares algorithm takes expected time $L[\max (\beta+1 /(2 \beta), 2 \beta)]$, which is $L[\sqrt{2}]$ for $\beta=\sqrt{\frac{1}{2}}$. The storage needed
is $L\left[\sqrt{\frac{1}{2}}\right]$. For a rigorous proof using a version of the smoothness test from (4.5) that applies to this algorithm we refer to [61]. Notice that the random squares algorithm is in a way very similar to the index-calculus algorithm (3.10).
4.8. Vallée's two-thirds algorithm (cf. [79]). The fastest, fully proved factoring algorithm presently known is Vallée's two-thirds algorithm. The algorithm is only different from Dixon's random squares algorithm in the way the integers $m$ in step (4.7)(1) are selected. Instead of selecting the integers $m$ at random, as in (4.7), it is shown in [79] how those $m$ can be selected in an almost uniform fashion in such a way that the least absolute remainder of $m^{2} \bmod n$ is at most $4 n^{2 / 3}$. According to Subsection 2.A the resulting factoring algorithm then takes expected time $L\left[\max \left(\beta+\left(\frac{2}{3}\right) /(2 \beta), 2 \beta\right)\right]$, which is $L\left[\sqrt{\frac{4}{3}}\right]$ for $\beta=\sqrt{\frac{1}{3}}$. The storage needed is $L\left[\sqrt{\frac{1}{3}}\right]$. For a description of this algorithm and for a rigorous proof of these estimates we refer to [79].
4.9. The Continued fraction algorithm (cf. [52]). If we could generate the $m$ 's in step (1) of the random squares algorithm in such a way that the $r(m)$ 's are small, say $\leqslant \sqrt{n}$, then the $r(m)$ 's would have a higher probability of being smooth, and that would probably speed up the factoring algorithm. This is precisely what is done in the continued fraction algorithm. We achieve an expected time $L[1]$ and storage $L\left[\frac{1}{2}\right]$.

Suppose that $n$ is not a square, let $a_{i} / b_{i}$ denote the $i$ th continued fraction convergent to $\sqrt{n}$, and let $r\left(a_{i}\right)=a_{i}^{2}-n b_{i}^{2}$. It follows from the theory of continued fractions (cf. [32, Theorem 164]) that $\left|r\left(a_{i}\right)\right|<2 \sqrt{n}$. Therefore we replace the first step of the random squares algorithm by the following:

Compute $a_{i} \bmod n$ and $r\left(a_{i}\right)$ for $i=1,2, \ldots$ until sufficiently many $L[\beta]-$ smooth $r\left(a_{i}\right)$ 's are found.

The computation of the $a_{i} \bmod n$ and $r\left(a_{i}\right)$ can be done in $\mathrm{O}\left((\log n)^{2}\right)$ bit operations (given the previous values) by means of an iteration that is given in [52]. The second step of the random squares algorithm can be adapted by including an extra coordinate in the vector representing $r\left(a_{i}\right)$ for the factor -1 . The smoothness test is again done by means of the elliptic curve method. Assuming that the $\left|r\left(a_{i}\right)\right|$ behave like random numbers $<2 \sqrt{n}$ the probability of smoothness is $L[1 /(4 \beta)]$, so that the total running time of the algorithm becomes $L[\max (\beta+1 /(4 \beta), 2 \beta)]$. With the optimal choice $\beta=\frac{1}{2}$ we find that time and storage are bounded by $L[1]$ and $L\left[\frac{1}{2}\right]$, respectively.

We have assumed that the $\left|r\left(a_{i}\right)\right|$ have the same probability of smoothness as random numbers $<2 \sqrt{n}$. The fact that all primes $p$ dividing $r\left(a_{i}\right)$ and not dividing $n$ satisfy $\left(\frac{n}{p}\right)=1$, is not a serious objection against this assumption; this follows from [74, Theorem 5.2] under the assumption of the generalized Riemann hypothesis. More serious is that the $r\left(a_{i}\right)$ are generated in a deterministic way, and that the period of the continued fraction expansion for $\sqrt{n}$ might be short. In that case one may replace $n$ by a small multiple.

The algorithm has proved to be quite practical, where we should note that in the implementations the smoothness of the $r\left(a_{i}\right)$ is usually tested by other methods. For a further discussion of the theoretical justification of this method we refer to [59].
4.10. Seysen's class group algorithm (cf. [74]). Another way of achieving time $L$ [1] and storage $L\left[\frac{1}{2}\right]$ is by using class groups (cf. Subsection 2.C). The advantage of the method to be presented here is that its expected running time can be proved rigorously, under the assumption of the generalized Riemann hypothesis (GRH). Let $n$ be the composite integer to be factored. We assume that $n$ is odd, and that $-n \equiv 1 \bmod 4$, which can be achieved by replacing $n$ by $3 n$ if necessary. Put $\Delta=-n$, and consider the class group $C_{\Delta}$. We introduce some concepts that we need in order to describe the factorization algorithm.
4.11. Randomly generating reduced forms with known factorization. Consider the prime forms $I_{p}$, with $p \leqslant c \cdot(\log |\Delta|)^{2}$, that generate $C_{\Delta}$ under the assumption of the GRH (cf. (2.17)). Let $e_{p} \in\{0,1, \ldots,|\Delta|-1\}$ be randomly and independently selected, for every $I_{p}$. It follows from the bound on the class number $h_{\Delta}$ (cf. (2.15)) and from the fact that the $I_{p}$ generate $C_{\Delta}$ that the reduced form $\Pi I_{p}^{e_{p}}$ behaves approximately as a random reduced form in $C_{4}$; i.e., for any reduced form $f \in C_{\Delta}$ we have that $f=\Pi_{p}^{e_{p}}$ with probability $(1+\mathrm{o}(1)) / h_{\Delta}$, for $n \rightarrow \infty$ (cf. [74, Lemma 8.2]).
4.12. Finding an ambiguous form. Let $\beta \in \mathbf{R}_{>0}$; notice that $L[\beta]>c \cdot(\log |\Delta|)^{2}$. We attempt to find an ambiguous form (cf. (2.14)) in a way that is more or less similar to the random squares algorithm (4.7).

A randomly selected reduced form $(a, b) \in C_{\Delta}$ can be written as $\Pi_{p \leqslant L[\beta]} I_{p}^{t_{p}}$ with probability $L[-1 /(4 \beta)]$ (cf. (2.18)), where at most $\mathrm{O}(\log |\Delta|)$ of the exponents $t_{p}$ are non-zero. According to (4.11) we get the same probability of smoothness if we generate the forms $(a, b)$ as is done in (4.11). Therefore, if we use (4.11) to generate the random reduced forms, we find with probability $L[-1 /(4 \beta)]$ a relation

$$
\prod_{\substack{p \leqslant c \cdot(\log |\Delta|)^{2} \\ p \text { prime }}} I_{p}^{e_{p}}=\prod_{\substack{p \leqslant L[\beta] \\ p \text { prime }}} I_{p}^{t_{p}}
$$

With $r_{p}=e_{p}-t_{p}$, where $e_{p}=0$ for $p>c \cdot(\log |\Delta|)^{2}$, we get

$$
\begin{equation*}
\prod_{\substack{p \leqslant L[\beta] \\ p \text { prime }}} I_{p}^{r_{p}}=1_{\Delta} . \tag{4.13}
\end{equation*}
$$

Notice that at most $c \cdot(\log |\Delta|)^{2}+\log |\Delta|$ of the exponents $r_{p}$ are non-zero. If all exponents are even, then the left-hand side of (4.13) with $r_{p}$ replaced by $r_{p} / 2$ is an ambiguous form. Therefore, if we have many equations like (4.13), and combine them in the proper way, we might be able to find an ambiguous form; as in the random squares algorithm (4.7) this is done by looking for a linear dependency modulo 2 among the vectors consisting of the exponents $r_{p}$.

There is no guarantee, however, that the thus constructed ambiguous form leads to a nontrivial factorization of $|\Delta|$. Fortunately, the probability that this happens is large enough, as shown in [74, Proposition 8.6] or [42, Section (4.6)]: if $L[\beta]$ equations as in (4.13) have been determined in the way described above, then a random linear dependency modulo 2 among the exponent vectors leads to a nontrivial factorization with probability at least $\frac{1}{2}-o(1)$.
4.14. Running time analysis. The $(L[\beta] \times L[\beta])$-matrix containing the exponent vectors is sparse, as reasoned above, so that a linear dependency modulo 2 can be found in expected time $L[2 \beta]$ by means of the coordinate recurrence method (cf. (2.19)). For a randomly selected reduced form $(a, b)$, we assume that $a$ can be tested for $L[\beta]$-smoothness in time $L[0]$ (cf. (4.3)). Generation of the $L[\beta]$ equations like (4.13) then takes time $L[\beta+1 /(4 \beta)]$, under the assumption of the GRH. The whole algorithm therefore takes expected time $L[\max (\beta+1 /(4 \beta), 2 \beta)]$, which is $L[1]$ for $\beta=\frac{1}{2}$, under the assumption of the generalized Riemann hypothesis.

We can prove this expected running time rigorously under the assumption of the GRH, if we adapt the smoothness test from Proposition (4.6) to this situation. The argument given in [42] for this proof is not complete; the proof can however be repaired by incorporating [61, Theorem $B^{\prime}$ ] in the proof of [74, Theorem 5.2].

## 4.D. The quadratic sieve algorithm

In this subsection we briefly describe practical factoring algorithms that run in expected time $L_{n}[1]$, and that existed before the elliptic curve method. As the methods from the previous subsection, but unlike the elliptic curve method, the running times of the algorithms to be presented here do not depend on the size of the factors. Nevertheless, the methods have proved to be very useful, especially in cases where the elliptic curve method performs poorly, i.e., if the number $n$ to be factored is the product of two primes of about the same size. We abbreviate $L_{n}[\beta]$ to $L[\beta]$.
4.15. Pomerance's quadratic sieve algorithm (cf. [59]). The quadratic sieve algorithms only differ from the algorithms in (4.7), (4.8), and (4.9) in the way the $L[\beta]$-smooth quadratic residues modulo $n$ are determined, for some $\beta \in \mathbf{R}_{>0}$. In the ordinary quadratic sieve algorithm that is done as follows. Let $r(X)=([\sqrt{n}]+X)^{2}-n$ be a quadratic polynomial in $X$. For any $m \in \mathbf{Z}$ we have that

$$
r(m) \equiv([\sqrt{n}]+m)^{2} \bmod n
$$

is a square modulo $n$, so in order to solve $x^{2} \equiv y^{2} \bmod n$ we look for $\approx L[\beta]$ integers $m$ such that $r(m)$ is $L[\beta]$-smooth.

Let $\alpha \in \mathbf{R}_{>0}$ and let $|m| \leqslant L[\alpha]$. Then $|r(m)|=\mathrm{O}(L[\alpha] \sqrt{n})$, so that $|r(m)|$ is $L[\beta]$ smooth with probability $L[-1 /(4 \beta)]$ according to Subsection 2.A, if $|r(m)|$ behaves as a random integer $\leqslant L[\alpha] \sqrt{n}$. Under this assumption we find that we must take $\alpha \geqslant$ $\beta+1 /(4 \beta)$, in order to obtain sufficiently many smooth $r(m)$ 's for $|m| \leqslant L[\alpha]$.

We have that $\binom{n}{p}=1$ for primes $p \neq 2$ not dividing $n$, because if $p \mid r(m)$, then $([\sqrt{p}]+m)^{2} \equiv n \bmod p$. As in (4.9), this is not a serious objection against our assumption that the $r(m)$ 's have the same probability of smoothness as random numbers of order $L[\alpha] \sqrt{n}$ (cf. [74, Theorem 5.3] under the GRH). The problem is to prove that at least a certain fraction of the $r(m)$ 's with $|m| \leqslant L[\alpha]$ behave with respect to smoothness properties as random numbers of order $L[\alpha] \sqrt{n}$. For a further discussion of this point see [59].

Now consider how to test the $L[\alpha]$ numbers $r(m)$ for smoothness with respect to $L[\beta]$. Of course, this can be done by means of the elliptic curve smoothness test in time
$L[\alpha]$ (cf. (4.3)), thus giving a method that runs in time $L[\max (\beta+1 /(4 \beta), 2 \beta)]=L[1]$ for $\beta=\frac{1}{2}$ (cf. (2.19)). The same time can, however, also be achieved without the elliptic curve method. Let $p$ be a prime $\leqslant L[\beta]$ not dividing $n$ such that $p \neq 2$ and $\left(\frac{n}{p}\right)=1$. The equation $r(X) \equiv 0 \bmod p$ then has two solutions $m_{1}(p)$ and $m_{2}(p)$, which can be found by means of a probabilistic method in time polynomial in $\log p$ (cf. [37, Section 4.6.2]). But then $r\left(m_{i}(p)+k p\right) \equiv 0 \bmod p$ for any $k \in \mathbf{Z}$. Therefore, if we have a list of values of $r(m)$ for all consecutive values of $m$ under consideration, we easily find the multiples of $p$ among them at locations $m_{i}(p)+k p$ for any $k \in \mathbf{Z}$ such that $\left|m_{i}(p)+k p\right| \leqslant L[\alpha]$, and $i=1,2$. For every $p$ this takes twice time $L[\alpha] / p$, so that for all $p \leqslant L[\beta]$ with $\left(\frac{n}{p}\right)=1$ together, this so-called sieving can be done in time $\Sigma_{p} L[\alpha] / p=L[\alpha]$. A similar procedure takes care of the powers of $p$ and $p=2$. We conclude that we indeed get the same time $L[1]$ as with the elliptic curve smoothness test, but now we need to store all $L[1]$ values $r(m)$. We should note, however, that sieving is in practice much faster than applying the elliptic curve smoothness test, and that the sieving interval can easily be divided into smaller consecutive intervals, to reduce the storage requirements. (Actually, not the $r(m)$ 's, but their logarithms are stored, and the $r(m)$ 's are not divided by $p$ but $\log p$ is subtracted from $\log r(m)$ during the sieving.) For other practical considerations we refer to [59].
4.16. The multiple polynomial variation (cf. $[60,76]$ ). Because there is only one polynomial in (4.15) that generates all smooth numbers that are needed, the size of the sieving interval must be quite large. Also, the quadratic residues $r(m)$ grow linearly with the size of the interval, which reduces the smoothness probability. If we could use many polynomials as in (4.15) and use a smaller interval for each of them, we might get a faster algorithm. This idea is due to Davis (cf. [24]); we follow the approach that was independently suggested by Montgomery (cf. [60,76]). This algorithm still runs in expected time $L[1]$.

Let $r(X)=a^{2} X^{2}+b X+c$, for $a, b, c \in \mathbf{Z}$. In order for $r(m)$ to be a quadratic residue modulo $n$, we require that the discriminant $D=b^{2}-4 a^{2} c$ is divisible by $n$, because then $r(m) \equiv(a m+b /(2 a))^{2} \bmod n$. We show how to select $a, b$ and $c$ so that $|r(m)|=\mathrm{O}(L[\alpha] \sqrt{n})$ for $|m| \leqslant L[\alpha]$. Let $D \equiv 1 \bmod 4$ be a small multiple of $n$, and let $a \equiv 3 \bmod 4$ be free of primes $\leqslant L[\beta]$ (if $p$ divides $a$ then $r(X)$ has at most one root modulo $p$ ), such that $a^{2} \approx \sqrt{D} / L[\alpha]$ and the Jacobi symbol $\left(\frac{a}{D}\right)$ equals 1 . For $a$ we take a probable prime satisfying these conditions (cf. (5.1)). We need an integer $b$ such that $b^{2} \equiv D \bmod 4 a^{2}$; the value for $c$ then follows. We put $b_{1}=D^{(a+1) / 4} \bmod a$, so that $b_{1}^{2} \equiv D \bmod a$ because $a$ is a quadratic residue modulo $D$ and $D \equiv 1 \bmod 4$. Hensel's lemma now gives us

$$
b=b_{1}+a \cdot\left(\left(2 b_{1}\right)^{-1}\left(\left(D-b_{1}^{2}\right) / a\right) \bmod a\right) ;
$$

if $b$ is even, we replace $b$ by $b-a^{2}$, so that the result satisfies $b^{2} \equiv D \bmod 4 a^{2}$.
It follows from $a^{2} \approx \sqrt{D} / L[\alpha]$ that $b=\mathrm{O}(\sqrt{D} / L[\alpha])$, so that $c=\mathrm{O}(L[\alpha] \sqrt{D})$. We find that $r(m)=\mathrm{O}(L[\alpha] \sqrt{D})$ for $|m| \leqslant L[\alpha]$. For any $a$ as above, we can now generate a quadratic polynomial satisfying our needs. Doing this for many $a$ 's, we can sieve over many shorter intervals, with a higher probability of success. Remark that this can be done in parallel and independently on any number of machines, each machine working on its own sequence of $a$ 's; see $[17,44,60,76,78]$ for a discussion of the practical problems involved. The multiple polynomial variation of the quadratic sieve algorithm
is the only currently available method by which an arbitrary 100-digit number can be factored within one month [44].

## 4.E. The cubic sieve algorithm

In this final subsection on factorization we mention an open problem whose solution would lead to a factorization algorithm that runs in expected time $L_{n}[s]$ for some $s$ with $\sqrt{\frac{2}{3}} \leqslant s<1$. Instead of generating sufficiently many smooth quadratic residues modulo $n$ close to $\sqrt{n}$ as in Subsection 4.D, one attempts to find identities modulo $n$ that involve substantially smaller smooth numbers, and that still can be combined to yield solutions to $x^{2} \equiv y^{2} \bmod n$. The idea presented here was first described in [22]; it extends a method by Reyneri [65] to factor numbers that are close to perfect cubes. We again abbreviate $L_{n}[\beta]$ to $L[\beta]$.

Suppose that for some $\beta<\frac{1}{2}$ we have determined integers $a, b, c$ such that

$$
\left\{\begin{array}{l}
|a|,|b|,|c| \leqslant n^{2 \beta^{2}}  \tag{4.17}\\
b^{3} \equiv a^{2} c \bmod n \\
b^{3} \neq a^{2} c
\end{array}\right.
$$

Notice that the last two conditions imply that at least one of $|a|,|b|$, and $|c|$ is $\geqslant(n / 2)^{1 / 3}$, so that $\beta \geqslant \sqrt{\frac{1}{6}-\left(\log _{n} 2\right) / 6}$.

Consider the cubic polynomial $(a U+b)(a V+b)(a(-U-V)+b)$. Fix some $\alpha$ with $\alpha>\beta$. There are $L[2 \alpha]$ pairs $(u, v)$ such that $|u|,|v|$, and $|u+v|$ are all $\leqslant L[\alpha]$. For each of these $L[2 \alpha]$ pairs we have

$$
\begin{aligned}
(a u+b)(a v+b)(a(-u-v)+b) & =-a^{3} u v(u+v)-a^{2} b\left(u^{2}+v^{2}+u v\right)+b^{3} \\
& \equiv a^{2}\left(-a u v(u+v)-b\left(u^{2}+v^{2}+u v\right)+c\right) \bmod n
\end{aligned}
$$

due to (4.17). Because $-a u v(u+v)-b\left(u^{2}+v^{2}+u v\right)+c=\mathrm{O}\left(L[3 \alpha] n^{2 \beta^{2}}\right)$ (cf. (4.17)), we assume that each pair has a probability $L\left[-2 \beta^{2} /(2 \beta)\right]=L[-\beta]$ to produce a relation modulo $n$ between integers $a u+b$ with $|u| \leqslant L[\alpha]$ and primes $\leqslant L[\beta]$ (cf. Subsection 2.A). The $L[2 \alpha]$ pairs taken together therefore should produce $L[2 \alpha-\beta]$ of those relations. Since there are $L[\alpha]$ integers of the form $a u+b$ with $|u| \leqslant L[\alpha]$ and $\pi(L[\beta])$ primes $\leqslant L[\beta]$, and since $L[\alpha]+\pi(L[\beta])=L[\alpha]$, these $L[2 \alpha-\beta]$ relations should suffice to generate a solution to $x^{2} \equiv y^{2} \bmod n$.

For each fixed $u$ with $|u| \leqslant L[\alpha]$, the $L[\beta]$-smooth integers of the form $-a u v(u+v)-$ $b\left(u^{2}+v^{2}+u v\right)+c$ for $|v|$ and $|u+v|$ both $\leqslant L[\alpha]$ can be determined in time $L[\alpha]$ using a sieve, as described in (4.15). Thus, finding the relations takes time $L[2 \alpha]$. Finding a dependency modulo 2 among the relations to solve $x^{2} \equiv y^{2} \bmod n$ can be done by means of the coordinate recurrence method in time $L[2 \alpha]$ (cf. (2.19)).

With the lower bound on $\beta$ derived above, we see that this leads to a factoring algorithm that runs in expected time $L_{n}[s]$ for some $s$ with $\sqrt{\frac{2}{3}} \leqslant s<1$, at least if we can find $a, b, c$ as in (4.17) within the same time bound. If $a, b$, and $c$ run through the integers $\leqslant n^{1 / 3+o(1)}$ in absolute value, one gets $n^{1+o(1)}$ differences $b^{3}-a^{2} c$, so we expect that a solution to (4.17) exists. The problem is of course that nobody knows how to find such a solution efficiently for general $n$.

The cubic sieve algorithm might be useful to factor composite $n$ of the form $b^{3}-c$ with $c$ small, and for numbers of the form $y^{n} \pm 1$ (cf. [14]). For a discrete logarithm algorithm that is based on the same idea we refer to [22].

## 5. Primality testing

## 5.A. Introduction

As we will see in Subsection 5.B, it is usually easy to prove the compositeness of a composite number, without finding any of its factors. Given the fact that a number is composite, it is in general quite hard to find its factorization, but once a factorization is found it is an easy matter to verify its correctness. For prime numbers it is just the other way around. There it is easy to find the answer, i.e., prime or composite, but in case of primality it is not at all straightforward to verify the correctness of the answer. The latter problem, namely proving primality, is the subject of Subsections 5.B and 5.C. By primality test we will mean an algorithm to prove primality.

In Subsection 4.B we have seen that replacing the multiplicative group ( $\mathbf{Z} / p \mathbf{Z})^{*}$ in Pollard's $p-1$ method by the group $E(\mathbf{Z} / p \mathbf{Z})$, for an elliptic curve $E$ modulo $p$ (cf. Subsection 2.B), resulted in a more general factoring algorithm. In Subsection 5.C we will see that a similar change in an older primality test that is based on the properties of $(\mathbf{Z} / p \mathbf{Z})^{*}$ leads to new primality tests.

This older algorithm is reviewed in Subsection 5.B, together with some well-known results concerning probabilistic compositeness algorithms. The primality tests that depend on the use of elliptic curves are described in Subsection 5.C.

More about primality tests and their implementations can be found in [83, 47].

## 5.B. Some classical methods

Let $n$ be a positive integer to be tested for primality. In this subsection we review a method, based on a variant of Fermat's theorem, by which compositeness of $n$ can easily be proved. If several attempts to prove the compositeness of $n$ by means of this method have failed, then it is considered to be very likely that $n$ is a prime; actually, such numbers are called probable primes. It remains to prove that such a number is prime. For this purpose, we will present a method that is based on a theorem of Pocklington, and that makes use of the factorization of $n-1$.
5.1. A probabilistic compositeness test. Fermat's theorem states that, if $n$ is prime, then $a^{n} \equiv a \bmod n$ for all integers $a$. Therefore, to prove that $n$ is composite, it suffices to find an integer $a$ for which $a^{n} \not \equiv a \bmod n$; such an $a$ is called a witness to the compositeness of $n$. Unfortunately, there exist composite numbers, the so-called Carmichael numbers, for which no witnesses exist, so that a compositeness test based on Fermat's theorem cannot be guaranteed to work.

The following variant of Fermat's theorem does not have this disadvantage: if $n$ is prime, then $a^{u} \equiv \pm 1 \bmod n$ or $a^{u \cdot 2^{i}} \equiv-1 \bmod n$ for an integer $i \in\{1,2, \ldots, k-1\}$, where
$0<a<n$ and $n-1=u \cdot 2^{k}$ with $u$ odd. Any $a$ for which no such $i$ exists is again called a witness to the compositeness of $n$; if $a$ is not a witness, we say that $n$ passes the test for this $a$. It has been proved [64] that for an odd composite $n$, there are at least $3(n-1) / 4$ witnesses among $\{1,2, \ldots, n-1\}$. Therefore, if we randomly select some $a$ 's from this interval, and subject $n$ to the test using these $a$ 's, it is rather unlikely that a composite $n$ passes all tests. A number passing several tests, say 10 , is called a probable prime.

In [49] Miller has shown that, if the generalized Riemann hypothesis holds, then there is for each composite $n$ a witness in $\left\{2,3, \ldots, c \cdot(\log n)^{2}\right\}$ for some effectively computable constant $c$; according to [5] the value $c=2$ suffices. Notice that a proof of the generalized Riemann hypothesis therefore would lead to a primality test that runs in time polynomial in $\log n$. For a weaker probabilistic compositeness test, based on Jacobi symbols, see [77]; it is weaker in the sense that each witness for this test is also a witness for the above test, but not conversely.

Now that we can recognize composite numbers, let us consider how to prove the primality of a probable prime.
5.2. Pocklington's theorem (cf. [55]). Let $n$ be an integer $>1$, and let $s$ be a positive divisor of $n-1$. Suppose there is an integer a satisfying

$$
\begin{aligned}
& a^{n-1} \equiv 1 \bmod n, \\
& \operatorname{gcd}\left(a^{(n-1) / q}-1, n\right)=1 \quad \text { for each prime } q \text { dividing } s .
\end{aligned}
$$

Then every prime $p$ dividing $n$ is $1 \bmod s$, and if $s>\sqrt{n}-1$ then $n$ is prime.
We omit the proof of this theorem, as it can easily be deduced from the proof of a similar theorem below (cf. 5.4)), by replacing the role that is played by $E(\mathbf{Z} / p \mathbf{Z})$ in that proof by $(\mathbf{Z} / p \mathbf{Z})^{*}$ here. Instead, let us consider how this theorem can be employed to prove the primality of a probable prime $n$.

Apparently, to prove the primality of $n$ by means of this theorem, we need a factor $s$ of $n-1$, such that $s>\sqrt{n}-1$, and such that the complete factorization of $s$ is known. Given such an $s$, we simply select non-zero integers $a \in \mathbf{Z} / n \mathbf{Z}$ at random until both conditions are satisfied. For such $a$, the first condition must be satisfied, unless $n$ is composite. The second condition might cause more problems, but if $n$ is prime then $q-1$ out of $q$ choices for $a$ will satisfy it, for a fixed $q$ dividing $s$. Therefore, if an $a$ satisfying both conditions has not been found after a reasonable number of trials, we begin to suspect that $n$ is probably not prime, and we subject $n$ to some probabilistic compositeness tests as in (5.1).

The main disadvantage of this method is that an $s$ as above is not easy to find, because factoring $n-1$ is usually hard. If $n$ is prime, then $n-1$ is the order of $(\mathbf{Z} / p \mathbf{Z})^{*}$ for the only prime $p$ dividing $n$; in the next subsection we will randomize this order by replacing $(\mathbf{Z} / p \mathbf{Z})^{*}$ by $E(\mathbf{Z} / p \mathbf{Z})$. For other generalizations of this method we refer to the extensive literature on this subject $[14,47,66,73,83]$.
5.3. The Jacobi sum test (cf. [3,20]). The first primality test that could routinely handle numbers of a few hundred decimal digits was the Cohen-Lenstra version [20] of
the primality test by Adleman, Pomerance, and Rumely [3]. It runs in time $(\log n)^{O(\log \log \log n)}$, which makes it the fastest deterministic primality test. Details concerning the implementation of this algorithm can be found in [19]. For a description of an improved version and its implementation we refer to [11].

## 5.C. Primality testing using elliptic curves

We assume that the reader is familiar with the material and the notation introduced in Subsection 2.B. In this subsection we discuss the consequences of the following analogue of Theorem (5.2).
5.4. Theorem. Let $n>1$ be an integer with $\operatorname{gcd}(n, 6)=1$. Let $E=E_{a, b}$ be an elliptic curve modulo $n$ (cf. (2.7)), and let $m$ and s be positive integers with s dividing $m$. Suppose there is a point $P \in\left(V_{n}-\{O\}\right) \cap E(\mathbf{Z} / n \mathbf{Z})(c f$. (2.8)) satisfying

$$
m \cdot P=O \quad(c f \cdot(2.10))
$$

$(m / q) \cdot P$ is defined and different from $O$, for each prime $q$ dividing $s$,
where in (2.10) we choose the a that is used in the definition of the elliptic curve $E_{a, b}$. Then $\# E\left(\mathbf{F}_{p}\right) \equiv 0 \bmod s$ for every prime $p$ dividing $n(c f .(2.2),(2.7))$, and if $s>\left(n^{1 / 4}+1\right)^{2}$ then $n$ is prime.

Proof. Let $p$ be a prime dividing $n$, and let $Q=(m / s) \cdot P_{p} \in E\left(\mathbf{F}_{p}\right)$. By (2.10) we have $s \cdot Q=m \cdot P_{p}=(m \cdot P)_{p}=O_{p}$, so the order of $Q$ divides $s$. If $q$ is a prime dividing $s$ then $(s / q) \cdot Q=(m / q) \cdot P_{p}=((m / q) \cdot P)_{p} \neq O_{p}$, because $(m / q) \cdot P \neq O$ (cf. (2.9)). The order of $Q$ is therefore not a divisor of $s / q$, for any prime $q$ dividing $s$, so this order equals $s$, and we find that $\# E\left(\mathbf{F}_{p}\right) \equiv 0 \bmod s$.

In (2.4) we have seen that $\# E\left(\mathbf{F}_{p}\right)=p+1-t$, for some integer $t$ with $|t| \leqslant 2 \sqrt{p}$ (Hasse's inequality). It follows that $\left(p^{1 / 2}+1\right)^{2} \geqslant \# E\left(F_{p}\right)$. With $s>\left(n^{1 / 4}+1\right)^{2}$ and $\# E\left(\mathbf{F}_{p}\right) \equiv 0 \bmod s$ this implies that $p>\sqrt{n}$, for any prime $p$ dividing $n$, so that $n$ must be prime. This proves the theorem.
5.5. Remark. The proof of Theorem (5.2) follows the same lines, with $p-1$ replacing $m$.

Theorem (5.4) can be used to prove the primality of a probable prime $n$ in the following way, an idea that is due to Goldwasser and Kilian (cf. [30]); for earlier applications of elliptic curves to primality tests see $[10,18]$.
5.6. Outline of the primality test. First, select an elliptic curve $E$ over $\mathbf{Z} / n \mathbf{Z}$ and an integer $m$, such that $m=\# E(\mathbf{Z} / n \mathbf{Z})$ if $n$ is prime, and such that $m$ can be written as $k q$ for a small integer $k>1$ and probable prime $q>\left(n^{1 / 4}+1\right)^{2}$; in (5.7) and (5.9) we will present two methods to select $E$ and $m$. Next, find a point $P \in E(\mathbf{Z} / n \mathbf{Z})$ satisfying the requirements in Theorem (5.4) with $s=q$, on the assumption that $q$ is prime. This is done as follows. First, use (2.11) to find a random point $P \in E(\mathbf{Z} / n \mathbf{Z})$. Next, compute $(m / q) \cdot P=k \cdot P$; if $k \cdot P$ is undefined, we find a nontrivial divisor of $n$, which is
exceedingly unlikely. If $k \cdot P=O$, something that happens with probability $<\frac{1}{2}$ if $n$ is prime, select a new $P$ and try again. Otherwise, verify that $q \cdot(k \cdot P)=m \cdot P=O$, which must be the case if $n$ is prime, because in that case $\# E(\mathbf{Z} / n \mathbf{Z})=m$. The existence of $P$ now proves that $n$ is prime if $q$ is prime, by (5.4). Finally, the primality of $q$ is proved recursively.

We will discuss two methods to select the pair $E, m$.
5.7. The random curve test ( $c f$. [30]). Select a random elliptic curve $E$ modulo $n$ as described in (2.11), and attempt to apply the division points method mentioned in (2.6) to $E$. If this algorithm works, then it produces an integer $m$ that is equal to $\# E(\mathbf{Z} / n \mathbf{Z})$ if $n$ is prime. If the algorithm does not work, then $n$ is not prime, because it is guaranteed to work for prime $n$.

This must be repeated until $m$ satisfies the requirements in (5.6).
5.8. The running time of the random curve test. First remark that the recursion depth is $O(\log n)$, because $k>1$ so that $q \leqslant(\sqrt{n}+1)^{2} / 2$ (cf. (2.4)). Now consider how often a random elliptic curve $E$ modulo $n$ has to be selected before a pair $E, m$ as in (5.6) is found. Assuming that $n$ is prime, $\# E(\mathbf{Z} / n \mathbf{Z})$ behaves approximately like a random integer near $n$, according to Proposition (2.5). Therefore, the probability that $m=k q$ with $k$ and $q$ as in $(5.6)$ should be of the order $(\log n)^{-1}$, so that $\mathrm{O}(\log n)$ random choices for $E$ should suffice to find a pair $E, m$.

The problem is to prove that this probability is indeed of the order $(\log n)^{-c}$, for a positive constant $c$. This can be shown to be the case if we suppose that there is a positive constant $c$ such that for all $x \in \mathbf{R}_{\geqslant 2}$ the number of primes between $x$ and $x+\sqrt{2 x}$ (cf. (2.4)) is of the order $\sqrt{x}(\log x)^{-c}$. Under this assumption, the random curve test proves the primality of $n$ in expected time $\mathrm{O}\left((\log n)^{9+c}\right)$ (cf. [30]).

By a theorem of Heath-Brown, the assumption is on the average correct. In [30] it is shown that this implies that the fraction of primes $n$ for which the algorithm runs in expected time polynomial in $\log n$, is at least $1-\mathrm{O}\left(2^{-l^{1 / 108} \log l}\right)$, where $l=\left[\log _{2} n\right]$. In their original algorithm, however, Goldwasser and Killian only allow $k=2$, i.e., they wait for an elliptic curve $E$ such that $\# E(\mathbf{Z} / n \mathbf{Z})=2 q$. By allowing more values for $k$, the fraction of primes for which the algorithm runs in polynomial time can be shown to be much higher [62] (cf. [2]). For a primality test that runs in expected polynomial time for all $n$, see (5.12) below.

Because the random curve test makes use of the division points method, it is not considered to be of much practical value. A practical version of (5.6) is the following test, due to Atkin [4]. Details concerning the implementation of this algorithm can be found in [51].
5.9. The complex multiplication test (cf. [4]). Here one does not start by selecting $E$, but by selecting the complex multiplication field $L$ of $E$ (cf. (2.6)). The field $L$ can be used to calculate $m$, and only if $m$ is of the required form $k q$ (cf. (5.6)), one determines the pair $a, b$ defining $E$.

This is done as follows. Let $\Delta$ be a negative fundamental discriminant $\leqslant-7$, i.e., $\Delta \equiv 0$ or $1 \bmod 4$ and there is no $s \in \mathbf{Z}_{>1}$ such that $\Delta / s^{2}$ is a discriminant. Denote by
$L$ the imaginary quadratic field $\mathbf{Q}(\sqrt{\Delta})$ and by $A=\mathbf{Z}[(\Delta+\sqrt{\Delta}) / 2]$ its ring of integers (cf. (2.6)). We try to find $v$ with $v \bar{v}=n$ in $A$. It is known that $\left(\frac{4}{n}\right)=1$ and $\left(\frac{n}{p}\right)=1$ for the odd prime divisors $p$ of $\Delta$ are necessary conditions for the existence of $v$, where we assume that $\operatorname{gcd}(n, 2 \Delta)=1$. If these conditions are not satisfied, select another $\Delta$ and try again. Otherwise, compute an integer $b \in \mathbf{Z}$ with $b^{2} \equiv \Delta \bmod n$. This can for instance be done using a probabilistic method for finding the roots of a polynomial over a finite field [37, Section 4.6.2], where we assume that $n$ is prime; for this algorithm to work, we do not need a proof that $n$ is prime. If necessary add $n$ to $b$ to achieve that $b$ and $\Delta$ have the same parity. We then have that $b^{2} \equiv \Delta \bmod 4 n$, and that $\mathbf{n}=\mathbf{Z} n+\mathbf{Z}((b+\sqrt{\Delta}) / 2)$ is an ideal in $A$ with $\mathbf{n} \cdot \overline{\mathbf{n}}=A \cdot n$. Attempt to solve $\mathbf{n}=A \cdot v$ by looking for a shortest non-zero vector $\mu$ in the lattice $\mathbf{n}$. If $\mu \bar{\mu}=n$ then take $\nu=\mu$; otherwise $v \bar{v}=n$ is unsolvable.

Finding $\mu$, and $v$ if it exists, can for example be done by means of the reduction algorithm (2.12). With $b$ as above, consider the form ( $a, b, c$ ) with $a=n$ and $c=\left(b^{2}-4\right) /(4 n)$. For any two integers $x$ and $y$ the value $a x^{2}+b x y+c y^{2}$ of the form at $x, y$ equals $|x n+y((b+\sqrt{\Delta}) / 2)|^{2} / n$, the square of the absolute value of the corresponding element of $\mathbf{n}$ divided by $n$. It follows that $\mu$ can be determined by computing integers $x$ and $y$ for which $a x^{2}+b x y+c y^{2}$ is minimal. More in particular, it follows that $v$ with $v \bar{v}=n$ exists if and only if there exist integers $x$ and $y$ for which the form assumes the value 1 .

Because $\operatorname{gcd}(n, 2 \Delta)=1$, we have that $\operatorname{gcd}(n, b)=1$, so that the form $(a, b, c)$ is primitive, which makes the theory of Subsection 2.C applicable. Apply the reduction algorithm (2.12) to ( $a, b, c$ ); obviously, the set $\left\{a x^{2}+b x y+c y^{2}: x, y \in \mathbf{Z}\right\}$ does not change in the course of the algorithm. Because a reduced form assumes its minimal value for $x=1$ and $y=0$, the $x$ and $y$ for which the original form $(a, b, c)$ is minimized now follow, as mentioned in the last paragraph of (2.12). The shortest non-zero vector $\mu \in \mathbf{n}$ is then given by $x n+y((b+\sqrt{\Delta}) / 2)$. Now remark that $a x^{2}+b x y+c y^{2}=1$ if and only if the reduced form equivalent to $(a, b, c)$ is the unit element $1_{\Delta}$. Therefore, if the reduced form equals $1_{\Delta}$, put $v=\mu$; otherwise select another $\Delta$ and try again because $v$ with $v \bar{v}=n$ does not exist.

Assuming that $v$ has been computed, consider $m=(v-1)(\bar{v}-1)$, and $m^{\prime}=(-v-1)$ ( $-\bar{v}-1$ ). If neither $m$ nor $m^{\prime}$ is of the required form $k q$, select another $\Delta$ and try again. Supposing that $m=k q$, an elliptic curve $E$ such that $\# E(\mathbf{Z} / n \mathbf{Z})=m$ if $n$ is prime can be constructed as a function of a zero in $\mathbf{Z} / n \mathbf{Z}$ of a certain polynomial $F_{\Delta} \in \mathbf{Z}[X]$. To determine this polynomial $F_{\Delta}$ define, for a complex number $z$ with $\operatorname{Im} z>0$,

$$
j(z)=\frac{\left(1+240 \sum_{k=1}^{\infty} \frac{k^{3} q^{k}}{1-q^{k}}\right)^{3}}{q \cdot \prod_{k=1}^{\infty}\left(1-q^{k}\right)^{24}}
$$

where $q=\mathrm{e}^{2 \mathrm{miz}}$. Then

$$
F_{\Delta}=\prod_{(a, b)}\left(X-j\left(\frac{b+\sqrt{\Delta}}{2 a}\right)\right)
$$

with ( $a, b$ ) ranging over the set of reduced forms of discriminant $\Delta$, see (2.12). The degree
of $F_{\Delta}$ equals the class number of $L$, and is therefore $\approx \sqrt{|\Delta|}$. As these polynomials depend only on $\Delta$, they should be tabulated. More about the computation of these polynomials can be found in [80, Sections 125-133].

Compute a zero $j \in \mathbf{Z} / n \mathbf{Z}$ of $F_{\Delta}$ over $\mathbf{Z} / n \mathbf{Z}$, and let $c$ be a quadratic non-residue modulo $n$ (assuming that $n$ is prime). Put $k=j /(1728-j)$; then $k$ is well-defined and non-zero because $\Delta \leqslant-7$. Finally, choose $E$ as the elliptic curve $E_{3 k, 2 k}$ or $E_{3 k c^{2}, 2 k c^{3}}$ in such a way that $\# E(\mathbf{Z} / n \mathbf{Z})=m$ if $n$ is prime; the right choice can be made as described at the end of (2.6).

We made the restriction $\Delta \leqslant-7$ only to simplify the exposition. If $n \equiv 1 \bmod 3$ (respectively $n \equiv 1 \bmod 4$ ), one should also consider $\Delta=-3$ (respectively $\Delta=-4$ ), as it gives rise to six (four) pairs $E, m$; the equations for the curves can in these cases be determined in a more straightforward manner, cf. [46].
5.10. The running time of the complex multiplication test. We present a heuristic analysis of the running time of the method just described. The computation of $v$ is dominated by the computation of $\sqrt{\Delta} \bmod n$ and therefore takes expected time $\mathrm{O}\left((\log n)^{3}\right)$ (cf. [37, Section 4.6.2]); with fast multiplication techniques this can be reduced to $\mathrm{O}\left((\log n)^{2+\varepsilon}\right)$. It is reasonable to expect that one has to try $\mathrm{O}\left((\log n)^{2+\varepsilon}\right)$ values of $\Delta$ before $m$ (or $m^{\prime}$ ) has the required form, so that we may assume that the final $\Delta$ is $\mathrm{O}\left((\log n)^{2+\varepsilon}\right)$. For a reduced form $(a, b)$ and $z=(b+\sqrt{\Delta}) /(2 a), q=\mathrm{e}^{2 \pi \mathrm{i} z}$, one can show that $\left|j(z)-q^{-1}\right|<2100$; and if, with the same notation, the summation in the definition of $j(z)$ is terminated after $K$ terms and the product after $K$ factors, then the error is $\mathrm{O}\left(K^{3} q^{K}\right)$. To bound the coefficients of $F_{\Delta}$ we notice that $j(z)$ can only be large for small $a$. Since the number of reduced forms $(a, b)$ with a fixed $a$ is bounded by the number of divisors of $a$, there cannot be too many large $j(z)$ 's. It follows that one polynomial $F_{4}$ can be computed in time $|\Delta|^{2+o(1)}=\mathrm{O}\left((\log n)^{4+\varepsilon}\right)$; it is likely that it can be done in time $|\Delta|^{1+o(1)}=\mathrm{O}\left((\log n)^{2+\varepsilon}\right)$ using fast multiplication techniques. Assuming that $n$ is prime, a zero of $F_{\Delta}$ can be computed in time

$$
\mathrm{O}\left(\left(\operatorname{deg} F_{\Delta}\right)^{2}(\log n)^{3}\right)=\mathrm{O}\left((\log n)^{5+\varepsilon}\right)
$$

(ordinary), or

$$
\mathrm{O}\left(\left(\operatorname{deg} F_{\Delta}\right)(\log n)^{2+\varepsilon}\right)=\mathrm{O}\left((\log n)^{3+\varepsilon}\right)
$$

(fast). Heuristically, it follows that the whole primality proof takes time $\mathrm{O}\left((\log n)^{6+\varepsilon}\right)$, which includes the $\mathrm{O}(\log n)$ factor for the recursion. The method has proved to be quite practical as shown in [51].

With fast multiplication techniques one gets $\mathrm{O}\left((\log n)^{5+\varepsilon}\right)$. As Shallit observed, the latter result can be improved to $\mathrm{O}\left((\log n)^{4+\varepsilon}\right)$, if we only use $\Delta$ 's that can be written as the product of some small primes; to compute the square roots modulo $n$ of the $\Delta$ 's, it then suffices to compute the square roots of those small primes, which can be done at the beginning of the computation.
5.11. Remark. It should be noted that both algorithms based on (5.6), if successful, yield a certificate of primality that can be checked in polynomial time.
5.12. The abelian variety test (cf. [2]). A primality test that runs in expected polynomial time for all $n$ can be obtained by using abelian varieties of higher dimensions, as proved by Adleman and Huang in [2]. We explain the basic idea underlying their algorithm, without attempting to give a complete description.

Abelian varieties are higher-dimensional analogues of elliptic curves. By definition, an abelian variety over a field $K$ is a projective group variety $A$ over $K$. The set of points $A(K)$ of an abelian variety over a field $K$ has the structure of an abelian group. Moreover, if $K=\mathbf{F}_{p}$ then $\# A\left(\mathbf{F}_{p}\right)=p^{g}+\mathrm{O}\left((4 p)^{g-1 / 2}\right)$, where $g$ is the dimension of $A$. One-dimensional abelian varieties are the same as elliptic curves.

Examples of abelian varieties over $\mathbf{F}_{p}$, for an odd prime $p$, can be obtained as follows. Let $f$ be a monic square-free polynomial of odd degree $2 g+1$ over $\mathbf{F}_{p}$, and consider the hyperelliptic curve $y^{2}=f(x)$ over $\mathbf{F}_{p}$. Then the Jacobian $A$ of this curve is an abelian variety of dimension $g$ over $\mathbf{F}_{p}$. The elements of $A\left(\mathbf{F}_{p}\right)$ can in this case be regarded as pairs ( $a, b$ ) with $a, b \in \mathbf{F}_{p}[T], a$ monic, $b^{2} \equiv f \bmod a$ and degree $(b)<\operatorname{degree}(a)$ $\leqslant g$. Note the analogy with the definition of reduced forms in Subsection 2.C and (2.12), with $f$ playing the role of $\Delta$. The composition in the abelian group $A\left(\mathbf{F}_{p}\right)$ can be done as in (2.13) (cf. [16]). The order of $A\left(\mathbf{F}_{p}\right)$ can be computed as described in [2], or by an extension of a method by Pila, who generalized the division points method (cf. (2.6)) to curves of higher genus and to abelian varieties of higher dimension [54].

The abelian variety test proceeds in a similar way as the random curve test, but with $g=1$ replaced by $g=2$. The order of $A\left(\mathbf{F}_{p}\right)$ is then in an interval of length $\mathrm{O}\left(x^{3 / 4}\right)$ around $x=p^{2}$. The main difference with the random curve test is that it can be proved that this interval contains sufficiently many primes [34]. The problem of proving the primality of a probable prime $n$ is then reduced, in expected polynomial time, to proving the primality of a number of order of magnitude $n^{2}$. Although the recursion obviously goes in the wrong direction, it has been proved in [2] that, after a few iterations, we may expect to hit upon a number whose primality can be proved in polynomial time by means of the random curve test (5.7).
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