Reconciling different observational data sets from Surface Heat Budget of the Arctic Ocean (SHEBA) for model validation purposes
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[1] Observations from the Surface Heat Budget of the Arctic Ocean (SHEBA) are analyzed to develop a consistent data set suitable for the validation of snow and sea ice components used in climate models. Since the snow depth is a crucial variable to properly determine the ice thickness evolution, several methods are tested to estimate the actual snow depth at the exact location of the measured internal temperatures. Snow and ice thickness gauge measurements show high spatial variability at small spatial scales. Consequently, individual measurements of snow/ice thickness are not representative of the thickness at the locations where temperature profiles were measured. Observed skin temperatures and snow internal temperature profiles suggest that the mean winter snow cover at the reference mass balance site was thicker by 11 cm when compared with gauge observations at a small distance from that reference site. The mean winter snow cover thickness measured at the SHEBA mass balance site, Pittsburgh, is larger by a factor of 2.3 when compared to the snow depth derived from precipitation measurements. Assuming continuity of heat fluxes at the snow-ice interface, an effective snow thermal conductivity of 0.50 Wm\(^{-1}\) K\(^{-1}\) is calculated. This is significantly higher than values generally used in climate models (0.31 Wm\(^{-1}\) K\(^{-1}\)) or derived from in situ measurements (0.14 Wm\(^{-1}\) K\(^{-1}\)) at SHEBA. Ocean heat fluxes, inferred from ice thickness and internal temperature measurements at various sites, are very consistent and match reasonably well those derived from turbulence measurements and a bulk formulation. A heat budget of surface fluxes shows a mean annual net imbalance of 1.5 Wm\(^{-2}\), with a mean energy deficit of 3.5 Wm\(^{-2}\) during winter and a mean surplus of 6.4 Wm\(^{-2}\) during summer.
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1. Introduction

[2] Global climate models predict a polar amplification of the warming signal associated with anthropogenic forcing. The magnitude of this warming however, is uncertain and depends mainly on the response of the snow, sea-ice and cloud components in these models. To provide better estimates of future climate and climate changes, measurements of surface energy fluxes and mass balance at high latitudes are crucial. Measurements can be used to validate the snow and sea ice components used in climate models and test their ability to simulate observed conditions and changes in these regions.

[3] Observations from the Surface Heat Budget of the Arctic Ocean (SHEBA) field experiment [Perovich et al., 1999a; Uttal et al., 2002] constitute such a data set. The measurements were made in the Beaufort and Chukchi seas and spanned almost an entire year (end of October 1997 to mid-October 1998). These observations make it possible to test sea ice models off-line over a full annual cycle. Although SHEBA provides the most comprehensive data
set for model development and testing, several factors still need to be considered before this data set can be used for the validation of thermodynamics sea ice models.

[4] For instance, high variability in the snow and ice cover thickness is present at relatively small spatial scales (of the order of meters [see, e.g., Sturm et al., 2002a; Comiso et al., 1991]). Since the ice thickness evolution depends (among other things) on the thickness of the snow cover, and since internal temperature profiles provide a very useful constraint to test the ability of a model to simulate the ice growth evolution, it is important to measure snow depth, ice thickness and internal ice temperature at the same location. Moreover, a characterization of this spatial variability will be important to quantitatively determine the occurrence of the one-dimensional heat conduction problem implied by column measurements such as those made at SHEBA.

[5] There are also significant uncertainties in snow fall measurements. Uncorrected measurements of snow precipitation usually underestimate the accumulation at the surface in the Arctic [Walsh et al., 1998]. In fact, low correlation between cumulative precipitation and snow depth measurements was noted by Colony et al. [1998]. Undercatch due to wind effects [Yang, 1999], and blowing snow events [Sturm et al., 2002a; Déry and Tremblay, 2004] can account for some of the discrepancies between measured precipitation and observed snow depth. Apart from the systematic errors that may be involved, a point measurement is not always representative of the actual snow cover thickness in a given area due to the high variability at small spatial scales. In this study, the snow thickness measurements at SHEBA will be carefully examined and adjusted, based on a detailed analysis of observed internal snow and ice temperature profiles.

[6] There is also uncertainty in the interpretation of the snow thermal conductivity, and consequently the magnitude of heat conduction through snow. In a snow cover, heat is transported by conduction, but also by advection and latent heat release associated with wind pumping and transport of moist air within the snow. Atmospheric conditions such as low-level wind, air temperature and humidity will effect the advective and diffusive transport of moist air within the snowpack resulting in an “apparent” (effective) thermal conductivity larger than the pure value. The snow thermal conductivity has been determined in numerous studies using data from both field and laboratory experiments [Sturm et al., 1997]. Most of these parameterizations describe the snow thermal conductivity as a function of snow density and temperature, although other physical properties such as the bonding of individual grains influence the pure thermal conductivity. A review by Sturm et al. [1997] shows that differences in snow microphysical properties can result in an order of magnitude range in conductivity at a given density.

[7] In situ measurements of snow thermal conductivity at SHEBA are very consistent with a mean and a standard deviation of 0.14 Wm\(^{-1}\) K\(^{-1}\) and 0.03 Wm\(^{-1}\) K\(^{-1}\) respectively [Sturm et al., 2001]. The bulk thermal conductivity (inferred from snow depth, basal ice growth, ocean heat flux, and air and snow-ice interface temperatures) at 15 locations of the mass balance sites Baltimore, Seattle and the Ridge however [Sturm et al., 2002b], ranges from 0.17 Wm\(^{-1}\) K\(^{-1}\) to 0.70 Wm\(^{-1}\) K\(^{-1}\). During their 1993/94 measuring campaign, Perovich et al. [1997] inferred snow thermal conductivities of about 0.3 Wm\(^{-1}\) K\(^{-1}\) from internal temperature profiles in the Beaufort Sea, assuming a continuity of heat fluxes at the snow-ice interface.

[8] Applying a detailed one-dimensional model for polar snow covers (SNOTHERMP), Jordan et al. [2003] investigated the spatial variability of the snow thickness and the heat transfer through the snow cover at the SHEBA site Pittsburgh. They found that during winter a thermal conductivity of approximately 0.33 Wm\(^{-1}\) K\(^{-1}\) is required to extract enough heat from the snow cover, and simulate the observed snow-ice interface temperatures accurately. The modeling practice typically uses a midrange value of snow thermal conductivity around 0.30 Wm\(^{-1}\) K\(^{-1}\) [Bitz and Lipscomb, 1999; G. A. Schmidt, personal communication, 2003]. In the present study, the snow thermal conductivity is evaluated indirectly from observed snow/ice internal temperature profiles (assuming continuity of conductive heat fluxes [Perovich et al., 1997]) at several SHEBA sites, and its effect on the surface heat balance is evaluated.

[9] The focus of the present paper is on the development of a consistent forcing and validation data set from the SHEBA mass balance site Pittsburgh, to be used for model validation purposes (e.g., the Sea Ice Model Intercomparison Project, Part 2, Thermodynamics (SIMIP2)). A self-consistency check of independents but related observations allows to identify less representative data sets, and to propose corrections for those same variables. To this end, a careful analysis of snow depth, precipitation and snow/ice internal temperature is presented. A complete surface and basal heat budget is also presented as a measure of the internal consistency of the new proposed data set. In a companion paper, Huwald et al. [2005] present the validation of a sigma-coordinate thermodynamic sea ice model forced with the data presented herein. Results presented by Huwald et al. [2005] provide indirect evidence for the internal consistency of the proposed data set.

[10] The outline of the paper is as follows. In section 2, all relevant observations used in the data analysis and the energy budget are documented. Section 3 discusses the self-consistency of the forcing and validation data sets. This section includes the description of the ice (section 3.1) and snow (section 3.2) thickness at the thermistor string location, and the investigation of the snow thermal conductivity from internal temperature profiles (section 3.3). The surface and basal heat budgets and problems associated with the closing of the budgets, are presented in sections 4 and 5. Finally, section 6 summarizes the most important findings and conclusions.

2. Surface Heat Budget of the Arctic Ocean (SHEBA) Data Description

[11] The SHEBA field experiment covered almost an entire annual cycle from late October 1997 to mid-October 1998 in the Beaufort and Chukchi seas of the Arctic Ocean. Part of the data used in this study is taken from an integrated data set (from SHEBA) which was compiled for SIMIP2 (http://acsys.seos.uvic.ca/acsys/simip2). More comprehensive SHEBA data sets are available through the Joint Office of Science Support/University Corporation for Atmospheric Research (JOSS/UCAR). Apart from the SIMIP2 data set,
all data used in this study are available at the JOSS/UCAR web site (http://www.joss.ucar.edu/cgi-bin/codiac/projs?SHEBA).

[12] The atmospheric part of the SIMIP2 data set was measured at the 20 m meteorological tower of the Atmospheric Surface Flux Group (ASFG) [Persson et al., 2002]. Data include 10 m wind speed, air temperature and humidity, and the precipitation rate. Radiative fluxes include shortwave and longwave radiation, and the temperature difference $T_s - T_a$ (bold solid line), and net (bold solid line) longwave radiation, and albedo (dotted line), (b) downward (solid line), upward (dotted line), and net (solid line) shortwave radiation, and albedo (dashed line), (c) 10 m specific air humidity ($q_a$, solid line), surface specific humidity ($q_s$, dotted line), and the specific humidity difference $q_a - q_s$ (bold solid line), (d) 10 m wind speed, and (f) sensible and latent heat flux calculated using eddy correlation (dotted line) and bulk parameterization using 10 m atmospheric data (solid line) provided by the Sea Ice Model Intercomparison Project, Part 2, Thermodynamics (SIMIP2). In Figure 1f the two curves at the top are for the sensible heat, and the two curves at the bottom are for the latent heat. Turbulent heat fluxes are defined positive toward the surface. All variables are smoothed using a 7 day running mean. Julian day zero is defined as 1 January 1997, 0000 LT.

Figure 1. Annual cycle of (a) 10 m air temperature ($T_a$, solid line), skin temperature ($T_s$, dotted line), and the temperature difference $T_s - T_a$ (bold solid line), (b) downward (solid line), upward (dotted line), and net (solid line) longwave radiation, (c) downward (solid line), upward (dotted line), and net (solid line) shortwave radiation, and albedo (dashed line), (d) 10 m specific air humidity ($q_a$, solid line), surface specific humidity ($q_s$, dotted line), and the specific humidity difference $q_a - q_s$ (bold solid line), (e) 10 m wind speed, and (f) sensible and latent heat flux calculated using eddy correlation (dotted line) and bulk parameterization using 10 m atmospheric data (solid line) provided by the Sea Ice Model Intercomparison Project, Part 2, Thermodynamics (SIMIP2). In Figure 1f the two curves at the top are for the sensible heat, and the two curves at the bottom are for the latent heat. Turbulent heat fluxes are defined positive toward the surface. All variables are smoothed using a 7 day running mean. Julian day zero is defined as 1 January 1997, 0000 LT.

[12] The atmospheric part of the SIMIP2 data set was measured at the 20 m meteorological tower of the Atmospheric Surface Flux Group (ASFG) [Persson et al., 2002]. Data include 10 m wind speed, air temperature and humidity, and the precipitation rate. Radiative fluxes include shortwave and longwave radiation which were measured 2 m above ground, at a distance of about 25 m from the base of the ASFG tower. The albedo provided in SIMIP2 was measured by the Ice Physics Group (IPG) at a point close to the SHEBA mass balance site Pittsburgh on an undeformed multiyear ice floe covered by snow during winter, and without melt ponds in the summer [Perovich et al., 1999b, 2002a]. Albedo measurements were made from 16 April 1998 through 28 September 1998, with a sampling frequency of two days from 25 May to 9 September, and lower frequency (2–8 days) during the rest of the observation period. Before 16 April and after 28 September, SIMIP2 proposes a constant albedo of 0.85 in agreement with measured albedo values from late spring and early fall.

[11] Following Perovich and Elder [2002], ocean heat fluxes for SIMIP2 were calculated as the residual between the conductive heat fluxes and the latent heat released or absorbed (associated with growth and melt) at the ice base. Internal snow/ice temperature measurements from several SHEBA sites are used to derive surface and basal conduc-
tive fluxes. Snow and ice thickness observations made throughout the year are used to calculate the energy of melt (or growth) in the energy budget. Finally, turbulence measurements in the upper ocean derived from eddy correlation technique [McPhee, 2002] and a bulk formulation [McPhee et al., 2003] have been used for comparison with those calculated here and those provided by SIMIP2.

[14] In addition to the SIMIP2 data set, skin (surface) temperatures, from Portable Automated Mesonet (PAM) stations at the SHEBA sites “Atlanta,” “Baltimore,” “Florida,” and the ASFG tower site [Persson et al., 2002], are used for the calculation of the turbulent heat fluxes, and as an additional constraint to locate the snow surface elevation from measured internal snow/ice temperature. The sensible and latent heat fluxes are calculated using standard bulk formulons from the 10 m air temperature, humidity, wind speed measured at the ASFG tower, and the surface temperatures from the PAM stations. Atmospheric turbulent heat fluxes derived from high-frequency measurements of the same quantities made at the ASFG tower [Persson et al., 2002] are also used for comparison. All SIMIP2 data are provided with a time resolution of one hour, nearly covering a complete annual cycle (31 October 1997–8 October 1998). Lower-temporal-resolution data such as the surface albedo and the ocean heat flux are linearly interpolated down to one hour.

[15] The observed time series are shown in Figure 1. The downward longwave radiation mainly follows the pattern of the air temperature (Figures 1a–1b). High (low) values of the incident shortwave radiation correspond with low (high) values of the downward longwave radiation due to the absence (presence) of clouds. During cloudy periods, the net longwave radiation is very small. The albedo is at 0.85 during the cold season, decreases slightly to 0.81 when the daily temperature approaches the freezing point and the snow surface gets warmer, and drops rapidly when the surface gets wet at the beginning of June.

[16] During winter, the specific humidity is generally below 1 g kg$^{-1}$ and increases in spring together with the air temperature. The surface relative humidity, defined with respect to ice saturation (not shown here), remains near 100% throughout the year as discussed by Andreas et al. [2002]. The sensible heat flux depends on both the wind speed and the difference between the air and skin temperature which in turn depends on the presence of clouds [Walsh and Chapman, 1998]. The latent heat flux mainly shows a dependence on the difference between 10 m and surface specific humidities, with a peak in June indicating an increase in surface evaporation/sublimation during that period. Both turbulent heat fluxes generally show a similar pattern, although they differ in magnitude.

[17] The internal snow and ice temperatures were measured at 7 mass balance sites [Perovich et al., 1999b], 6 of which were used in the present study (Figure 2). One site was located on a 7 m ridge and is not considered here. The 6 sites were located around the SHEBA camp and represent a variety of ice types: “Baltimore” (first-year ice), “Pittsburgh” (snow covered multiyear ice), “Quebec 1” and “Quebec 2” (young ice and multiyear ice with little snow), “Seattle” (ponded ice), and “Tuk” (consolidated ridge).

[18] Measurements were performed over an annual cycle using thermistor strings (thermistors mounted in a plastic pipe that extend about a meter below the ice base down into the ocean mixed layer, and up to a few decimeters (depending on snow depth) into the air above the snow or ice surface [Perovich and Elder, 2001]. The vertical resolution (given by the thermistor spacing) is 10 cm, and the length of a given thermistor string is 1 m. To cover the full extent of the snow and ice layer, several strings were attached one at the end of the other. At some sites (Pittsburgh and Quebec 2), two overlapping strings with an offset of 5 cm were used to increase the resolution just above and below the snow-ice interface. In both cases, there were consistent biases in the instruments resulting in sawtooth shaped temperature profiles with amplitudes of up to several tenths of a degree.

[19] The accuracy of the thermistors was 0.1°C. However in practice their accuracy is probably worse for several reasons. The devices have no radiation shielding, and the polyvinyl-chloride rod itself and the wires connecting the thermistors conduct heat. Radiation effects are only important in the summer and can lead to errors of a few degrees. To minimize the conduction effects, the plastic rod thermal conductivity was chosen to be similar to that of ice. Heat conduction in the wires can result in substantial errors in thin ice (0–40 cm) with the thermistors reading up to a couple of degrees colder, whereas in thicker ice (as at SHEBA) the thermistor temperatures are quite accurate (D. K. Perovich, personal communication, 2004). Measurements made by the thermistors in the air and in the near-surface snow during summer daylight hours are probably high because of radiation effects and conduction through the pipe.

[20] Locations where the snow and ice thicknesses were measured during the SHEBA experiment are called mass balance sites. There were more than 100 mass balance sites deployed on a variety of ice types at SHEBA, ranging from thin first-year ice to thick multiyear ice. For snow and ice thickness measurements, three gauges were typically set up around the thermistor string (at least 1 m away) forming a triangular cluster [Perovich and Elder, 2001]. In some cases, there were many thickness gauges in the vicinity of a thermistor string. In this study, the three closest gauges to the thermistor string were used, except for Seattle and Tuk where six and five gauges, respectively, have been taken into account.

[21] Snow depth was measured with snow stakes frozen into the ice. Ice thickness was measured using hot wire gauges adjacent to the stakes. Accuracies of the stakes and wire measurements are about 1 cm. The snow cover disappeared completely during the melt season. Considering all measurement sites at SHEBA, the average winter snow cover thickness was 34 cm with a mean bulk density of 320 kg m$^{-3}$ [Sturm et al., 2001]. Thus the complete melting of this snow layer corresponds to an average surface ablation of 11 cm snow water equivalent.

[22] The internal snow/ice temperatures were measured automatically every hour, whereas the thickness data were usually collected once every 1–2 weeks during winter, and once every two days during the summer. The temperature measurements at the various mass balance sites started in late October 1997 and ran until mid-September 1998 which gives a record length of almost 11 months. The individual sites at SHEBA were exposed to relatively uniform forcing.
Incident radiation showed little spatial variability and surface air temperatures were within 1°C–2°C at various locations within several km [Claffey et al., 1999; Perovich and Elder, 2001]. The snow and sea ice cover, on the other hand, is much more variable and spatially heterogeneous (see Perovich et al. [2001, 2002b] and Sturm et al. [2002a] for a detailed description). This adds uncertainty in the proper definition of the snow thickness at the exact location of temperature measurements (discussed in more detail in section 3.2).

**Figure 2.** Thermistor string internal temperatures and measured snow surface, ice surface, and ice base evolutions at six mass balance sites: (a) Baltimore, (b) Pittsburgh, (c) Quebec 1, (d) Quebec 2, (e) Seattle, and (f) Tuk. Note that the record length for each site is different. The vertical range of temperature measurements is limited to the length of the thermistor string (i.e., −3/−4 m to 1 m). The white lines indicate the snow surface and the base of the ice as recorded by different gauges at each site. When the snow depth equals zero, the elevation of the snow surface and the snow-ice interface are identical and define the ice surface. Depth is measured relative to the initial snow-ice interface; when surface melt starts, the ice surface is ablated below \( z = 0 \). Note that the vertical scale for Tuk is different.
Table 1. Some Statistics of the Snow and Ice Thickness Measurements at the Pittsburgh Site

<table>
<thead>
<tr>
<th>Gauge</th>
<th>( h_{ini} )</th>
<th>( h_{fin} )</th>
<th>( h_{max} )</th>
<th>( h_{avg} )</th>
<th>( H_{ini} )</th>
<th>( H_{fin} )</th>
<th>( H_{max} )</th>
<th>( H_{avg} )</th>
<th>( g_{b} )</th>
<th>( m_{b} )</th>
<th>( m_{s} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>053</td>
<td>0.05</td>
<td>0.26</td>
<td>0.33</td>
<td>0.22</td>
<td>2.26</td>
<td>1.58</td>
<td>2.78</td>
<td>2.38</td>
<td>0.52</td>
<td>0.43</td>
<td>0.77</td>
</tr>
<tr>
<td>069</td>
<td>0.06</td>
<td>0.12</td>
<td>0.45</td>
<td>0.26</td>
<td>1.70</td>
<td>1.37</td>
<td>2.40</td>
<td>2.02</td>
<td>0.70</td>
<td>0.43</td>
<td>0.60</td>
</tr>
<tr>
<td>071</td>
<td>0.05</td>
<td>0.07</td>
<td>0.24</td>
<td>0.14</td>
<td>2.13</td>
<td>1.68</td>
<td>2.78</td>
<td>2.38</td>
<td>0.65</td>
<td>0.34</td>
<td>0.76</td>
</tr>
<tr>
<td>Avg</td>
<td>0.05</td>
<td>0.15</td>
<td>0.31</td>
<td>0.21</td>
<td>2.03</td>
<td>1.54</td>
<td>2.65</td>
<td>2.26</td>
<td>0.62</td>
<td>0.40</td>
<td>0.71</td>
</tr>
<tr>
<td>BE</td>
<td>0.10</td>
<td>0.15</td>
<td>0.45</td>
<td>0.32</td>
<td>1.94</td>
<td>1.50</td>
<td>2.53</td>
<td>2.19</td>
<td>0.59</td>
<td>0.43</td>
<td>0.60</td>
</tr>
</tbody>
</table>

*Expressed in meters. The quantities \( h_{ini} \), \( h_{fin} \), \( h_{max} \), and \( h_{avg} \) are the initial, final, maximum, and mean (winter) snow thickness, respectively. \( H_{ini} \), \( H_{fin} \), \( H_{max} \), and \( H_{avg} \) are the initial, final, maximum, and mean ice thickness, respectively. Variable \( g_{b} \) is the total basal ice growth, \( m_{b} \) is the total basal ice melt, and \( m_{s} \) is the total surface ice melt. The initial thickness is that of 31 October 1997. The minimum snow thickness \( h_{min} \) is zero and is not included here. The minimum ice thickness \( H_{min} \) is equal to \( H_{fin} \) in all cases. "Avg" is the mean of the three thickness gauges, "BE" is the best estimates of the various quantities (see sections 3.1 and 3.2), and \( h_{p} \) is the snow depth derived from precipitation rates (which were multiplied by a factor of 1.5 as proposed by SIMIP2).

[23] Perovich and Elder [2001] present a more detailed description of the measurement methods, a summary of the mass balance measurements, and an analysis of the seasonal evolution of the internal ice temperatures at various sites. A comprehensive description of the instrumental setup and the snow/ice data sets is provided by Perovich et al. [1999b]. The evolution of the snow and ice characteristics over the annual cycle at SHEBA are described in more detail by Perovich and Elder [2001a, 1999a]. The surface melt onsets at various sites showed the same general temporal evolution, with the largest melt onsets occurring during winter to reach a maximum in mid-May, a few days before surface melt started on 29 May. The maximum ice thickness, on the other hand, was reached a few days later at the beginning of June. On 29 May, a rainfall occurred, the surface turned gray, changing the albedo, and marking the onset of melting [Perovich et al., 1999a]. The surface melt of the ice, on the other hand, began when the snow cover completely disappeared in mid-June. Basal melt of the ice started in the second week of June when solar radiation warmed up the surface waters in leads and through the ice.

[27] At Pittsburgh, the mean winter snow thickness measured at gauges 53, 69, and 71 differs by 12 cm with a maximum daily difference between any two gauges of 34 cm. At the same three gauges, the mean ice draft differs by up to 36 cm with maximum differences equal to 56 cm. When comparing snow thickness measurements from different mass balance sites (several hundreds of meters apart), differences of 32 cm in mean winter snow thickness are observed with maximum daily differences of 70 cm.

[28] This variability in snow and ice thickness measurements shows that point measurements cannot be considered representative of the mean snow or ice thickness even on scales of a few meters. Since the mass balance gauges are typically a few meters away from the thermistor string, individual thickness measurements are not always representative of the thickness at the thermistor string. This is seen at all sites (Figure 2) where the individual stake measurements are plotted together with the internal temperature profile evolution. For instance, the ice base is often located at a depth where the internal ice temperature is much colder than the ocean freezing point or well within the mixed layer. This point is not only important for the computation of the energy budget (e.g., calculation of conductive heat flux), but also for the validation of thermodynamic sea ice models against SHEBA data.

3. Results and Discussion

[24] In this section, all available SHEBA data at the Pittsburgh site are analyzed in an attempt to construct a consistent data set for the temporal evolution of the snow depth, ice thickness, internal temperature, and ocean heat flux. These corrected data together with snow thermal conductivity derived from internal temperature measurements will be used to calculate a heat balance at the snow/ice surface (section 4) and ice base (section 5). These heat balances will also provide another measure of the self-consistency of the data set.

[25] There were five mass balance gauges at Pittsburgh. However, two of them were operational for a very short time, and consequently only the remaining three covering the whole measuring campaign (gauges 53, 69, and 71) are considered. Measurements made within just a few meters at the same site showed the same general temporal evolution, although substantial variations in actual thickness are present. For instance, the observed total ice surface melt at Pittsburgh ranged from 0.60 to 0.77 m, and from 0.50 to 1.00 m when considering all SHEBA sites [Perovich et al., 2001].

[26] The initial, final and maximum snow and ice thicknesses, and the mean snow thicknesses for the selected gauges are listed in Table 1. The snow thickness increased during winter to reach a maximum in mid-May, a few days before surface melt started on 29 May. The maximum ice thickness, on the other hand, was reached a few days later at the beginning of June. On 29 May, a rainfall occurred, the surface turned gray, changing the albedo, and marking the onset of melting [Perovich et al., 1999a]. The surface melt of the ice, on the other hand, began when the snow cover completely disappeared in mid-June. Basal melt of the ice started in the second week of June when solar radiation warmed up the surface waters in leads and through the ice.

[27] At Pittsburgh, the mean winter snow thickness measured at gauges 53, 69, and 71 differs by 12 cm with a maximum daily difference between any two gauges of 34 cm. At the same three gauges, the mean ice draft differs by up to 36 cm with maximum differences equal to 56 cm. When comparing snow thickness measurements from different mass balance sites (several hundreds of meters apart), differences of 32 cm in mean winter snow thickness are observed with maximum daily differences of 70 cm.

[28] This variability in snow and ice thickness measurements shows that point measurements cannot be considered representative of the mean snow or ice thickness even on scales of a few meters. Since the mass balance gauges are typically a few meters away from the thermistor string, individual thickness measurements are not always representative of the thickness at the thermistor string. This is seen at all sites (Figure 2) where the individual stake measurements are plotted together with the internal temperature profile evolution. For instance, the ice base is often located at a depth where the internal ice temperature is much colder than the ocean freezing point or well within the mixed layer. This point is not only important for the computation of the energy budget (e.g., calculation of conductive heat flux), but also for the validation of thermodynamic sea ice models against SHEBA data.

3.1. Ice Thickness Evolution

[29] The snow and ice thickness at the thermistor string location can be determined from an analysis of the internal temperature profiles following the method of Perovich and Elder [2001]. This method works well when sharp changes in gradient are present at the snow/ice surface and ice base, but can give ambiguous results (1) when large and sudden changes in surface forcing occur (and the internal temperature profile is still responding to the change) and (2) during summer when the air temperature is close to 0°C resulting in almost isothermal snow or ice. Another limitation of this approach (particularly for the snow which sees the largest changes in surface forcing) is the low vertical resolution of the thermistor strings (typically 10 cm).

[30] At Pittsburgh, the internal temperatures for the ice base from gauges 53 and 71 are well within the isothermal part of the record (i.e., the ocean mixed layer), and those for
the ice base from gauge 69 are within the ice where temperature is colder than the ocean freezing point. However, individual ice thickness profiles at Pittsburgh (and at all other sites) have very similar shape, indicating that local differences in snow and ice thickness do not markedly affect the temporal evolution of the basal ice thickness. In the following, we take advantage of this fact and apply a constant vertical offset to the mean of the observed basal thickness time series of gauges 53, 69, and 71, such that the ice temperature at the ice base matches best the ocean freezing point temperature. This eliminates the difficulty associated with the determination of the summer ice thickness when the thermal gradients in the ice are very small.

The accuracy of such a method is ±5 cm (determined from the thermistor string resolution). The thickness curve obtained following this procedure is shown in Figure 3 along with individual measurements. Key characteristics of this inferred basal ice thickness evolution are given in Table 1 (referred to as the best estimate (BE)).

### 3.2. Snow Thickness Evolution

The determination of the local snow depth at the thermistor string is more difficult, since all individual measurements show very different time evolutions. Several possibilities were considered in the following. The first option is simply to use the mean snow thickness of gauges 53, 69, and 71 (Figure 4). An alternative way is to infer the snow thickness from the measured skin temperature and the internal temperature profiles. This is possible for monotonically increasing or decreasing internal temperature profiles, when the depth is a single valued function of snow temperature (provided the prescribed skin temperature is within the range of the thermistor string temperatures). In this approach, the snow surface temperature is assumed to be equal to the skin temperature. At Pittsburgh, the skin temperature was not measured and instead the mean from four other sites was used. This is considered adequate, since the spatial variability in skin temperature is very small. The snow thickness at Pittsburgh derived from the measured skin temperatures is shown in Figure 4.

Another option is to derive the snow depth from changes in the internal temperature gradient often present at the snow-air interface (“gradient method” [Perovich and Elder, 2001]). In this method, only internal temperature profiles that have reached steady state (i.e., when the air temperature remained constant to within a couple of degrees for 2 days) are used to ensure that the gradient change is in fact at the snow-air interface (Figure 4, white line).

Finally, SIMIP2 proposes to use a constant snow density of 330 kg m\(^{-3}\) to convert observed precipitation rates into snow thickness. This simple approach ignores processes such as surface snow sublimation, blowing snow [Déry and Tremblay, 2004], compaction, and variation in fresh snow density as a function of temperature and wind [Colbeck, 1997; Déry and Yau, 2002]. This method results in a relatively thin snow cover compared to the stake measurements throughout most of the year. To account for the mismatch, SIMIP2 proposes to increase measured precipitation rates by 50% (Figure 4, dashed line). It is seen from Figure 4 that snow thicknesses reconstructed from the skin temperatures and gradient method agree well with one
another but are significantly different from the mean measured thickness and that derived from precipitation rates. [35] Alternatively, the thermistor string temperature interpolated at a given snow surface elevation can be compared with skin or near-surface temperature to assess the representativeness of a given snow depth reconstruction. Figure 5 shows the thermistor string temperature at the elevation of the mean snow surface. As seen from this figure, these temperatures are significantly higher than the skin and near-surface air temperatures for most of the winter indicating that the mean snow depth underestimates the true snow depth. The uppermost thermistor reading (45 cm) is considered a near-surface air temperature, since the maximum snow thickness of all three gauges is always lower than 45 cm. Differences between this temperature and the temperature at the mean snow surface are largest (up to 7°C) during the three cold spells in winter, clearly showing that the temperature plotted is within the snow pack. In spring and summer, the temperature measured at the uppermost sensor is higher than the skin temperature presumably due to radiative heating of the thermistors and conduction down the plastic probe (compare section 2). In the following, the snow depth reconstructed from the gradient method is considered the most reliable during the winter (identified as BE in Table 1).

[36] The thickness of the snow cover at the end of the winter season has a large influence on the onset of surface ice melt and therefore on the total amount of surface melt during the summer season. This can be seen from Figure 4 and Table 1, where the difference between surface ice ablation at gauge 69 (thickest snow cover at the end of winter) and the mean of gauges 53, 69, and 71 is 11 cm. The difference in surface ice ablation between gauge 69 and 71 (thickest and thinnest snow cover at the end of winter) amounts to 16 cm (Table 1).

[37] Since the maximum snow depth from gauge 69 is very similar to the snow depth derived from the gradient method at the end of winter (see Figure 4), the surface evolution of gauge 69 is taken as the best estimate during the summer when the gradient method is no longer applicable. Jordan et al. [2003] determined a very similar snow depth for Pittsburgh using profiles of the internal snow temperature. Some key statistics of the best estimate snow cover and ice surface (BE) are given at the end of Table 1. The error on the BE surface (Figure 4) is ±5 cm (the vertical resolution of the thermistor string). Despite this error, the snow depth derived using this method is believed to be more realistic than the average of the three gauges.

3.3. Surface Conductive Heat Flux

[38] In situ needle probe measurements of the snow thermal conductivity at SHEBA gave an average value of 0.14 W m⁻¹ K⁻¹ and a bulk density of 320 kg m⁻³ considering all SHEBA sites [Sturm et al., 2001, 2002a]. These values are not in line with most published empirical equations relating conductivity and density [Sturm et al., 1997]. (A snow thermal conductivity of 0.31 W m⁻¹ K⁻¹ corresponds to a bulk density of about 330 kg m⁻³, according to many conductivity-density relations.) Moreover, this value of 0.14 W m⁻¹ K⁻¹ is a factor of 2 lower than the value commonly used in current sea ice models (0.31 W m⁻¹ K⁻¹ (C. M. Bitz and G. A. Schmidt, personal communication, 2004)), and also proposed by SIMIP2.

[39] In the study of Sturm et al. [2002b] it is shown that the in situ value of 0.14 W m⁻¹ K⁻¹ is not consistent with observations of basal ice accretion during the winter. Instead, they infer a bulk snow thermal conductivity of 0.33 W m⁻¹ K⁻¹ derived from observed snow depth, air and snow-ice interface temperatures, basal ice growth, and the ocean heat flux. In the following, it is shown that an even larger value is necessary to satisfy the continuity of heat flux condition at the snow-ice interface at SHEBA.

[40] In contrast to pure thermal conduction in a solid body, latent heat transport associated with water vapor diffusion (driven by the temperature and therefore specific humidity gradient from the snow base to the snow surface) and advective heat transport associated with wind pumping, also take place in a snow layer. The resulting total heat transport is often referred to as the effective conductive heat flux which can be much higher than the transport of heat by thermal conduction alone. Those processes are neglected in most thermodynamic sea ice models, and consequently a larger value of snow thermal conductivity should be used in those models. From the SHEBA internal snow and ice temperature data, and assuming the ice conductivity to be known, an effective thermal conductivity of snow can be calculated.

[41] Figure 6 shows the conductive heat fluxes at the ice base, snow surface, snow base and snow surface (best estimate) using ice and snow conductivities of 2.03 W m⁻¹ K⁻¹ and 0.31 W m⁻¹ K⁻¹ respectively. During winter, the temperature gradients at the snow-ice interface are calculated using second-order one-sided differences. At the snow surface and the ice base, temperature gradients are approximated using linear differences between two temperature points (within the snow or ice), 15 cm apart in the snow, and 40 cm apart in the ice, since the snow surface and the ice base are not represented by thermistors. Linear approximations are also used to calculate the temperature gradients at the snow-ice interface when the snow thickness is smaller than 15 cm (distance between first and third thermistor used in the second-order scheme) or when the ice surface starts to
melt and the ice surface is no longer represented by a thermistor.

The basal conductive heat flux is damped and lags the snow or ice surface conductive heat flux by approximately 15 days in winter, owing to the heat storage in the ice. For the same reason, the conductive flux at the ice surface has an opposite sign than at the base during summer between Julian days 510 and 590, when heat is conducted from above and below toward the inner part of the ice layer. At the end of summer (Julian days 570–630), the basal conductive heat flux changes sign as the ice base is at the ocean freezing point temperature (below zero) and the ice surface is at 0°C, resulting in a downward heat flux.

Figure 6 shows that a large discrepancy exists between the snow and ice conductive heat fluxes at the snow-ice interface during winter, when using a snow conductivity of 0.31 Wm⁻¹ K⁻¹. Assuming continuity of heat fluxes at the snow-ice interface \((-k_s \nabla T_s = -k_i \nabla T_i,\) where \(k_s\) and \(k_i\) are the thermal conductivities of snow and ice, and \(T_s\) and \(T_i\) are the snow and ice temperatures), \(k_s\) can be calculated from the internal temperature profiles assuming a value of \(k_i\) (equal to 2.03 Wm⁻¹ K⁻¹, in accord with surface ice observations from the Beaufort Sea [Perovich et al., 1997]). To reduce the effects of penetrating shortwave radiation, only times with no or low solar radiation are considered. To calculate the snow thermal conductivity, temperature gradients on both sides of the snow-ice interface are approximated with second-order one-sided difference scheme. Both Quebec 2 and Tuk were excluded from this analysis, since the snow cover (5–10 cm) was too thin to provide reliable temperature gradient estimates.

Figure 7. Snow thermal conductivities calculated from observed internal temperature profiles at (a) Baltimore, (b) Pittsburgh, (c) Quebec 1, and (d) Seattle. Only times when the penetrating shortwave radiation is small are considered. Hourly values are shown with a solid line. The bold line is a 7 day running mean, and the horizontal line represents the mean. A value of 2.03 Wm⁻¹ K⁻¹ was used for the ice thermal conductivity.
Figure 7 shows that snow conductivities range from 0.40 to 0.50 Wm$^{-1}$K$^{-1}$ for the sites Baltimore, Pittsburgh, Quebec 1, and Seattle with a mean of 0.47 Wm$^{-1}$K$^{-1}$. The snow thermal conductivity for the Pittsburgh site is equal to 0.50 Wm$^{-1}$K$^{-1}$. This value would correspond to a mean snow density in the range of 400 to 550 kg m$^{-3}$ (using different density-conductivity relations [Sturm et al., 1997]) if other heat transport mechanisms such as latent heat transport associated with water vapor diffusion or wind pumping were ignored. Note that the value for the snow thermal conductivity calculated from the conductive heat fluxes at the snow-ice interface is sensitive to the order and the size used in the approximation of the snow or ice temperature gradients. Various combinations of linear and second-order approximations result in mean values ranging from 0.50 to 0.68 Wm$^{-1}$K$^{-1}$ for the Pittsburgh site. In general, second-order schemes lead to lower mean values than linear schemes, and the time series are less noisy.

The low-frequency variability (30 days) in the conductivity time series appears to be linked with inaccuracies in the temperature gradient estimates associated with the low vertical resolution of temperature measurements. This can be seen in Figure 7b, where peaks in the thermal conductivity (e.g., Julian days 370 and 370) correspond with peaks in air temperatures (Figure 1a). In fact, the warming of the surface combined with the low vertical resolution of internal temperature in the snow (resolution is the same as that of the ice, yet it is subjected to higher-frequency forcing, it is thinner, and has lower heat capacity) results in an underestimation of the temperature gradient at the snow base and a large inferred effective snow conductivity. The high-frequency scatter in the derived conductivities is presumably due to errors associated with taking derivatives of a discretized temperature signal.

Spatial variability in snow depth and inhomogeneities of the ice thickness result in local horizontal temperature gradients and heat transports. These will lead to some errors in the effective thermal conductivities of snow, derived from internal temperature profiles assuming strictly one-dimensional heat conduction (as was done above). At Pittsburgh, thickness gauges were at least 1 m apart from one another. The winter snow thickness measured at gauges 53, 69, and 71 shows a mean maximum daily difference between any two gauges of 14 cm, and a maximum difference of 34 cm with a standard deviation of 7 cm.

To assess the error associated with two-dimensional effects, a 2-D steady state heat conduction model was run with specified ocean and air temperature, and with a specified spatially varying snow depth at the surface. The simulated vertical temperature profiles are then used to calculate the snow thermal conductivity (assuming continuity of heat fluxes at the snow-ice interface) at each x location in the model domain. These values are then compared to the snow thermal conductivity used in the 2-D model to assess the error. Results from this model (not presented here) show that a 14 cm snow thickness change (from 20 cm to 34 cm) over a distance of 1 m results in an error of ±12% in the snow thermal conductivity (using a $k_s$ value of 0.31 Wm$^{-1}$K$^{-1}$ in the model). When using a snow thickness change equal to the mean plus one standard deviation (14 ± 7 cm), the error is 18%.

4. Surface Energy Budget

A surface energy budget at SHEBA calculated from measurements of the radiative fluxes (including the albedo), atmospheric turbulent heat fluxes (computed from standard bulk formulations), the energy of melt (inferred from internal temperature profiles) and the conductive heat flux (inferred from internal temperature profiles) is presented as a test of consistency for the corrections proposed in the previous section.

The budget can be written as (fluxes toward the surface are defined positive)

\[
(1 - \alpha)(1 - i_0)F_{swd} + F_{lwu} + F_{lw} + F_{sh} + F_{th} + F_{cs} + F_{ms} = 0,
\]

where $\alpha$ is the albedo, $i_0$ is the fraction of net shortwave radiation penetrating into the interior of the snow or ice, $F_{swd}$ is the downward shortwave radiation, $F_{lwu}$ and $F_{lw}$ are the downward and upward longwave radiation, $F_{sh}$ and $F_{th}$ are the sensible and latent heat flux, $F_{cs}$ is the effective conductive heat flux at the surface, and $F_{ms}$ is the heat absorbed associated with surface melting (referred to as the energy of melt). The salinity of the ice surface is assumed to be equal to zero (due to brine percolation). Accordingly, the specific latent heat of fusion for zero salinity is used in the computation of the energy of melt.
In the budget of surface fluxes (Figure 8), the albedo and the radiative fluxes are measured directly while the turbulent fluxes, the energy of melt, and the conductive heat flux in the snow and ice are inferred from other measured quantities. Surface ice thickness measurements which showed an increase in the summer were ignored in the surface evolution time series. This eliminated a few positive spikes in the energy of melt curve. Following the analysis presented in section 3.3, the conductive heat flux in the budget is computed using a snow thermal conductivity of 0.50 Wm$^{-1}$K$^{-1}$ determined at the Pittsburgh site, and considering the best estimates of ice base and snow surface described in sections 3.1 and 3.2. In the budget, the fraction of net shortwave radiation penetrating the surface ($F_{\text{ocn}}$) is set equal to 0.17 and 0.08 for ice and snow, respectively. The value of $i_0$ for ice is in general agreement with the value used in other modeling studies [e.g., Ebert and Curry, 1993; Flato and Brown, 1996], whereas that of snow is based on energy flux measurements of an Arctic tundra snow cover presented by Ohmura [1984] (in contrast with other studies which use a value of zero).

Figure 8a shows how the conductive heat flux in winter (October–March) is controlled by the net longwave radiation. The net longwave radiation has large variability. It is generally high for clear sky conditions, and low for cloudy sky, and constitutes a heat loss from the surface throughout the whole year. The net shortwave radiation (Figure 8a) is steadily growing in spring and early summer with a sudden increase in mid-June when the snow cover starts disappearing and the albedo drops to a lower value. When the surface temperature is at the melting point, the energy surplus is used for melting. This heat flux becomes the major counterbalance of the net solar flux during summer (April–September).

The sensible heat flux (Figure 8b) is usually small except in winter during clear sky conditions when the air temperature is relatively higher than the surface and the wind speed is higher [see Walsh and Chapman, 1998] (see Figure 1). In general, the surface is colder than the overlying air and the sensible heat is downward. During the winter, the sensible heat flux and the net longwave radiation are generally anticorrelated (Figures 8a–8b). That is, the heat loss from the surface to the atmosphere during clear sky conditions leads to a positive temperature gradient in the air.
and results in a downward sensible heat flux. The coupling between these two fluxes is discussed in more detail by Makshtas et al. [1999]. The latent heat flux (Figure 8b) is close to zero except after the onset of the melt season when it has several peaks indicating moisture transport from the surface to the atmosphere. Figure 8a shows most components of the surface energy budget together, and the residual from all fluxes.

[56] Annual means for all components of the energy budget are calculated from monthly mean components and are given in Table 2. The radiative fluxes for the month of October 1998 are linearly interpolated from the September 1998 and November 1997 means following [Persson et al., 2002]. For the remaining components of the energy budget, monthly mean values for September and October are linearly interpolated from the August 1998 and November 1997 means. (Note that the measurements of the internal snow/ice temperature at Pittsburgh, and the skin temperature are only available from 31 October 1997 to 20 September 1998.)

[57] In the surface heat budget, the sum of all atmospheric fluxes should be balanced by the surface conductive flux and/or surface melt. This is not always the case at the Pittsburgh site where conduction at the surface during winter only partly balances the net atmospheric flux. This imbalance in winter amounts to a mean energy deficit of 3.5 Wm$^{-2}$ at the surface. The discrepancy at the surface is presumably due to poorly defined thermal gradients associated with the coarse resolution of the thermistors in the snow, small errors associated with radiative heating of the thermistors during summer, and conduction of heat in the polyvinyl-chloride rod.

[58] During summer, a mean surplus of 6.4 Wm$^{-2}$ is observed which mainly results from an imbalance of the atmospheric net radiative flux and the energy of melt at the surface (e.g., in early June, Julian days 510–530). Uncertainty in the magnitude of the energy of melt associated with errors in snow/ice surface elevations may explain the imbalance present during the warm season. Snowfall during the melt period is not considered. The computed energy of melt accounts for both ice and snow melt. The annual mean of the energy of melt (7.8 Wm$^{-2}$) corresponds to the observed 60 cm of surface ice melt, and 45 cm of snow melt at a reference density of 330 kg m$^{-3}$ (equivalent to a 16 cm surface ice melt).

[59] The yearly mean error in the budget is small (1.5 Wm$^{-2}$). This is fortuitous however, as it is the result of a sizable mean energy deficit in winter and a sizable mean surplus in summer. The net imbalances in winter are mainly due to errors in the net longwave radiation and conductive heat flux, whereas the imbalances in the summer are a result of errors in the net shortwave radiation and energy of melt. There are considerable discrepancies between radiative flux measurements at the ASFG and the SPO towers [Persson et al., 2002] (hereinafter referred to as P02). For instance, the hourly measurements of incoming longwave radiation at the two tower sites show a mean and root-mean-square difference of 3 Wm$^{-2}$ and 4.6 Wm$^{-2}$ for the period of December 1997 through September 1998. Differences are even larger for incoming shortwave radiation (7.7 Wm$^{-2}$ mean and 11.1 Wm$^{-2}$ root-mean-square difference) for the period from March 1998 through September 1998. P02 estimate the accuracy of the absolute bias in the longwave components measured by the ASFG to be ±2.5 Wm$^{-2}$, and the uncertainty in downward shortwave radiation to be ±3%. Nevertheless, the budget is considered to close taking into account errors associated with the radiative flux measurements, uncertainties in snow and ice depth, and in snow thermal conductivity estimates.

[60] In this budget, the energy of melt is calculated from thickness changes and thus constitutes an independently evaluated component of the surface energy budget. This way, it is possible to evaluate the net imbalance (the residual of all fluxes) of the surface energy budget. This is in contrast with P02, where the integrated excess energy (the residual component) in the budget is set equal to the observed total surface ablation. In general, calculated values of the surface energy budget of this study agree well with a similar analysis by P02. Both budgets identify an energy deficit during winter and a surplus during summer. In this study, the fraction of net shortwave radiation which penetrates into the ice is taken into account in contrast with P02 (annual mean: 2.9 Wm$^{-2}$, see Table 2). Minor differences between the annual means of the turbulent heat fluxes are due to the different computation methods (bulk formulations here and eddy correlation in P02). The annual mean of the surface conductive flux (7.2 Wm$^{-2}$) is a factor of 1.4 larger than the corresponding value in P02, in loose agreement with the ratio of the snow thermal conductivities (0.50/0.31 = 1.6) used in the computation of these fluxes.

5. Basal Energy Budget

[61] The budget at the ice base includes the ocean heat flux ($F_{ocn}$), the conductive heat flux into the ice ($F_{cb}$), and the energy of melt ($F_{mb}$). Both $F_{cb}$ and $F_{mb}$ are derived indirectly from the internal ice temperature profiles and the basal growth and melt rates. The ocean heat flux used in the basal energy budget, on the other hand, is calculated as a residual following the approach of Perovich and Elder [2002] (also adopted in SIMIP2). Measured ocean heat fluxes derived from the covariance of temperature and vertical velocity component in the upper ocean, and ocean heat fluxes derived using a bulk formulation [McPhee et al., 2003] will also be compared to check the consistency of this method.

[62] The basal heat budget (fluxes toward the surface are defined positive) can be written as

$$F_{ocn} + F_{cb} + F_{mb} = 0. \quad (2)$$

[63] To calculate the energy of melt, the salinity and temperature dependence of the latent heat of fusion is taken into account [Bitz and Lipscomb, 1999]. A value of 29.6 psu was used for the salinity of the upper ocean at SHEBA [McPhee et al., 1998], corresponding to a freezing point temperature of $-1.6^\circ$C. This value is in the range of the temperature measurements from the lowest thermistor on the string made during the SHEBA period ($-1.4^\circ$ to $-1.8^\circ$C). The salinity at the ice base is considered equal to 4 psu in accord with salinity profiles measured at SHEBA [Perovich and Elder, 2002]. Newly formed ice usually has higher salinity but desalinizes quickly in the first few weeks.
Values) and are equal to $7.1 \text{ Wm}^{-2}$ from the August 1998 and November 1997 components (where September and October means are linearly interpolated to a 1 hour time step). Fluxes are smoothed using a 30 day running mean. [Cox and Weeks, 1988]. Here a salinity of 10 psu is assumed for newly formed ice and a salinity of 4 psu is assumed when basal melting occurs. A salinity of 4 psu (10 psu) results in a temperature- and salinity-dependent effective specific latent heat of fusion of $0.87 L_f \rho$, where $L_f$ is the specific latent heat of freshwater ice. Growth/melt rates are calculated from the ice thickness time series.

Figure 9 shows the ocean heat flux, the basal conductive heat flux and the energy of freeze/melt. Consistency, the energy of melt/freezing is evaluated at the ice base and the effective specific latent heat of fusion. The temporal resolution of the derived energy of melt is 2 days in summer and 2 weeks in winter in contrast to the hourly values of the conductive heat fluxes. For consistency, the energy of melt/freezing has been linearly interpolated to a 1 hour time step. [64] To calculate the conductive heat flux at the ice base, the salinity- and temperature-dependent thermal conductivity of ice is used [Maykut and Untersteiner, 1971]. For a salinity of 4 psu, the ice conductivity value is $1.74 \text{ Wm}^{-1}\text{K}^{-1}$. (The ice conducting heat away from the base where ice is formed is assumed to have desalinized to 4 psu.) The conductive heat flux at the ice base is determined from a first-order approximation of the internal temperature gradient between the ice base and a level 40 cm above the base (see section 3.3). The heat associated with melting or freezing is computed from the rate of change in thickness at the ice base and the effective specific latent heat of fusion. The temporal resolution of the derived energy of melt is 2 days in summer and 2 weeks in winter in contrast to the hourly values of the conductive heat fluxes. For consistency, the energy of melt/freezing has been linearly interpolated to a 1 hour time step.

Figure 9. Components of the basal energy budget at the Pittsburgh site: ocean heat flux, conductive heat flux, and energy of freeze/melt. Fluxes are smoothed using a 30 day running mean.

Despite some differences between locations, the ocean heat fluxes show very similar patterns. From October to mid-January the ocean heat flux is often very small. The low ocean heat fluxes are due to the stratification of the mixed layer associated with the previous summer melt. This period is followed by a double peak in February and March. These two peaks in ocean heat flux are due to storm activity (compare wind speed in Figure 1e), entraining pycnocline water into the mixed layer, and also due to a change in

different assumptions about the salinity- and temperature-dependent thermal conductivity of ice and the latent heat of fusion used in the heat budget. Also note that for model validation purposes, the same assumption about the salinity of newly formed ice and vertical salinity profile must be made in order to be consistent with the prescribed ocean heat flux. The basal energy budget closes exactly, as the ocean heat flux is derived as a residual of the other two components. This ocean heat flux will be compared to the measured ocean heat flux, to the ocean heat flux derived using a bulk formulation, and the ocean heat flux provided by SIMIP2 (see below).

[67] To get an estimate of the variability in ocean heat fluxes at SHEBA, it was calculated at five other mass balance sites where internal ice temperature was measured (Figure 10). The energy of melt and the conductive heat flux at the ice base are computed using the best estimates for the ice thickness at each site (see section 3.1). In the computation of the mean ocean heat flux (thick red line), some line intervals for certain mass balance sites were excluded (dotted lines in Figure 10). At Quebec 1, the ocean heat flux is ignored after Julian day 435, since there is a discontinuity in the internal temperature measurements (see Figure 2c). Tuk is excluded altogether as it is located on an old consolidated ridge where the ocean heat flux is expected to be larger and not representative for undeformed multiyear ice [Schramm et al., 2000]. The annual mean of the ocean heat flux for the 5 mass balance sites is $7.4 \text{ Wm}^{-2}$, slightly higher than the mean ocean heat flux at Pittsburgh ($7.1 \text{ Wm}^{-2}$). [68] The annual mean ocean heat flux provided in SIMIP2 (see Figure 11) is $8.1 \text{ Wm}^{-2}$ and would result in an imbalance if considered in the present basal energy budget. Differences between the SIMIP2 ocean heat flux and the value calculated here are presumably due to

Figure 10. Ocean heat flux derived from growth/melt rates at the ice base and internal temperature from six SHEBA sites. The bold red line is the mean of all sites. Dotted lines indicate portions of the series that are ignored when the mean is computed. Fluxes are smoothed using a 30 day running mean.
down, causing basal melt. Until wind increases and mixes the warm surface waters to lateral melt which further stabilizes the surface waters open water (highly stratified due to the melting). This leads McPhee about 2 \text{ Wm}^{-2} of shallower water [bathymetry, as the SHEBA camp was drifting over a region of shallower water [Perovich et al., 1999a; Perovich and Elder, 2002] (75°N, 160°W). Beginning in May, the ocean heat flux starts to increase and reaches a maximum of about 16 \text{ Wm}^{-2} in early August before it drops relatively fast to about 2 \text{ Wm}^{-2} in early October. The large peak in summer is due to solar radiation which warms up the surface waters either through leads or through the ice [Maykut and McPhee, 1995]. While the ice concentration decreases, large amounts of shortwave radiation are absorbed by areas of open water (highly stratified due to the melting). This leads to lateral melt which further stabilizes the surface waters until wind increases and mixes the warm surface waters down, causing basal melt.

In Figure 11, the mean ocean flux from five mass balance sites is compared to the ocean heat flux derived from turbulence measurements [McPhee, 2002], a bulk formulation [McPhee et al., 2003], and from SIMIP2 [Perovich and Elder, 2002]. The turbulence data (3 hour temporal resolution) are smoothed using a 7 day running mean. No attempt is made to fill the gaps when no data are available. In general, the ocean heat flux computed using the bulk formulation, and those derived using the covariance method are in agreement, i.e., both show very small ocean heat fluxes from the beginning of November to mid-January. The mean ocean heat flux from the residual method is in reasonable agreement with the covariance ocean heat flux measurements. In particular, the two peaks in early spring (Julian days 400 and 450) and the summer peak are captured by both methods. In early winter (Julian days 300–380), and then later in June and July (Julian days 520–570), the ocean heat fluxes from turbulence measurements and from the bulk formulation are significantly lower than those from the residual method. The ocean heat fluxes derived with the residual method are on average larger but also show a minimum during that time (some mass balance sites do show zero ocean heat flux during this period however). The magnitude of the ocean heat flux determined with the residual method is a function of the assumed salinity of newly formed ice, and could account for the discrepancy between ocean heat fluxes derived using other methods.

The mean ocean heat flux inferred from the ice thickness and internal ice temperature is generally similar to the one provided in SIMIP2 until the end of February. Afterward it is significantly smaller (except in August where it is larger) although it was determined using the same method. The summer peak of the SIMIP2 curve has its maximum around Julian day 560, about one month earlier than the derived mean ocean heat flux. Differences in magnitude likely result from the definition of the ice base, the method of approximating temperature gradients at the base, and the assumption for the prescribed salinity profile and the salinity of newly formed ice.

In early summer, when incident solar radiation is at maximum (Julian days 500–550), the heat flux at the turbulence mast remains small. This small ocean heat flux is a result of a significant input of solar radiation into the ocean mixed layer where it is distributed and eventually raises the mixed layer temperature above its freezing point. In ice-covered leads and below thin ice, the ocean mixed layer temperature reflects the diurnal cycle of solar radiation. The resulting warming of the upper ocean can temporarily lead to downward ocean heat fluxes of up to 70 \text{ Wm}^{-2} [McPhee and Stanton, 1996]. In the Arctic, a major fraction of the sensible heat flux from the ocean to the ice originates from shortwave radiation absorbed in the upper ocean rather than from relatively warm waters below the mixed layer [Maykut and McPhee, 1995].

The mean ocean heat flux is also influenced by the evolution of “false bottoms” between under ice melt ponds and the ocean mixed layer. The formation of false bottoms during the melt season occurs in many places in the Arctic and can have a significant thermodynamic influence on the energy budget at the sea ice base when latent heat is released to the ocean mixed layer [Notz et al., 2003]. At SHEBA, false bottoms were observed at more than 10% of the thickness gauges [Eicken et al., 2002; Perovich et al., 2003]. The thermodynamic effects of false bottom formation during the ablation period (Julian days 510–590) are not captured by the residual method used to derive the ocean heat flux but might be evident in the ocean heat flux from the covariance method. Both the false bottom evolution and the input of solar radiation to the ocean mixed layer are likely reasons for the discrepancy between the ocean heat flux derived at the mass balance site and that from the bulk formulation, and those derived using the covariance and the input of solar radiation to the ocean mixed layer from other methods.

The determination of the ocean heat flux from ice thickness and internal ice temperature measurements was also applied in previous investigations. In an earlier experiment, McPhee and Untersteiner [1982] derived the ocean heat flux from the temperature gradient and growth rate of sea ice. They found values for the ocean heat flux of less than 2 \text{ Wm}^{-2} from March to May northwest of Spitsbergen in the Arctic Ocean (drifting ice station FRAM 1, 1979). Using ice thickness and temperature data measured during fall 1998 in the Arctic Ocean, Wettlaufer et al. [1990] determined a range of 0 to 37 \text{ Wm}^{-2} for the oceanic heat flux, whereas Perovich et al. [1989] found even larger values (7–128 \text{ Wm}^{-2}) in the marginal ice zone in December. These values are about an order of magnitude
larger than ocean fluxes calculated in many ice-ocean models.

[75] According to Wettlaufer [1991], the oceanic heat flux is an important component of the sea ice energy and mass balance but is often horizontally very inhomogeneous and temporally variable. For an unmanned 15 months measuring deployment in the Beaufort Sea in 1993/94, Perovich et al. [1997] determined an annually averaged oceanic heat flux of 4 W m\(^{-2}\) with a maximum average summer peak of 9 W m\(^{-2}\) when computed as a residual of the basal energy budget. They found the ocean heat flux during winter to be very close to zero. Maykut and McPhee [1995] inferred the ocean heat flux during AIDJEX from the upper ocean heat content and the turbulent friction velocity. The annual mean of 5.1 W m\(^{-2}\) is in good agreement with the 1993/94 average of 4 W m\(^{-2}\) determined in the Beaufort Sea. All these results show, that the ocean heat flux is very variable on different horizontal and temporal scales. In the present study, the annual mean ocean heat flux at Pittsburgh is 7.1 W m\(^{-2}\) with early winter values around 3 W m\(^{-2}\). These are well within the range of previous observations.

6. Conclusions

[75] Sea ice models are usually forced with atmospheric and oceanic forcing fields and validated against ice thickness temporal evolutions. However, since large errors in the forcing data set can be present (e.g., precipitation, ocean heat fluxes), and since the correct ice thickness temporal evolution at a given point can be achieved in a number of ways (i.e., different combinations of snow depth, snow thermal conductivity, ocean heat flux can give the same ice thickness evolution), additional validation data sets are required to better constrain the problem. Data from the Surface Heat Budget of the Arctic Ocean (SHEBA) experiment constitute such a data set by providing many independent but related observations. These include precipitation, snow depth, ice thickness, internal snow/ice temperature and surface temperature from radiative measurements. However, these observations were not always made exactly at the same location (ranging from a few meters to several hundred meters). Since there is high variability in snow and ice thickness at small spatial scales, this leads to inconsistencies in the forcing and validation data sets.

[76] This paper presents a consistent forcing and validation data set for sea ice model validation purposes. The main goals of this paper are to analyze all data available for the Pittsburgh mass balance site (the official mass balance site for the Sea Ice Model Intercomparison Project, Part 2, Thermodynamics), identify inconsistencies between the various fields, and propose corrections for those same variables. A companion paper [Huwald et al., 2005] presents a validation of a sigma-coordinate thermodynamic sea ice model forced with the data set developed in this study. Huwald et al.’s [2005] results provide further evidence for the internal consistency of the proposed data set.

[77] Internal snow and ice temperature observations from the Pittsburgh mass balance site are also used to derive a snow thickness exploiting the fact that there is a change in temperature gradient at the snow-air interface. The snow depth reconstructed from this method (mean: 32 cm) is consistent with the snow depth inferred from matching the observed skin temperature with the thermistor temperatures in the snow. However, it is much larger than the snow depth computed using precipitation data (mean: 14 cm, assuming a reference snow density of 330 kg m\(^{-3}\)), or the mean of the three gauge measurements made only a few meters away from the thermistor string location (mean: 21 cm). Since measurements of snow depth at SHEBA show high variability at small spatial scales, snow depth from the nearby gauges is not necessarily representative of the snow thickness at that location. Instead, snow depth derived from internal temperature profiles are considered more reliable.

[76] Heat conduction in the snow is a combined process of pure conduction and heat transfer by non-conductive processes such as advective heat transport, and latent heat transport associated with water vapor diffusion. Considering such processes result in an “effective” heat conduction which can be noticeably larger than the pure thermal conduction alone. Measured internal snow and ice temperature profiles are used to calculate temperature gradients and conductive heat fluxes at the snow-ice interface. Assuming continuity of the conductive heat fluxes at the snow-ice interface, effective snow thermal conductivities are derived at four different SHEBA mass balance sites (Baltimore, Pittsburgh, Quebec I and Seattle).

[78] The conductivities derived using this method range from 0.40 to 0.50 W m\(^{-1}\) K\(^{-1}\), with a mean of 0.47 W m\(^{-1}\) K\(^{-1}\). At Pittsburgh, a value of 0.50 W m\(^{-1}\) K\(^{-1}\) is derived. These values are larger than the value of 0.31 W m\(^{-1}\) K\(^{-1}\) commonly used in global climate models, and the snow thermal conductivity of 0.14 W m\(^{-1}\) K\(^{-1}\) derived from in situ measurements at SHEBA. The high spatial variability of the snow and ice thickness can result in horizontal temperature gradients. This is not considered in the simple 1-D heat conduction analysis presented here assuming the continuity of heat fluxes at the snow-ice interface. However, results from a 2-D heat conduction model show that the errors due to 2-D effects in the derived snow thermal conductivities are about 10–15%.

[80] To evaluate the internal consistency of the new proposed data set, a complete surface and basal energy budget is calculated. These budgets can be considered another means of estimating residual errors in the proposed forcing and validation data set. The surface energy budget shows a mean energy deficit of 3.5 W m\(^{-2}\) during winter (October–March), and a mean surplus of 6.4 W m\(^{-2}\) during summer (April–September). The total annual imbalance amounts to 1.6 W m\(^{-2}\). The winter difference is a consequence of an imbalance of the net atmospheric flux and the conductive heat flux at the surface. Errors in the conductive heat flux are mainly associated with the low vertical resolution of thermistor temperature profiles and snow/ice thickness measurements. The summer difference results from an imbalance between the net atmospheric flux and the energy of melt which is determined from observed melt rates. Considering the corrected snow thickness definition, snow thermal conductivity and ice base evolution, the
budget is considered self-consistent assuming errors in measurements.

The ocean heat flux in the basal energy budget is calculated as a residual of the conductive heat flux into the ice and the energy of melt at the ice base. In winter, the ocean heat flux is generally low except during large wind events when ocean mixing is more vigorous. In summer, the ocean heat flux has its peak when shortwave radiation warms the surface waters through leads and through the ice. The ocean heat fluxes calculated at 6 different SHEBA mass balance sites are remarkably consistent, and agree reasonably well with ocean heat fluxes derived from turbulence measurements and from a bulk formulation. The ocean heat flux calculated with the residual method depends on the assumed salinity of newly formed ice, through the temperature and salinity dependence of the thermal conductivity and latent heat of fusion. Therefore these assumptions should be stated when providing ocean heat fluxes derived from the residual of other heat flux components for model validation purposes.
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