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Others [topological invariants| were discovered

by Poincaré. They are all tied up with his
homology theory which is perhaps the most
profound and far reaching creation in all topology.

- S. Lefschetz






Abstract

In this project, we start by giving some basic results about (co)homology of
modules and groups, most of them taken from either [Wei94|,[HS97| or [Rot79].
We then focus on the topological aspects and give a nice interpretation of the
(co)homology of a group via topology; more precisely, the (co)homology of a group
G is equal to the (co)homology of any Eilenberg-MacLane space K (G, 1). This will
bring us to the conjecture of Eilenberg-Ganea which states that the cohomological
dimension of any group G is equal to the geometric dimension of G.
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CHAPTER 1

Generalities

This chapter serves to provide all the necessary definitions and basic results in
group (co)homology.

Let R be a commutative ring.

1. Review of chain complexes and (co)homology
We recall a few facts about chain complexes.

DEFINITION. A chain complex C (over R) is a sequence of R-modules (Cy,)nez
and morphisms of R-modules (d,, : C;, = Cp—1)nez, called differentiations,
dn n
C: o= O 8 Cy 2 Oy — -

such that d,d,+1 =0 for all n € Z.
A morphism of chain complezes f : C — C’ is a collection of morphisms of
R-modules (f,, : C,, = C!)nez such that the diagram

dr,
Cp,—>Cy1

fnJ/ J/fn—l
d/

C, —=Ch
commutes for all n.
For a chain complex C, we define its n-th homology module by
H,(C):=kerd,/imd, 1.
If f:C — (' is a morphism of chain complexes, we define
H,(f): H,(C) — H,(C")
[2] = [fn(2)]
for all [2] € H,(C).
Similarly, we define cochain complexes and cohomolgy.
DEFINITION. A cochain complex D (over R) is a sequence of R-modules (D™),ez
and morphisms of R-modules (6" : D" — D"*+1), <z,
D: oo pr 1Y pr O prtl

such that 616" = 0 for all n € Z.
We define its n-th cohomology module by

H"™(D) :=ker 6" /im 6" 1.

REMARK. There are several ways to obtain a cochain complex from a chain
complex C. The most simple way is to set C" := C_,, and §" := d_,,. Since we
will work with positive chain complexes (i.e. C,, = 0 for all n < 0) it is more

7



8 1. GENERALITIES
interesting to define C™ := C}; = Hom(C,,, R) and ¢" := d};,; = Hom(dp+1,R).
Let Hom(C, R) denote this cochain complex.
DEFINITION. If C is a chain complex, we define its n-th cohomology module by
H"(C) := H"(Hom(C, R)).

DEFINITION. Let f,g: C — C’ be morphisms of chain complexes. We say that
f is homotopic to g if there exists a collection (h,, : Cy, = Cp—_1)nez of morphisms
of R-modules such that

fn —Gn = d/n.t,_1hn + hp_1dy,
for all n € Z. The collection (h,, : C,, = Cp—1)nez is called homotopy.

One can see that a homotopy defines an equivalence relation on Hom(C, C").
We omit the elementary proof that homology is homotopy invariant.

PROPOSITION 1.1. Let f,g : C — C’ be homotopic morphisms of chain com-
plexes, then H,(f) = H,(g).

The following theorem is also a classical result.

K2

THEOREM 1.2. Let 0 — €' 5 C 5 C” — 0 be an ezact sequence of chain
complexes. Then there is a long exact sequence of modules

s Ho (€)™ m,0) ™R H () 2 Hy (O —
Moreover, the connection 0, : H,(C") — H,,_1(C") is defined by
On([2]) = [in21(dn(w))],  for anyy € p,*(2).
And similarly for cochain complexes and cohomology.

THEOREM 1.3. Let 0 — C' 5 C B C" — 0 be an evact sequence of cochain
complexes. Then there is a long exact sequence of modules

o e Y gy R gremy 2 gty —s -
Moreover, the connection 9" : H*(C") — H"1(C") is defined by
0" ([2]) = [in11 (6" ()], for any y € . (2).
2. Projective and injective modules
Here we define two dual concepts: projective and injective modules.

DEFINITION. A R-module M is said to be free if there exists a set (m;);er,
called a basis of M, such that each m € M has a unique expression

m = Z Tim;
i
for some r; € R with almost all r; = 0.

PROPOSITION 1.4. Let M be a free R-module and let B = (m;);cr be a basis.

For any map f: B — N and any R-module N, there exists a unique morphism of
R-modules f : M — N such that the diagram

!

HN

B

4
{
M

commutes.



2. PROJECTIVE AND INJECTIVE MODULES 9

COROLLARY 1.5. Let B : M — N be an epimorphism of R-modules. If P is
free, then for any morphism o : P — N there exists a morphism v : P — M such
that By = « as in the following commutative diagram

«
£

M—=N—>0.
We can slightly weaken the hypothesis and generalize to projective modules.

DEFINITION. A R-module P is said to be projective if for any epimorphism of
R-modules 8 : M — N and any morphism « : P — N there exists a morphism
~v: P — M such that gy = a.

THEOREM 1.6. Let P be a R-module. Then the following statements are
equivalent:

(1) P is projective,

(2) Hom(P, —) is ezact,

(3) every exact sequence of R-modules 0 — M’ — M — P — 0 splits,

(4) P is a summand of a free module, i.e. there exists a R-module M such
that P & M 1is free,

(5) there exists (p;)ic; C P and (v; : P — R);cs such that for all x € P,
@i(x) =0 for almost alli € I, and x =), p;(x)p;

PrROOF. We know P is projective if for any exact sequence M AN S0
and any o : P — N there exists a morphism v : P — M such that gy = a.
This is exactly saying that for any o € Hom(P, N) there exists a morphism v €
Hom(P, N) such that 8y = B.(7) = a. But this is equivalent to the statement
that . : Hom(P, M) — Hom(P, N) is an epimorphism. Therefore the functor
Hom(P, —) is right exact. Since Hom(P, —) is clearly left exact, (1) is equivalent to
(2).

Suppose (1) and let 0 - M’ — M — P — 0 be an exact sequence of R-
modules. Because P is projective there is a morphism ~ that makes the following
diagram commute

T l[dp
Y2

M——P——0.

Thus v provides the desired splitting of the sequence. Hence (1) implies (3).

Suppose now (3). Consider the exact sequence 0 — ker o — F % P — 0 where
F is the free R-module generated by all the elements of P, i.e. F = @pe p Rp and
the morphism « is given by universal property of free modules. By hypothesis, this
sequence splits. Consequently there exists r : P — F' such that ar = Idp. One can
prove easily that

kera® P — F
(z,p) =z +7(p)

defines an isomorphism of R-modules. Hence (3) implies (4).
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Assume (4) and let F' be such a free R-module where P is the summand. We
then construct the diagram

M—>N—>0,

with pi = Idp. The universal property of free modules yields v : F — M for any
morphism « : P — N and any epimorphism 3 : M — N. Thus (4) implies (1).

To conclude the proof, observe that (5) is equivalent to (4). The proof may
also be found in [Rot79, Chapter 3, Theorem 3.15]. O

The dual notion of projective modules is injective modules.

DEFINITION. A R-module FE is said to be injective if for any morphism « :
M — E and any monomorphism of R-modules 5 : M — N there exists a morphism
~v: N — F such that v8 = « as in the following commutative diagram

00— M —N.

THEOREM 1.7. Let E be a R-module. Then the following statements are
equivalent:
(1) E is injective,
(2) Hom(—, E) sends monomorphisms to epimorphisms,
(3) every exact sequence of R-modules 0 - E — M — M’ — 0 splits.

PROOF. Let 0 — M 2 N be an exact sequence of R-modules. Apply Hom(—, F)

to this sequence to obtain Hom(N, E) g, Hom(M, E) — 0. Suppose that E is injec-
tive. Let o € Hom(M, E), then there exists v : N — E such that a = v8 = 5*(v)
and thus 8* is an epimorphism. Hence (1) is equivalent to (2).

Let us prove that (1) is equivalent to (3). If E is injective, we construct the
diagram

IdET K

0O—F—M

on any exact sequence 0 - E — M — M’ — 0 of R-modules. One can see that ~y
provides the desired splitting of the sequence.
Conversely, consider the diagram

—P

i I

04>M—>N

where P is the pushout of o and 3, these being the same morphsims as in the first
part of the proof. Since (5 is a monomorphlsm B’ is also a monomorphism. We

can consider the exact sequence 0 — E —> P — coker 8/ — 0. By hypothesis, there
exists s : P — E such that s’ = Idg. Defining v := sa’ gives 78 = sa/f = sf'a =
Idg a = a. Therefore FE is injective. O
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3. Resolutions and extensions

We introduce here the concept of resolutions of modules. They provide the
chain complexes that we use to define (co)homology for modules in general.

DEFINITION. Let M be a R-module. A projective (resp. free) resolution of M
(over R) is an exact sequence of R-modules

s P, P s Pl P S M 0.

where each P, is a projective (resp. free).
An injective resolution of M (over R) is an exact sequence of R-modules

0 n
0-MSE'SE . 5 Er S gt
where each E™ is an injective.
THEOREM 1.8. Every R-module M has a free resolution.

PrOOF. For any R-module M, there exists a free module Fj and an exact
sequence

0— Sy — Fo = M —0.

We apply the same argument to the R-module Sy to obtain an exact sequence
05 3 F 2 S —0.

By induction we have exact sequences
09, 2BF, %8, 10

for n > 0.
We assemble all those sequences into the diagram

d d d
3 F 2 F 1 F
So Si So
0 0 0 0
with d,, := o,—1¢5. Let us now prove the exactness of the top row. Since o, is a
monomorphism, ¢,, is an epimorphism and ker ,, = im o,, we have:

F3

kerd,, = ker(o,—1¢,) = ker ¢, = imo, = im(o,ppt1) = imd,41.
Therefore the sequence above is exact. 0
COROLLARY 1.9. Every R-module M has a projective resolution.
THEOREM 1.10. Every R-module M has an injective resolution.

PROOF. The proof is dual to the preceding theorem if we assume that every
R-module can be imbedded in an injective R-module. The reader can find the proof

of this useful fact in [Rot79, Chapter 3, Theorem 3.27]. O
DEFINITION. Let M be a R-module. If
Xi= 55X, BX, 155X 89X, M=0
is a chain complex, we define the deleted complex of X to be the chain complex
Xpyi= =X B X o oX 8 X, — 0.

We define similarly Yy for any cochain complex of the form

0 n
Vi= 05NoY Syl o yn Syntl
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THEOREM 1.11. Consider the solid commutative diagram of R-modules

d2 dl g

Py Py B M 0
3f2 gafl 3fo lf
v 02 A o1 Y «
X5 X1 Xo N 0.

If each P, is projective and if the bottom row is exact, then there exits a morphism
of chain complexes f, : Pyy — Xn. Moreover, this morphism is unique up to chain
homotopy.

We say that such a morphism f,. is a chain morphism over f.

PRrROOF. We first show the existence of such a morphism of chain complexes by
induction on n. If n = 0 we draw the diagram

Fo

lfa

Xo—2>N—>0

and since « is an epimorphism and Py, is projective, there exists a morphism of
R-modules fy : Py — X such that afy = fe.
Suppose [ : Prx — X} constructed for all k£ < n, and consider the diagram

dpt1 dy
Poyr ——P, —— P,

fni lfnl
Ont1 ?)

X'rH—l — X, — Xn-1.

Since Oy fndnt1 = fn—1dndny1 = 0 and ker 9, = im 0,11 we have im(f,d,+1) C
im(0p+1). Therefore, we may consider the diagram

P7L+1

fn T
. ifndnﬁ»l
# an 1

X71,+1 *Jr) im an—i—l —0
where f,, is given by the projectivity of P, 1.
We prove now that f, is unique up to a chain homotopy. Let f. : Pyy — X be
a second morphism of chain complexes such that the above diagram commutes. By
induction, we construct a chain homotopy from f, to f.. Let h, : P, — X411 be
the zero map for every n < 0. Suppose hy : P, — X1 constructed for all k < n,
such that

fx — fr. = Okg1hi + hi—1dy.
We have that im(f,, — f, — hn—1dy) C im 0,11 = ker 9y, since
an(fn - f7/7, - hnfldn)
= a’ﬂfn - anfyly, - anhnfldn
——
:(fnfl7f7/,,_1*hn72dn—1)dn
- anfn - fnfldn - (anfqlz - frllfldn) +hn72 dnfldn
———

=0 =0 =0

=0.
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Hence im(f,, — f/, — hndpni1) C im Oy y1. Therefore, we may consider the diagram

Pn+1

hpgr

lfn—fé—hndnﬂ

4 Oni
Xnt2 —=1mIp41 —0,

where h,, 1 is given by the projectivity of P, 1. O
4. Homology and Cohomology of R-modules

This section defines the functors Tor and Ext. For convenience, let ® denote
®Rg, the tensor product over R.

DEFINITION. Let M, N be R-modules. Let Pj; be the deleted complex of a
projective resolution of M. Form the complex Py ® N by applying the functor
(=) ® N on each degree, i.e.

Py®N: =P oN™@vp oN...3PON=O.

We define Tor,}f(M, N) as the n-th homology of the chain complex Py; ® N, i.e.
Tor®(M,N) := H,,(Py; @ N) = ker(d,, ® Idy)/ im(dp41 @ Idy).
REMARK. We sometimes write H, (M, N) for Tor®(M, N).

We have to show that Torf”(M , N) is independent of the choice of a projective
resolution for M.

THEOREM 1.12. Let M, N be R-modules. If Tor®(M,N) and TorZ(M, N)
are the homology modules associated respectively to the projective resolutions Py

and Py; of M, then there exists a natural isomorphism TorX (M, N) = Tor? (M, N).

PRrROOF. Consider the diagram

Py P Py M 0
lIdM
Py Py Py M 0.

By the theorem 1.11 there exists a morphism of chain complexes i : Pyy — Py
over Id,s. If we turn the above diagram upside down, the same theorem gives us
a morphism of chain complexes j : Py; — Py; over Idy;. By composition, we have
that ji : Pyy — Pas and ij : Py — Py are morphisms of chain complexes over
Idp;. Moreover, they are homotopic to the trivial morphisms of chain complexes.
If we now apply the functor (—) ® N, they remain homotopic, hence their homol-
ogy modules are isomorphic. Consequently, Tor?(M, N) = Tor® (M, N) and the
isomorphism is given by i, := H,(i ® N) : H,,(Pyy ® N) — H,(Py ® N).

The proof of the naturality of 7, may be found in [Rot79, Chapter 6, Theorem
6.11]. O

DEFINITION. Let M, N be R-modules. Let Pj; be the deleted complex of a
projective resolution of M. Form the complex Hom(Pys, N) by applying the functor
Hom(—, N) to each degree, i.e.

. &
Hom(Py, N): 0 — Hom(Fo, N) & .. = Hom(P,, N) % Hom(Pys1, N) — ---

We define Extz (M, N) by taking the n-th cohomology of the cochain complex
Hom(Pys, N), i.e.

Extk(M,N) := H"(Hom(Pp, N)) = kerd;, ,,/imd,.
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REMARK. We sometimes write H" (M, N) for Ext's(M, N).

THEOREM 1.13. Let M, N be R-modules. If Exti(N, M) and Extg(N, M)
are the cohomology modules associated respectively to the projective resolutions Py
and Py of M, then there exists a natural isomorphism Ext’ (N, M) = Ext, (N, M).

PROOF. The proof is similar to the proof of 1.12. O

REMARK. In fact, the cohomology of M with coefficients in N can be defined
using injective resolutions. Let En be the deleted complex of an injective resolution
of N. Form the complex Hom(M, Ex) by applying the functor Hom(M, —) to each
degree, i.e.

0 n
Hom(M, Ey): 0 — Hom(M, E) LN Hom(M, E™) LN Hom (M, E"t1) — ...

The n-th cohomology of M with coefficients in NV is the n-th cohomology module
of the cochain complex Hom(N, Ejy), i.e.

H"(M,N) = H"(Hom(M, Ey)) = ker 6"/ im 67!,
The reader may find the proof of
H"(Hom(M, Ex)) = H"(Hom(Py, N)) = Exth (M, N)
in [Rot79, Chapter 7, Theorem 7.8].

LEMMA 1.14. Let 0 — M’ 5 M % M" — 0 be an exact sequence of R-
modules. Let P’ and P" be projective resolutions of M’ and M". Then there exists
a projective resolution P of M such that the sequence of chain complezes

18 exact.

Proor. First, we consider the diagram

0 0
K K
P, Py
e ! E/l
0 M —= M —Z= 0
0 0

where K, K| are the kernels of ¢’ and ¢”. Since P} is projective, there exists
o : Py — M such that po = ¢”. If we set Py := Pj® P} and define ig : P} — P
by o’ — (2/,0) as well as pg : Po — Py by (¢/,2"”) — 2", then the sequence

0P8 P8 P50

is exact. Now define ¢ : Py — M by (2/,2") — ie’a’ + oz”. We show that ¢ is an
epimorphism. Let m € M. Since ¢” is an epimorphism, there exists 2"/ € P}/ such
that ¢”2” = pm. Therefore, p(m — ox’) = 0 and since the sequence is exact, we
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can find an element m’ € M’ such that im’ = m — oz”. By surjectivity of €’ there
exists ' € P} such that 'z’ =m/.

x' € Pj—— (2/,0) 2" € P«
3 I 3
\ 3 \

m' € M= m—ox” m € M b—pm

We then have m = m — ox” + oz’ = e(a’,2”"). This proves the surjectivity of e.
Set Ky := kere, then one easily completes the diagram

0 0 0

0 P P, Py 0
E/ > E//
0 M —= M —2s g 0
0 0 0

into a commutative diagram with exact rows and columns.
By induction, we can iterate the process to

0 0
KTI1+1 K;Yf+1
Py Pl
i dniy
0 K K, K/ 0
0 0

where K, and K,/ | are the kernels of d],,; and d]/, ;. In the end we obtain a
projective resolution since the direct sum of projective modules is projective. [

THEOREM 1.15. Let 0 — M’ 5 M & M” — 0 be an evact sequence of
R-modules and let N be a R-module. Then there exists a long exact sequence in
homology

(i it
s TorR(ar, N) TSN TorR (g, Ny TR TorR (g7, N

O Tor® (M N) —» -+
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PROOF. By the preceding lemma, we can create an exact sequence of mor-
phisms of chain complexes

0— P, — Py — Py — 0.

If we now apply the functor (—) ® N we still have an exact sequence of morphisms
of chain complexes

O‘)PM/@N‘)PM@N*}P”//@N%O

since it is a split exact sequence. Apply theorem 1.2 to obtain the desired long
exact sequence. O

THEOREM 1.16. Let 0 — M’ — M — M" — 0 be an ezxact sequence of
R-modules and let N be a R-module. Then there exists a long exact sequence in
cohomology

o S Exty (M, N) TEEN pen g Ny PRGN gm0, Ny

O Ext T (MY N) — -
Proor. Apply the functor Hom(—, N) to the (split) exact sequence of mor-
phisms of chain complexes
0— Py — Py — Pl —0
given by the lemma above. We obtain an exact sequence of cochain complexes
0 — Hom(Py;, N) — Hom(Py;, N) — Hom(Py,,, N) — 0.
Apply theorem 1.3. U

5. Homology and Cohomology of groups
We can now talk about the (co)homology of groups specifically.

DEFINITION. Let G be a group (written multiplicatively), the integral group
ring ZG is the free abelian group with basis G whose elements are

{Z mgzx | m, €7 and almost all m, =0}
zeG
and whose multiplication is induced by the multiplication of G.
For convenience, we say G-module instead of ZG-module and ®¢ denotes ®z¢,
the tensor product over ZG.

DEFINITION. Let G be a group, and N a G-module. Consider the integers Z
as a trivial G-module and define the n-th homology group and the n-th cohomology
group of G with coefficients in N to be

H,(G,N) :=Tor’%(zZ,N)  H"(G,N) := Ext}o(Z, N).
From now on, let G denote a group.

DEFINITION. A G-module M is called trivial if every element of G acts as the
identity on M. Any abelian group can be regarded as a trivial G-module for any
group G.

THEOREM 1.17. Let 0 — M’ % M % M" — 0 be an ezact sequence of
G-modules, then there exists a long exact sequence in homology

s Ho (G, M) 2 Ho (G, M) 2 1, (G M) 2 Hy (G M) — -
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Proor. Let
Py —>P, =Py — - > P2 Z

be a projective resolution of Z over ZG (Z is seen as a trivial G-module).
Consider the exact sequence of chain complexes

0—>M’®GPZ—)M@GP2—>M“®GP2—>O.

This sequence is exact because a projective module is flat. Apply theorem 1.2 to
obtain the wished long exact sequence. U

[0}

THEOREM 1.18. Let 0 — M’ % M 2 M” = 0 be an ezact sequence of
G-modules, then there exists a long exact sequence in cohomology

S HMG MY s 5Y(G, M) s MG, M) 2 B (G M) —

PROOF. The proof is similar to the one given above, except that we instead
apply the functor Hom(Pz, —) to our exact sequence and use theorem 1.3. O

The following theorem characterises (co)homology with coefficients in some
arbitrary module.

THEOREM 1.19 (Universal coefficient theorem). Let G be a group and M a
trivial G-module. Then for n > 0 there exist split exact sequences
0 — Bxty,(H,_1(G,Z), M) = H"(G, M) — Homy(H,(G,Z), M) — 0,
and

0— H,(G,Z) ®z M — H,(G, M) — Tor’(H,_(G,Z), M) — 0.

PROOF. Subsequently, we will give a topological proof of this theorem using
the Eilenberg-MacLane space. O

6. Homology groups
In this section, we give a few techniques to compute low homology groups.

DEFINITION. The augmentation map of G is the ring homomorphism ¢ : ZG —
Z given by > myx — Y. m,. The kernel of ¢ is called the augmentation ideal and
is written g.

LEMMA 1.20. Let M be a G-module, then Z @ M = M /gM.

ProOF. Consider the exact sequence 0 — g — ZG = Z — 0, and apply the
functor (—) ®¢ M. This yields the exact sequence

g®c M M 726 06 M —» Z®g M — 0.

Since ZG ®c M = M and the image of i ®¢ Idy; up to this isomorphism is gM,
that implies Z ® M = M/gM. O
LEMMA 1.21. The abelian group g is free with basis {x —1 |z € G — {1}}.

PrOOF. If (> mgx) = 0 then > m, = 0. Therefore Y m,z = > m,x —
> mgl =35 mg(x —1). So g is generated by the z — 1, € G. Suppose now that
> mg(xz — 1) = 0, hence > myax = > m,1 and since it is an equality in our free
group ZG, we have m, =0 for all x € G — {1}. O

DEFINITION. For a G-module M, we define Mg to be the maximal quotient of
M that is G-trivial, i.e that G acts on trivially. Hence Mg = M/S where S is the
submodule generated by {xm —m :x € G,m € M}.

LEMMA 1.22. For a G-module M, Mg = M/gM 27 ¢ M.
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PrOOF. For all z € Gand m € Z, ztm —m = (x — 1)m. Hence S =gM. O

THEOREM 1.23.
Ho(G, M) = Mq.
In particular, if M is G-trivial, then Ho(G, M) = M.
PRrROOF. If
PAp Sz 50

is an exact sequence, then the right exactness of (=) ®c M gives us the exact
sequence

P o M TSN pyog MY Zog M — 0.
Hence, Ho(G, M) = coker(d; @ Idps) 2 Z ®¢c M. The preceding lemma implies the
result. O

REMARK. There exists a similar formula for the 0-th cohomology group. Define
M€ := {m € M|gm = m,¥g € G} as the subset of fized points of M. One can
prove (with the bar resolution) that

H°(G, M) = M.

In particular, if M is G-trivial, then H°(G, M) = M. The proof can be found in
[Rot79, Chapter 5, theorem 5.15].

THEOREM 1.24.
H\(G,Z) = g/g¢*
where Z is G-trivial.
PRrROOF. Consider the exact sequence of G-modules
092G S7Z—0.

This gives us an exact sequence in homology
Hy(G,ZG) — H\(G,Z) % Hy(G, ) — Ho(G,ZG) > Hy(G,Z) — 0.

By the preceding theorem, Hy(G,Z) = Z (since Z is G-trivial) and Hy(G,ZG) =
7 ®¢ 7ZG = Z by the above lemma. Furthermore, an endomorphism of Z is either
0 or a monomorphism, but € is an epimorphism by exactness, hence € is not 0 and
is an isomorphism.

Since ZG is projective, Tor’%(Z,ZG) = 0 and we have Hy(G,ZG) = 0. By
exactness of the sequence, 0 : H1(G,Z) — Ho(G, g) is an isomorphism. Finally, by
the theorem above Hy(G,g) = g/gg = g/9°. O

THEOREM 1.25.
where |G, G] denotes the commutator subgroup.

PROOF. We shall map out an isomorphism from the multiplicative group G/[G, G]
to the additive group g/g?. Define

0:G — g/g*

rx—14 g%
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It is a group homomorphism, since

O(zy) = zy — 1+ g°

=(@y-1)—(z-1)@y-1)+¢
=(@y—1)—(ey—z—y+1)+g°
=(@-1)+@y-1)+g°
=0(x) + 0(y).
Since g is an abelian group, [G,G] C ker §. Therefore, the induced map
0:G/[G,G] — g/g*
[2] = 2 — 1+ g?

is well defined. .
To prove that 6 is an isomorphism, we exhibit § . Define

p:9—G/[G,G]
(x — 1) — z[G,G].
It is straightforward to show that g? C ker ¢ and the induced map
?:9/8° = G/[G,C]
(x —1) + g% — z[G,G]

——1

is 0 O

REMARK. This theorem is known in topology as the Hurewicz theorem. We
shall give later a topological proof of this theorem using Eilenberg-MacLane spaces.

7. Homology and Cohomology of cyclic groups

In this section, we give some computations for cyclic groups. The following
obvious Lemma is pretty useful.

LEMMA 1.26. Let Coo = {...,t72,¢t71 1,t,#2,...} be the infinite cyclic group
and Cy = {1,t,...,t*71} the cyclic group of order k >0, k € N. Then

ZCs = Z[t,t7Y]  ZCy = Z[t]/(t* — 1).
PRoOPOSITION 1.27.

0 n>1

ProoF. Consider the following projective ZCy.-resolution of Z

0 7 0
0 ——Z[t, t 7] _a, Zit,t 7| —=7Z—>0
where
dy: Z[t, t7 = Z[tt 7Y
th s th(t —1)
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and

e 2t = Z
katk — ka
k k

One can easily see that d; is a monomorphism, kere = imd; and € is an epimor-
phism. Recall that for any ZCs-module M, M Qzc. ZCs = M via m @ x — xm.
If we now apply (—) ®z¢ Z to the deleted complex, we obtain the commutative
diagram

s> 0 ——> Z Qg ) Z[t, 1] 4.z ®zje,e-1) L[t 7] ——0

L)

0 Z Z 0.

One can see that 9; = 0 (use the fact that Z is Z[t, ¢~ !]-trivial). Hence the homology
groups are

Z n=0,1

To compute the cohomology groups, we apply the functor Homyc_ (—,Z) to
the deleted complex above. Recall that Homzo_ (ZCo, M) = M via f — f(1) for
any ZCs-module M. We obtain

0 — Homgzc  (ZCw, Z) o Homye  (ZCoo,Z) — 0 ——> -+~
i C b
0 d Z 0

One can see that §° = 0 (once again this is due to the triviality of the action),
therefore

n | Z n=0,1
H(CW’Z)_{O n > 1. -
PRrRoPOSITION 1.28.
Z n=0
Hn(Ck,Z) = CY}C n odd
0 n even
and
Z n=0
H"(Cy,Z)=< 0 n odd

Cr n even.

ProOOF. Counsider the following ZC}-resolution of Z

7.0, d 70, 70— =7 0

= Z[t ) (tF — 1) —=Z[t])/(t* — 1) —=Z[t]/(tF - 1) —=Z —>0

dy

where € : Z[t]/(t* — 1) — Z : t* + 1 and the d,, are defined by

dn : Z[t)/(tF = 1) = Z[t]/(t* — 1)
sttt —1)
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if n is odd, and
dn : Z[t)/(tF — 1) — Z[t]/(tF — 1)
ths (14t 4t

if n is even.
One can easily see that the sequence is exact. If we apply the functor (—)®zc¢, Z,
we obtain via the isomorphism # ® 1+ t'1 = 1 the sequence

0. 0: 0. O
7 —7 — — 7 —7, 0.

Thus when n is even 0, : Z — Z : m — km is the multiplication by k& and when n
is odd 9,, = 0. Take homology to obtain the result.

To compute the cohomology groups, we apply the functor Homyc, (—, Z) to our
resolution. Via the isomorphism Homgc, (ZCy,Z) = Z, we obtain the complex

0 1 2 3
0 72570y Sy O

If n is odd then we can identify 6™ as the multiplication by k and if n is even then
0™ = 0. Take cohomology of this cochain complex to obtain the result. O

For a finite cyclic group Cf, we now want to compute the (co)homology with
coefficients in an arbitrary Cj-module.

PROPOSITION 1.29. Let M be a Ci-module and n > 2. Then
H"(Cy, M) = H"2(Cy,, M).

ProOOF. This follows from the fact that the resolution is periodic of period
2. O

Therefore it suffices to compute H*(Cy,, M) and H?(C},, M). Remark that there
is an analogous result for homology, which is also of period 2.

PROPOSITION 1.30. Let t be a generator of Cy, and consider the Cy - homo-
morphisms ¢, : M — M defined by

om = (t—1)m, and ym = (t* "1+ tF"2 4 ... 4t + 1)m Vm € M.
Then
HY(Cy, M) = kerv/im ¢ and H*(Cy, M) = ker ¢/ im 1)
as well as
H,(Cy, M) =ker¢/imv and Hy(Cy, M) = ker )/ im ¢.
Furthermore, H°(Cy, M) = ker ¢ and Hy(Cy, M) = coker ¢.

PROOF. Again, we will just prove these results for cohomology. Recall the
2-periodic ZCy-resolution of Z defined by

dn : Z[t)/(tF — 1) = Z[t]/(t* — 1)
ths th(t = 1)
if n is odd, and
dn : Z[t)/(tF = 1) = Z[t]/(tF — 1)
s (It - tP )
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if n is even. We apply the functor Homgc, (—, M) to the resolution. The result is
just a consequence of the commutativity of the following diagram

ax a3
0 — Homyc, (ZCk, M) S Homzc, (ZC, M) 2 Homyzc, (ZCy, M) — - --

T

0 M M M ER

where the isomorphism Homgc, (ZC), M) — M is just evaluation on the identity.
O

The two previous propositions completely describe (co)homology of finite cyclic
groups. We conclude this chapter with a classical example.

ExXAMPLE. We consider the action of Gal(C/R) 2 C5 on C and want to compute

H?(C3,C*). Now C* is a Z[o]/(c? — 1)-module with
o(x +iy) =z — dy.
This means that our morphisms ¢ and v are defined as follows on C*:
p(z) = (0 —1)z=22"1 =22/ N (2)
and
Y(z)=(0+ 1)z =22=4(2).
So
H?*(Cy,C*) X ker ¢/ imep X R*/ A C* =2 {£1} = Cy

as Z Gal(C/R)-modules, using the fact that the norm sends complex numbers to
positive real numbers.

8. The bar resolution

In this section, we present an explicit resolution of Z over a given group G.

We first describe the non-normalized homogeneous bar resolution. Let B,
n > 0, be the free abelian group on the set of all (n + 1)-tuples (yo,y1,--.,yn) of
elements of G. Define a left G-module structure on B,, by

y(yanlv"'7yn) = (yyOuyyla"' 7yyn)7 Yy € G

Also define the differential in the sequence

B: 5B BBy > B3 B

by the simplicial boundary formula

n

877,(y07y1a cee 7yn) = Z(_l)l(yOa cee 7gia sy yn)v
i=0
where §; means that we omit the i-th element. Finally define the augmentation
€: By — Z by
e(y) = 1.
PROPOSITION 1.31. The chain complex B is a free G-resolution of Z.

ProOF. We have that 9, and ¢ are G-module homomorphisms. Moreover, a
trivial calculation yields
Op—10, =0 for n > 2 and €07 = 0.

Clearly, B, is a free G-module, for example (1,y1,...,yn) is a basis. It remains
to show that the chain complex is acyclic. We show that it admits a contracting
homotopy A. Define

A71(1) =1, and A’r7,(y07 s 7yn) = (17y07 s 7yn)
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Again one can verify that that A is indeed a contracting homotopy, i.e that
Z:'A,l = ]., 8150 + AflE = ].,
and

8n+1An + An_lé‘n = ]., n Z 1. O

The complex B is the non-normalized bar resolution in homogeneous form.
Let now D,, C B,, be the subgroup generated by the (n + 1)-tuples (yo,y1,---,Yn)
where y; = y;41 for at least one value of ¢ in {0,...,n — 1}. Such a D, will be
called degenerate. Thus D,, is a submodule of B,, generated by the degenerated
(n + 1)-tuples with yo = 1.

LEMMA 1.32. We have that 0D,, C D, _1.

PrROOF. Take (yo,¥1,- - -,Yn) degenerate with y; = y;+1. Then 9, (yo, Y1, - - -, Yn)
is a linear combination of degenerated n-tuples together with the term

(17 (Y05 s Y15 Y5 Yjrze - Yn) + (D7 (Wos o yi—1, 9, Ygrs -5 Yn),
where y = y; = y;41. O

Therefore the submodules D,, yield a subcomplex D called the degenerate sub-

complex of B.

PROPOSITION 1.33. The quotient complex B := B/D is a G-free resolution
of 7.

PROOF. It suffices to see that A, D, C D,;1 and thus we can take the con-
tracting homotopy A induced by A. O

This complex B is the normalized resolution in homogeneous form.

We now want a resolution that is inhomogeneous. Let Bl, n > 0 be the free left
G-module on the set of all n-tuples [z1]xa]. .. |z,] of elements of G. The differential
in the sequence

B/:-~-—>B/n%B/n_1—)"'—)B/lﬁglo

is defined by
Onlz1|zal ... |xn]) = 21[22| . . . |24]

n—1
+ Z(—l)’[x1|x2| cozirigal . |x)
i=1

+(*1)n[$1‘$2| NN |£L’n,1}.
The augmentation ¢ : B’q — Z is defined by
e[]=1.

This already makes B’ into a chain complex since again it is easy to verify that
0n0n+1 = 0 for all n > 0. In particular,

Olri] =a[] - [],
Ozlx1, 2] = 21 [20] — [T120] + [22],

O03[x1, k2, x3) = @1 (w2, 23] — [T122, T3] + (21, T2w3] — [T1, 22].

PROPOSITION 1.34. There is an isomorphism of chain complezes between B
and B'.
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PROOF. Define ¢, : B, = B, by

Sn(Loyt- -y yn) = [lyy "vel - 1y 21
and ¥, : B, = B, by
Uplzr] .. zn] = (L z1, 2120, ..., 2120 . . Ty).
One checks easily that ¢,,, ¥, are mutual inverses and that ¢, ¢ defined in this way

are inverses and morphism of chain complexes, i.e. commute with differentials in
every degree. O

Furthermore, if we define D! := ¢,D,, then D! is the submodule of B,
generated by the n-tuples [x|xs|...|z,] with at least one x; equal to 1. The
modules D/, define a subcomplex D’ of B’ that we call degenerate. The quotient
complex

B =DB'/D
is a G-free resolution of Z isomorphic to B called the normalized resolution in
inhomogeneous form.



CHAPTER 2

Homological algebra and topology

In this chapter we will try to understand group (co)homology via topology.
First we will recall some general facts about (co)homology of topological spaces.
Then we introduce some very useful topological spaces (CW-complexes) and give
some tools to compute their (co)homology. Finally we define and construct some
FEilenberg-MacLane spaces K(G,n). We use them to give us the topological inter-
pretation of the (co)homology of a group.

1. Review of the (co)homology of a topological space

In this section, we recall some basic facts about (co)homology. We assume
that the reader already followed a course in algebraic topology and knows almost
everything in this section.

DEFINITION. Let n € N, define the topological n-simplex to be the topological
space

A" = {(to,...,tn) E R t; = 1,t; > 0,Vi}.

A singular n-simplex in a topological space X is a continuous map o : A™ — X.
Define S,,(X) to be the free abelian group with basis all singular n-simplices. More
formally, S, (X) := Fap(Homy,,(A™, X)).

We now define for n € N and 0 < i < n, the i-th face map to be the continuous
map

5 AT AT
(tQ, . ,tn_l) — (to, . 7t7;_1, O,ti, e 7tn_1).

We define the boundary on every element of the basis of S, (X) as

d,o = Z(—l)za o (Sl € Snfl(X) ifn>0
=0

for all a € S,,(X). Let dy := 0 be the zero morphism.
THEOREM 2.1. The graded abelian group S(X) := (Sn(X))n>0 equipped with
differentials (dy : Sp(X) = Sp—1(X))n>0;
e St (X) TS (X)) A S (X)) e S1(X) B So(X) 5 0
18 a chain complex.

PROOF. Use the fact that 676% = 6*67~1 if k < j to show that d,,d,o1 = 0. O

REMARK. We can say more about S, (X). If we define for 0 < j < n the j-th
degeneracy maps to be the continuous map

ol AT 5 AT
(to,. .. >tn+l> — (to, - atjflatj +tj+1,. .. ;tn+l)-

25
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Then define d 0 Sp(X) = S,_1(X) to be the function a +— «a o 4" and s; :
Sn+1(X) — (X) as the function a — a oo for 1 < 4,5,< n. Then S(X)
(

equipped with the Z)i and (s;); is a simplicial set.

DEFINITION. Let X be a topological space. The n-th (singular) homology group
is
H,(X)=H,(S(X)) =kerd,/imd,11.

If f: X — Y is a continuous map, then we can define a homomorphism

fa 1 Sn(X) = Sn(Y) by f4(3° ana) :=3 aaf o a, where a, € Z almost all equal
to zero.

LEMMA 2.2. If f: X — Y is a continuous map, then the diagram

Sp(X) —2 S, (X)

f#g 2

dn
Sp(Y) —=S5,-1(Y)
commutes.
PROOF. A short calculation gives us the result. O

Therefore, we can define H,(f) : H,(X) — H,(Y) by H,(f)([2]) := [f#(2)].
To see that its well defined, we need to show that

fu(kerd,) C kerd,,, and fg(imd,) Cimd,.
All of this is done carefully in [Rot88, Chapter 4, lemma 4.9].

THEOREM 2.3.
H, :Top— Ab
is a functor for all n > 0.

DEFINITION. Let A be a subspace of a topological space X. We define the
relative singular chain complex to be the quotient S(X, A) := S(X)/S(A). Define
now the n-th relative homology group as

H,(X,A):=H,(S(X,A)).
If G is an abelian group, define the n-th relative homology group with coefficients
in G to be
H,(X,A;G) = H,(S(X,4) ® G).
Similarly, define the n-th relative cohomology group with coefficients in G as the

cohomology of the dual complex associated to the relative singular chain complex,
ie.

H"(X,A;G) := H"(Hom(S(X, 4),GQ)).
REMARK. One can see that the relative (co)homology group (with coefficient

in an abelian group G) is a well defined functor from the category of topological
spaces to abelian groups.
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1.1. Important theorems from algebraic topology. We recall here the-
orems given by the algebraic topology. The interested reader will find the missing
proofs in any good algebraic topology book, such as [Hat02], [Rot88], [Bre93|,
etc.

THEOREM 2.4 (Long exact sequence for a pair in homology). If A is a sub-
space of X, there exists a long exact sequence

coe = Hy(A) = Hy(X) = Ho(X, A) S H, 1 (A) — -

In addition, if f : (X, A) = (Y, B) is a continuous map of pairs (i.e. f: X =Y is
continuous and f(A) C B), then we have a commutative diagram

Hn(A) Hy(X) — Ho (X, A) —2 > H, 1 (A) — -
J/f'A* lf* lf* im*
Hn(B) H,(Y) —> H,(Y,B) —2> H, 1(B) —> -~

PROOF. The proof is given by applying theorem 1.2 to the exact sequence
0—S(A) = S(X)— S(X)/S(A) — 0.
The naturality of 0 gives us the second part of the theorem. O
We have a similar exact sequence for cohomology.

THEOREM 2.5 (Long exact sequence for a pair in cohomology). If A is a
subspace of X and G an abelian group, then there exists a long exact sequence

S HY (X, AG) D HY(XG) D HY(A:G) D HY (X, AG)

THEOREM 2.6. Let A C A C X be topological spaces, then there exists a long
exact sequence

o Ho(A A = Hy (X, A) = Ho(X,A) S H, (A, A) = -
and for a given commutative diagram of pairs
(A A) —— (X, A) ——= (X, A)
(B,B") — (Y, B) — (Y, B),
we have the commutative diagram with exact rows

s Hy (A A) —> Hy(X, A —> Hoy (X, A) —% H, (A, A) — -

i i | l

.- —> H,(B,B') —> H,(Y,B') —> H,(Y,B) —% H, _1(B,B') —> - --

PROOF. Apply theorem 1.2 to the exact sequence
0— S(A)/S(A") — S(X)/S(A") — S(X)/S(A) — 0. O
REMARK. Apply the last theorem to the commutative diagram of pairs

(A7®) - (Xv[b) - (X7A)

L]

(A,B)—— (X, B) —— (X, A)
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to obtain the commutative diagram

H, (X, A) —2 > H,_1(A)

|

Ha_1(A, B)

where 9 is the connecting morphism given by the pair (X, A) and &’ is given by the
triple (X, A, B).

THEOREM 2.7 (Universal coefficients theorem for homology). Let X be a
topological space and G an abelian group, then there exists for all n > 0 a split
exact sequence

0= H,(X)®G S Hy(X;G) — Tor¥(H,_1(X),G) = 0,
where a([z] ® g) = [z ® ¢g].

PROOF. The reader shall find the proof in [Rot88, Chapter 9, Theorem 9.32].
U

The cohomological statement is the following.

THEOREM 2.8 (Universal coefficients theorem for cohomology). Let X be a
topological space and G an abelian group, then there exists for alln > 0 a split exact
sequence

0 — ExtL(H,_1(X),G) = H"(X;G) 5 Hom(H,(X),G) — 0,
where B([f]) : Ho(X) — G : [x] — f(x).

PROOF. The reader shall find the proof in [Bre93, Chapter 5, Theorem 7.1].
O

THEOREM 2.9 (Excision for homology). Let U C A C X subspaces such that
U C A° (where U denote the closure of U and A° is the interior of A). Then the
inclusion i : (X —U,A—U) — (X, A) induces for each n an isomorphism

iy Ho(X — U, A—U) - H,(X, A).

PROOF. The reader shall find the proof in [Hat02, Chapter 2, Theorem 2.20].
O

We have the same theorem also for cohomology groups.

THEOREM 2.10 (Excision for cohomology). Let U C A C X subspaces such
that U C A° and let G be an abelian group. Then the inclusion i : (X —U, A—U) —
(X, A) induces for each n an isomorphism

i HY (X -U,A-U;G) — H"(X, A;G).

PROOF. The reader shall find a sketch of the proof in [Hat02, Chapter 3,
Section 3.1]. 0

As for the cohomology, theorems 2.4, 2.6, 2.7 and 2.9 are true with coefficient
in any group G.
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1.2. Reduced Homology. Since the homology of a point is 0 in non-zero
degree and Z in degree zero, one could be interested to have another homology
theory with 0 everywhere. That is the idea of reduced homology.

DEFINITION. Let ~X be a topological space, we define the augmented chain

complez, denoted by S(X), the chain complex
3 (X)) B S, (X)) = S1(X) B Se(X) Bz 0

where dy is defined to be > noa — > n,. One can see easily that g(X) is a chain
complex.

The n-th reduced homology group of X is the homology of the augmented chain
complex, i.e. ~ 3

H,(X):= H,(5(X)).

REMARK. One can see easily that Hy(X) 2 Ho(X) ® Z, and H,(X) = H,(X)
for n > 0. Hence the reduced homology of a point is zero everywhere.

DEFINITION. Let X be a topological space and A C X a subspace. We say that
A is a deformation retract of X if there exists a continuous map F : X x I — X
such that F(—,0) =Idx, F(X,1) = A and F|axs(—,t) =Id4 for all t € I.

In fact, a deformation retract is a special case of homotopy.

THEOREM 2.11. Let X be a space and A a subspace such that A is a nonempty
closed subspace that is a deformation retract of some neighborhood in X, then there
exists a long exact sequence in reduced homology

s (A S Hy(X) D Hy(X/A) S By (A) — -
where i : A — X s the inclusion and j : X — X/A the quotient map.

We will not proof this theorem, in fact we will give a more general result using
relative homology.

PROPOSITION 2.12. Let (X, A) be a pair such that A is a nonempty closed
subspace which is a deformation retract of some neighborhood in X, and let q :
(X,A) = (X/A, A/A) be the quotient map. Then we have an induced isomorphism

g« Ho (X, A) —» Ho(X/A,AJA) =2 H,(X/A).
for all n.

PRrROOF. Let A C V C X such that A is a deformation retract of V. This in-
duces a homotopy equivalence (V, A) ~ (A, A). Therefore H,(V,A) = H,(A, A) =
0. The same fact appears on the quotient (V/A, A/A) ~ (A/A, A/A), hence
H,(V/A,A/A) = 0. That implies the existence of a commutative square

H, (X, A) H,(X,V)

H,(X/A,AJA) — H,(X/A,V/A)

where the horizontal arrows are the isomorphisms given by the long exact sequences
of the triple (X,V, A) and (X/A,V/A, A/A). The excision theorem gives us another

commutative square

H,(X,V) H,(X—-AV-—A)

H,(X/A,V/A) <— H,(X/A— AJA,V/A— AJA).
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One sees that the right vertical arrow is an isomorphism because X — A and V — A
are homeomorphic respectively to X/A — A/A and V/A — A/A. To finish the proof
consider the commutative diagram

1R

Hy(X,A) ——> H, (X, V) H, (X — AV — A)

H,(X/A,AJA) —— H,(X/A,V/A) ~— H,(X/A— AJA, V/A— AJA).

The preceding arguments implies that all the arrows are isomorphisms. O

2. CW-Complexes

We define in this section the notion of CW-complexes. This class of spaces
forms a very interesting category with a lot of nice properties. The reader will see
that most of topological spaces that he has in mind are naturally CW-complexes.

DEFINITION. Let X(© be a discrete set of points. Suppose X"~ has been
defined, let (fae : S"F — X)) cp be a collection of maps indexed by a set
E,,, called attaching maps. Define a space Y,

Yy =[] D!
where DI = D" for each e, and another space B,

B = HS;L_l

where S7~1 = §"~1 for each e.
The maps fg. give us a continuous map

f:B—=X0"D g foo(x), Vo e ST
Then define the space
XM .= xC Yy y = (XOV1Y)/x ~ f(z),Vz € B.

This space can also be describe as the pushout

B *f> X (n—1)

]

Y — x(

and is called the n-th skeleton. Finally, define the space X to be the union | J,, X (n)
embedded with the weak topology, i.e. U is an open subset of X if U N X is
open in X for all n > 0. Such spaces are called CW-complezes (the C stands for
"closure finite" and the W for "weak topology").

Moreover, for each e we define the characteristic map of the cell e to be the
canonical map f, : DI — X. The image of f. is denoted by X. and is called a
closed cell and the image of the open disk D7 — S"~!  denoted by U,, is called an
open cell. However, open cells are generally not open in X, they are open in X ().

We say that Y is a subcomplex of X if it is a union of some of the closed cells
which is a CW-complex with the same attachment maps. For example, the n-th
skeleton are subcomplexes.
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REMARK. One can see that U is an open subset of X if and only if f71(U) is
open for each e. And a function g : X — Y is continuous if and only if gf. : D — Y
is continuous for all e.

For reasons of convenience we identify e to the open cell U,. Consequently,
we can write that X = (J{e : e € E,,, for some n}. We can naturally define the
dimension of any cell e, such that the n-th skeleton X = (J{e : dim(e) < n}.
Sometimes, a cell of dimension n shall be denoted by e”.

PROPOSITION 2.13. Let X be a CW-complex, then

(1) for any subset A of X that has no two points in the same open cell (i.e for
all z,y € A and for alle, x ¢ e ory ¢ e), then A is closed and discrete,

(2) for any compact C C X, C is contained in a finite union of open cells,

(3) for each closed cell € of X, there exists a finite subcomplex: of X containing
it.

PROOF. The reader shall find the proof in [Bre93, Chapter 4, Proposition
8.1] O

COROLLARY 2.14. Let X be a CW-complexr and C a compact subset of X,
then there exists a finite subcomplex containing C.

To finish this section, we state a very useful theorem involving CW-complexes.
We have to say that this theorem is not trivial and requires a technical proof.

THEOREM 2.15 (Cellular approximation). Let f : X — Y be a continuous
map between CW-complexes. Then there exists a map h : X — Y such that f is
homotopic to h, and h(X™) C Y™ for some n > 0.

PROOF. The reader shall find the proof in [Hat02, Chapter 4, Theorem 4.8].
O

There is many interesting theorems about CW-complexes. For example the
Whitehead theorem says that if we have a weak equivalence between CW-complexes
then it is a homotopy equivalence.

3. Cellular Homology

Singular homology is not always easy to compute, but for CW-complexes we
can use the information of its cell structure to calculate it. In this section our goal is
to define the cellular homology. This homology theory can also be used to compute
the homology of any cellular space.

DEFINITION. Let X be a topological space. A filtration is a sequence of sub-
spaces (X™)pez such that X™ C X"*! for all n € Z. A filtration is cellular if it
satisfies in addition:

(1) Hp(X™, X" 1) =0 for all k # n,
(2) for all m > 0 and o : A™ — X, there exists an integer n such that
imo C X".
A topological space is a cellular space if it has a cellular filtration. For two

cellular spaces X and Y, a cellular map is a continuous map f : X — Y such that
f(X™) CcY™ for all n € Z.

REMARK. One can see that CW-complexes are cellular spaces. Indeed its skele-
tons form a cellular filtration.

DEFINITION. Let X be a cellular space and k > 0, we define
Wi(X) := Hy(X*, Xk
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and dy : Wi(X) — Wi_1(X) to be the composition
Hip(XF, x50 % By (XEY) 2 By (X1 X572
where i : (X% () — (X*, X*~1) is the inclusion and 9 is given by theorem 2.4.

LEMMA 2.16. For any cellular space X, W (X) = (Wi(X))r>0 is a chain
complex with differentials (dy, : Wi(X) = Wi—1(X))k>0

PrOOF. We have to show that didi11 = 0. Indeed, didj41 is the composition
Hipo (XFH XY Sy (XR) 5 Hy(XF, X1 S Hy (xR
ix Hkil(Xk—l,Xk—2)’
and by theorem 2.4, we have that this sequence is zero. 1
(W(X), (dk)k>0) is commonly called the cellular chain complex of X.

LEMMA 2.17. Let X be a cellular space and let p > q. Then
(1) Hy(XP, X%) =0 ifn<q orifn>np,

(2) Ho(X,X7) =0 if g >,

(3) Hn(X, Xq) Hy (X", X9) if g <,

(4) Ho(X, X Y= H (X, X %) for alln and k > 1.

PROOF. The reader shall find the proof in [Rot88, Chapter 8, lemma 8.35]. O

THEOREM 2.18. Let X be a cellular space and n > 0, then

PROOF. By theorem 2.6 (the long exact sequence for the triple (X1, Xm X 1))
we have the commutative diagram

Hn+1(X”+1,Xn) L Hn(Xn)

o T

H, (X", X1
where ), is induced by the inclusion (X, () A (X", X~1). Now take homology of
the sequence of pairs
(X7, 0) D (X7, x 71 L (xm, X,

This gives us the commutative diagram

Therefore we have

H, (X" X)) ——— H,(X™)

|

Hy (X7, X ) ———> Hy (X", X" 1)

which is commutative.
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Recall that the differential on the cellular chain complex appears here as d;,, 1 =
u,0. Hence, we have the commutative diagram

‘E[n+1()(n-§—17 Xn)
|
8/
H, (X", XY r H, (X", X" 1),
Argue in a similar way to obtain the commutative diagram

Hn(Xn’anl) 48N> nil(anlefl)

T b

anl(Xn_l, Xn—Z).

If we now put all together, we have a commutative diagram with exact columns
and an exact row

Hypp (X7 X7 0

a/ K J/

"

00— Hp (X", X~ 1) — H, (X", X" 1) — 25 g, (X1, X1)

Jx
i
dn

Hn(XnJrl?Xfl) H7L—1(Xn717Xn72)

0.

Indeed, the row is exact since it is a piece of the long exact sequence of the triple
(X", X"=1 X~1) and the zero on the left is H, (X" 1, X~1) which is trivial by
lemma 2.17 part (1). The exactness of the columns is obtained by the long exact
sequence of the triples (X", X X 1) and (X", X"=2 X ~1). Use again lemma
2.17 part (1) to have all the zeros.
We now have a usual diagram chase (for the first isomorphism, use lemma 2.17
part (3)):
Ho(X, X1 = Hy (X", XY
~ H, (X", X)/im o’
= im j,/ im(j.0')
=1im j,/imdy,41
=kerd"/imd, 1
=keri,0"/imd, 1
=kerd,/imdyy1 = H,(W.(X)). O

COROLLARY 2.19. If X is a cellular space with X' = (), then
Hp, (Wi (X)) = Hp(X)
for allm > 0.

If X is now a CW-complex, one would like to describe the relative homology
groups using somehow its cell structure.
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DEFINITION. Let X be a CW-complex and Y a subcomplex of X, define
Xt =x®uyy.
PROPOSITION 2.20. The sequence (X&), is a cellular filtration of X.

PrROOF. Let F and E’ be the cell decompositions of X and Y, hence E' C
E. Let Si be the set composed by choosing exactly one point of each cell of
dimension k in F — E’. To reduce notation let X* denote X%. Remark that
H,(X* — Sj, X*=1) = 0 (this is true since X*~! is a strong deformation retract of
X* — Sy, the unconvinced reader can find the proof in [Rot88, Chapter 8, lemma
8.28]). Consider now the long exact sequence of the triple (X*, X* — S, X*~1) and
look at the piece

Hp(X*— S, XF=1) = Hp (X%, XF71) = Hy (X%, XF—Sp) S Hy_ i (XF—S;, XF1).

Therefore, we have an isomorphism (given by the inclusion (X*, X*~1) « (X% X+~
Sk))
H,(X* X*1) = H,(X* X* - 8.

Moreover, one can see that X*=1 C (X* — S;)°. By the excision theorem, we
have that
H,(XFE X*F —8) = H,(XF - XF1 (XP - XF1) — 5)).

Remark that X* — X¥=1 = [[{e € E — E’' : dime = k} and the homology
group of a disjoint union is the sum of the homology groups, therefore

Hy(XF = XL (XF =X =S 2 @ Hale,e—Se).
{e:dim e=k}
Let s, € S denote the point chosen in the cell e. Thus we have homeomorphisms

e~ RF and e — s, 2 R*¥ — {0} ~ S¥~1. Consider the long exact sequence in reduced
homology of the pair (R¥,R* — {0})

wo = Hy 1 (RY) == Hyt (RY R — {0}) — Hy (R — {0}) — Hy (RF) — -

Lk

0 Hyyy1 (RF,RF — {0}) — H,(S*71) 0

Suppose n > 0, then we have

Hn(Xk7Xk71) o @Hn_l(sk‘fl)

and @, H,—1(S*"1) =0 if k # n.

If n = 0, we can show by hands that Ho(X*, X*~1) = @_ Ho(R*,R*—{0}) =0
for k # 0.

To finish the proof, we need to prove that for any o : A™ — X there exists an
n such that imo C X™. Indeed, im ¢ is compact and lies in a finite subcomplex of
X, take n big enough to obtain the result. O

DEFINITION. Let X be a CW-complex and Y a subcomplex of X, define the
relative cellular chain compler W, (X,Y) = (W,(X,Y))kez to be the cellular chain
complex associated to the filtration (X§)rez of X, i.e.

Wi(X,Y) = Hi(Xy, Xy 1),
and the differentials are defined by the composition

_ 1ol _ T _ _
Hy(XE, XE"D) 5 Hy (XETY) 25 Hy (X XE72),
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COROLLARY 2.21. Let X be a CW-complex and Y a subcomplex, then we
have an isomorphism
H,(W.(X,Y)) 2 H,(X,Y).
PRrROOF. Clear by theorem 2.18 since X;l =Y. O

COROLLARY 2.22. Let X be a CW-complex andY a subcomplez, then Wi (X,Y)
18 a free abelian group of rank equal to the number of k-cells e in E — E'.

PRrROOF. Suppose k > 0, then we have seen in the proof of proposition 2.20 that
Wi(X,Y) = Hy(X$, X3 ) = @ Hea (S = @ Zel.

For k = 0, the reader shall find the proof in [Rot88, Chapter 8, Theorem
8.39] O

We now have a nice way to compute the chain complex of any CW-complex.
We now need to understand our cellular differentials.

DEFINITION. Let f : S™ — S™ be continuous and n > 0. The degree of f, is
the integer d = deg(f) such that f.(c) = do where f. : H,(S™) — H,(S™) is the
induced homomorphism and o is any element of the cyclic group H,,(S™).

This definition has a sense since any homomorphism Z — Z is of the form
T — dx.

REMARK. If f ~ g then deg(f) = deg(g). And if f is a homotopy equivalence,
then deg(f) = £1. Indeed, suppose fg ~ Id, then deg(fg) = deg(f)deg(y) =
deg(Id) = 1.

THEOREM 2.23. Let X be a CW-complex and e, € Wy (X) for n > 1 (where
we identify generators of W, (X) with the n-cells via the isomorphism above). Then

dn(ea> = Z deg(pﬂfaeu)eﬁ
B

where eg are the cells of dimension n—1 corresponding to generators of Wy,_1(X),
foe, - S;’a’l — X"~ is the attaching map of the cell e, and pg : X"~ — Sgﬁfl is
the quotient map identifying X"~ — eg to a point.

PROOF. Let e, be a cell of dimension n in X. For reason of convenience, write
D, instead of D¢ . Moreover, let f, : Dy :— X™ be the characteristic map of
the cell eq, foo : 0D — X" 1 the attaching map, ¢ : X" ! — X""1/X""2 the
quotient map. We can see that the space X"~ 1/X"~? is homotopic to the bouquet
of spheres \/ 55717 hence we can define gg : X" 1 /X772 — 5’571 to be the quotient
map identifying to a point the subspace X"~ ! — ez.

Now construct the diagram

B+ s foax

H, (D2, 0D%) —2— H, 1(9D") Hoor(S57Y)
lfam qu*
(

por)
ax ~

H,
On ~
Hn(Xn7Xn_1) > anl Xn_l) nfl(Xn_l/X"_2)

S |

Hn—l(Xn_la Xn—Z) %; n_l(Xn—l/Xn—Z’ Xn—Q/Xn—Q).

The morphism 9 is given by the long exact sequence of the pair (DZ,9D!) and
is hence an isomorphism. The morphism 0, is given by the long exact sequence
of the pair (X", X"~1). The naturality of the connecting morphism ensure the
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commutativity of the upper left square. The commutativity of the upper right
square and the triangle is definitional. The commutativity of the last square is
given by proposition 2.12.

We now study the image by d,, of our cell e,.

d"(ea) = jn—1faa*3[DZ] = Zdageﬁ
B

where [D}] is a generator of H, (D%, 0D ) which is sent on e, via fu. and the dag
are some coefficients in Z. To characterize them, project on ﬁn,l(ngl) (via the
isomorphisms that are below in our diagram) to isolate dog. Hence, dng will be the
degree of the homomorphism ggqfon- O

ExAMPLES. We shall give two examples how one uses this formula to compute
the homology of some closed surfaces.

(1) Let M, be the closed orientable surface of genus g. One can construct it as
a CW-complex by taking X° to be a point, X! = S;l \/Sl}1 V- -\/S;q \/Sl}g
a wedge of 2g circles. One sees that m; (X1, z0) = *a;.b;Z is the free group
on generators a;, bj, and X? = X! Uy, D? where we attach the disk D?
by a continuous map fs : S* — X! which represent [a1,b1]...[ay,by] €
71 (XY, 20) (here the brackets [z,y] denote the commutator xyz~ty~1)

We are now interested to use the formula to compute ds. Since we
have only one 2-cell, dy is fully determined by the image of 2. We know
dz(e?) = 35 deg(gpqfoc2)es. Remark that ggg. fae is homotopic to the
trivial map for any 8 = a; or b;. Indeed, after passing to the quotient,
our attaching map becomes a representative of the word a;a; Yin Za; or
bib; Yin Zb; which is trivial. Therefore, the degree of such map is 0 and
dsy reveals to be the zero map. Moreover, d; is the zero map because the
rank of the 0-th homology group is the number of path components.

We obtain the homology of this complex by taking the homology of
the chain complex

2g
022 PzrPz -0,
=1

i.e.
Z n=20
2
27 n=1
) = ¢ PHE T
0 n > 2.

(2) Let N, be the closed nonorientable surface of genus g. As in the preceding
example, it is a CW-complex by attaching this time a cell of dimension 2,
denoted €2, on the wedge of circles S;l \VERRRV; S;g by a representative fy
of the word a? ... ag. As above, we use the cellular boundary formula to
compute da(e?). One see that gsqfs is homotopic to the map z — 22 for
each . Taking the homology gives us a map of degree 2. Thus we have
do(e?) = 2el + -+ 26(119. We now want to take homology of the chain
complex

g9
O%Z&@ZEQZ%O.
=1
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We may modify our natural basis of @?_,Z to the one of the form

{611117 O eq, + e}lg} to obtain the homology

Y Yag—1’ Ta1
Z n=20
Hy(Ng)=q (D Z)@Z; n=1
0 n > 1.

We also can talk about cellular cohomology. We give here some results without
proof.

DEFINITION. Let X be a cellular topological space and G an abelian group.
The cellular cochain complex (with coefficient in G) is the cochain complex
WHX;G) = H* (X%, XF 5 @),
with differentials 6% defined as the composition
HE (X%, XF1@q) 5 BY (XK q) & B (X XK Q).
where j, is induced by the inclusion of pairs j : (X*, 0) — (X*, X*~1) and 0 is
the connecting morphism of the long exact of a pair for cohomology (see theorem

2.5).

One can see that for a cellular space X, (W*(X; G), (0™),) is a cochain complex.
To argue that, one can use similar arguments that are in the proof of lemma 2.16.

THEOREM 2.24. Let X be a CW-complex, and G an abelian group. Then
H"(X;G) = H"(W*(X;QG)),
and the cellular cochain complex is isomorphic to the dual of the cellular chain
complex, more precisely

W*(X;G) = Hom(W,(X),G).

PrOOF. The reader shall find the proof in [Hat02, Chapter 3, Theorem 3.5].
O

4. K(G,n)

In this section we construct the Filenberg-MacLane space. They will play an
important role in the last section since they give a topological interpretation of the
(co)homology of groups.

DEFINITION. Let (X, xzo) be a path connected topological space. We say that
(X, x0) is of type (G,n) if 7, (X, z9) = G and 7 (X, z9) = 0 for all k #n, k > 0.
Moreover, if X has the homotopy type of a CW-complex, then we say that it is an
Eilenberg-MacLane space K(G,n).

THEOREM 2.25. let G be a group and n > 1. If n > 2 suppose G is commu-
tative. Then there exists an Eilenberg-MacLane space K(G,n).

PROOF. We prove first the case where n = 1. Let
1R—-F—->G—1

be a presentation of G where F is a free group and R a normal subgroup of F'. We
shall build a CW-complex with this data.

Take X! to be a wedge sum of circles \/,, S} where « are the generators of F'
as a free group. Hence 71(X1') = F via the Seifert van-Kampen theorem. Let 3 be
generators of R as a normal subgroup of F'. Each 3 corresponds to a unique element
in 71 (X!, 1) which can be represented by a map B: 5" — X! This defines for all
£ an attachment map

B:0D% — X',
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Put them together and obtain a map
f:]]oD; — x*.
B
The 2-skeleton is defined naturally by
x*:=Xx"up ([ DY)
B
Via the Seifert van-Kampen theorem one can see that 71 (X2, z¢) & F/R = G.

Suppose by induction on m > 2 that we constructed the m-skeleton X, such

that
m G r=1
(X ’560):{0 1<r<m.

Choose generators v € 7,,(X™, zq), and look at some representatives
(8™, s0) = (XM, x0).

As before, this defines an attachment map for each . Put them together to obtain

f:JJopy+t — xm

¥

and define

+1 . +1

xXm = X Uf (H Dz{n )
¥

Draw the long exact sequence in homotopy of the based pair (X™! X™ z0)

87‘!L+1

.. —>7Tm+1(Xm+1,Xm,.T0) j
Om

C» Wm(vaxO) — 7T"rn()(WL—’_l7xO) E— 7Tm(Xm+17Xma$O) ?

L Wmfl(XmﬁvO) — ﬂ-m—l(XerlaxO) - 7Tm—1(Xm+17Xm7x0)-

Remark that 7, (X™1 X™ x) = 0 for all » < m. Indeed, let [a] € (XL, X™ z0)
ie. a: (87,08") — (X™*+L X™) by the cellular approximation theorem our
map « is homotopic to a cellular map. Hence a(S") C X" C X™, ie. [a] = 0.
Therefore, we have an induced isomorphism 7, (X™,z9) & 7,.(X™"! xq) for all
r=1,...,m—1. We want to show that Wm(Xm+1, xo) = 0 i.e. Oppq1 IS an epimor-
phism. We show that every generator in 7, (X", x) is the image of an element
in 7,01 (X™H X™ 20). By construction the homotopy classes of our attaching
maps [J] generate 7, (X™, x¢). By the very definition of the boundary map 0,1,
we see that the class of the characteristic map of 4 is sent on the homotopy class
of the attachment map 4. Hence 0,,+1 is an epimorphism.

Therefore, we constructed a topological space X™+! whose homotopy groups
until the degree m are

G r=1
m—+1 _
(X ’”30)_{ 0 l<r<m+L
Define X :=J,, X™, it is a CW-complex and of type (G, 1).
Suppose now n > 1 and G' commutative. As before, take a free abelian resolu-
tion of G
0->N—-L—->G—=0

and define X™ to be a wedge of n-dimensional spheres \/ S? where « are the gen-
erators of L. The n-th homotopy group of X™ is L. Hence for the generators (3
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of N there exist continuous functions 8 : ™ — X" whose homotopy classes in
mn(X™, o) corresponds to 8. This defines for each 8 an attachment map

B:oDFt = X",

As before, use this data to construct X™*! by glueing || s Dg“ on X™. It remains
to show that m, (X", 20) 2 L/N = G. First we show H,(X"*') = L/N. For
this consider the Mayer-Vitoris sequence associated to the push-out

L

VD5 —— xntL,
The exact sequence is

n n+1 n nt+1y 9 n
H,(\/ S§) = Ho(\/ D"™) @ H\(X™) = Ho (X)) 5 Hy1(\/ S5).-
>N =0 =L —0
This implies H,(X"*!) = L/N and by the Hurewicz theorem (see below) we have
(X" 20) 2 L/N. By construction, we have also that 7 (X", 2) = 0 for all
k < n (this is given once more by the cellular approximation theorem). The higher
homotopy groups are killed by induction as before. O

THEOREM 2.26 (Hurewicz). Let X be a path connected topological space, then
there exists a homomorphism of groups

hn : 7Tn(X, 1‘0) — Hn(X, Z‘o)

defined as h,([S™ = X]) := a.(1), where o : Hy(S™) — H,(X) is the induced
homomorphism and 1 is the generator of H,(S™) identified with the infinite cyclic
group.

If in addition 7p(X,x0) =0 for allk =1,...n—1 and n > 1, then h, is an
isomorphism of groups. If n =1, then h,, induces an isomorphism

(X, m0)/[m1(X, 20), 71 (X, 20)] = Hy(X).

We have to say here that this theorem is totally non-trivial and a lot of work
must be done to show it. See for example [Hat02, Chapter 4, Theorem 4.32] and
[Spa66, Chapter 7, Sections 4 & 5].

We will see in the future that we can construct K(G,n) by a more conceptual
way using a group actions. For that we need to recall some facts about covering
spaces.

DEFINITION. Let X be a topological space which is path connected and locally
path connected. A simply-connected covering space of X is a called a universal
cover of X.

THEOREM 2.27. Let X be a path connected and locally path connected topo-
logical space. Then X admits a universal cover if and only if X is locally rela-
tively simply connected (i.e. each point x € X has a neighborhood U such that

(U, u) 5 71 (X, u) is trivial for all u € U).

PROOF. The reader shall find the proof in [Bre93, Chapter 3, Theorem 8.4].
O

COROLLARY 2.28. Any CW-complex admits a universal cover.
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DEFINITION. Let p : (X,Z0) — (X,z0) and p’ : (X',i}) — (X,z0) be two
covering space. We say that p is equivalent to p’ if there exists a homeomorphism
f: (X, &) — (X', &}) such that p = p’ o f.

THEOREM 2.29 (Classification of covering spaces). Let X be a path connected,
locally path connected and locally relatively simply connected. Then we have a one-
to-one correspondence between equivalence classes of path-connected covering spaces
p: (f(,i"o) — (X, x0) and the set of subgroups of m1 (X, o). The correspondence is
given by associating the subgroup p.(m1(X,Zo)) to any covering space p : (X, o) —
(X, IL’()) .

PROOF. The reader shall find the proof in [Hat02, Chapter 1, Theorem 1.38].

O

REMARK. In view of the classification theorem, one sees that a universal cover
of a space X (path connected, locally path connected and locally relatively simply
connected) is unique up to homeomorphism. Indeed, it corresponds to the trivial
subgroup of 7 (X, zp). Therefore, it has sense to say "the" universal cover of X.

We recall now some facts about group actions.

DEFINITION. Let G be a group acting on a topological space X, i.e. there exists
a group homomorphism G — Homeo(f(, X) We say then that Xisa G-space. We
define the orbit space to be the space )N(/G = X/ ~ where gx ~ x for all g € G
and 2 € X. The action of G on X is said to be a covering space action if for all
z € X there exists an open neighborhood U such that if gU NU # 0, then g = e.

There is a natural way to obtain such action for connected, locally path con-
nected spaces.

DEFINITION. Let p : X — X be a covering space. The group
G(X):={g: X — X |g is a homeomorphism, and pg = p}
is called the group of deck transformations of p : X — X. Moreover, we say that

the covering space p : X — X is regular if G(X') acts transitively on the fiber
p~(z) for all z € X.

By the unique lifting property, one can see that the group of deck transfor-
mations acts freely on X, since only the identity deck transformation can fix a
point.

PROPOSITION 2.30. Let p : (X,a?o) — (X, zg) be a covering space of path
connected spaces, with X locally path connected. Then:

(1) The covering space is regular if and only if p.(71(X, %)) C 71 (X, x0) is
a normal subgroup.
(2) If p is regular, then G(X) = 71 (X, x0)/p«(m1 (X, Z0)).

PROOF. The reader shall find the proof in [Hat02, Chapter 1, Proposition
1.39]. O

REMARK. With the same notation as in the proposition, if p : (X, Zo) — (X, z)
is the universal cover and is in addition regular, then 71 (X, zo) & G(X).

The explicit isomorphism in (2) is given by the following. Take [A] € 71 (X, z¢)
and let A be the unique lift of X\ with A(0) = Zo. Then we know that A(1) € p~* (o).
Since the action of the group of deck transformations is free, there exists a unique
gx € G(X) such that gy (&o) = A(1). Define

@1 (X,20) = G(X)
[A] = ga.
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This function is a group homomorphism, surjective, with kernel equal to p, (7 ()N( ,%0)).
We then have an induced isomorphism of groups 1 (X, zq)/ps(m1 (X, %0)) = G(X).

We state now a very useful theorem about G-spaces, it is somehow the gener-
alization of proposition 2.30.
THEOREM 2.31. Let (f(, Zo) be a G-space with a covering space action. Then:

(1) The quotient map p : X - X/G is a regular covering space.
(2) If X is path connected, then G is isomorphic to the group of deck trans-

formations of p.
(3) If X is path connected and locally path connected, then

G =71 (X /G, &) /p.(mi (X, &o)).
PRrROOF. The reader shall find the proof in [Hat02, Chapter 1, Proposition
1.40] O

In order to begin the "conceptual" construction of K(G, 1), we need an addi-
tional definition.

DEFINITION. Let X be a CW-complex and let G act on X. We say that the
action is cellular if for each cell e, the image by g, ge is again a cell of X. This
action is free if our action freely permutes the (open) cells of X. Such a space X is
sometimes called a G-complex.

Let G be a group endowed with the discrete topology. We define E,,(G) and

B, (G) to be the sets
E,G=G""" B,G=G".

Moreover, define for 4,5 =0,...,n
d; : EnG — EnflG

(92,1 9n+1) =0

> ;
(91 gur+1) { (9155 9iGit1s- 1 gny1) T=1,....n

sj BnG = Ep G
(g1, gnt1) = (G151 Gim1,€,Gis -+ s Gnt1)
and similarly
d; : B,G — Bp,_1G

(92,---,9n) 1=0
(g1s---59n) — (9153 GiGit1,--1gn) t=1,...,n—1
(915 9n-1) i=

Sj - BnG — Bn+1G
(917~-~7gn) — (917‘"7gi71767gi7"’7gn)-
We now define p,, : E,,G — B, G to be the projection on the first components.

THEOREM 2.32. Let G be a group with its discrete topology, E,G, B,G and
Pn as above for n > 0. Then:
(1) E.G = (EnG)n>0 and B.G = (B,G)n>0 are simplicial spaces.
(2) E.G is a G-simplicial space whose action by G is free, and B,.G = E,.G/G
as stmplicial space.
(3) E.G is contractible as a simplicial set.
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(4)
(5)
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The realization of E.G, denoted by EG, is a CW-complex and inherits a
free cellular G-action.
The realization of B.G, denoted by BG, is a K(G,1).

PRrROOF. (1) Onme checks easily the simplicial identities for B.G and E.G

(2)

did; = dj_1d; ifi<yj
8i8j = Sj+15; ifi<j
dis; = s;_1d; ifi<j
djs; =1d = dj;15;
disj; = s;di—1 ifi>j5+1.
We define on E,,G a right G-action as follow

E.G x G — EG : ((gla cee agn+1)ag) — (gla s 7gn+1g)'

Clearly, this action respects the faces and the degeneracies maps. This
action is without doubt a free action and it is easy to see that B,G =
E.G/G as simplicial spaces.

To show that F.G is contractible (as simplicial set), we have to define
a morphism h, : E,G x A[l] — E,G of simplicial sets such that the
following diagram commutes for all n > 0

i \
J h

EnG x A[1]] —= E,G.

EL} /Ec/

P (91«3 Gns1), (0...01.. 1)) := (e, ..., €, Gkt1y -+ Gnt1)-
——

Define

——

k times k times

Clearly, the diagram above is commutative and h, commutes with the
faces and degeneracies maps.
We first show that

EG = (][ ExG x A%)/ ~
k

(where the equivalences relations are (d;x,t) ~ (x,6%) and (sjz,t) ~
(z,07t)) is a CW-complex. Let EG(® be G x A° seen as a set of points
to which we glued for all of them a 0-cell. Suppose constructed EG*—1
for k > 1. Consider (GFT1\ U; ims;) x A¥, ie. to each non degenerate
point of E,G = G*t! we associated a k-cell. Since G is discrete, it also

can be seen as
k
| I A7

x€GF+\Uim s;

We define the attachment maps as
f:o((GF I\ Uj im s;) x AF) — pG*—D
(z,0't) — (dix, t).
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In fact, every element of the boundary is of this form so. Consequently,
the attachment map above is well defined. Hence, define

EG® .= EG*=Y Uy ((GF1\ Uj im s;) x AF).
Moreover one sees that
EG® = EG*=Y U, ((GFH1\ U; ims;) x AF)
=( [ BE.GxA™)/~

0<n<k

because when we associate a cell to a degenerate element x € G™ we have
that this cell collapses into an existing cell of lower dimension via the
equivalence relations (s;z,t) ~ (x,07t).

Therefore, EG = U, EG®) and so is a CW-complex. Look now at the
action of G

FG x G — EG
([x,t],9) = [zg,t].

Our action is well defined since G respects the faces and degeneracies. It is
easy to see that the action is cellular. We now show that the action freely
permutes (open) cells. Let [z,t] be in EG, since EG is a CW-complex
there exists an n such that [x,] € EG™, so we can suppose that z is
not degenerated. Since we are looking at how the action acts on open
cells, we may suppose t ¢ 9A™. Consequently, if [z,t] = [zg,t], then
g = e because we cannot reduce [z, t] via our equivalence relation and the
relation [z, t] = [zg,t] becomes (z,t) = (zg,t).

(5) Remark that the realization of p. : E+.G — B.G is exactly the quotient
map p : EG — EG/G and since the action on EG is cellular, we have
that it is a covering space action. By theorem 2.31, p : EG — BG
is a normal covering space and 7 (BG) = G since any CW-complex is
locally path connected. Draw the long exact sequence of a fibration, to
see that m,(BG) = 0 for n > 1. Indeed, EG is contractible since E.G
is contractible as a simplicial set, so 7, (EG) = 0. Since the fiber of our
covering space is G, we then have

(%) Tq+1(BG, x9) = my (G €)
for all ¢ > 1. Since G is discrete we have m,(G,e) = 0 for all ¢ > 1.
Therefore BG is a K(G,1). O

REMARK. Let G, H be two topological groups, then we have an obvious iso-
morphism
(Gx H)"=G" x H".
This induces isomorphisms of simplicial spaces
(%) E.(Gx H)®FE.Gx E.H B.(G x H) = B,G x B.H.

We also know that the geometric realization commutes with products. So if we
suppose now that G is a commutative topological group which has the homotopy
type of a CW-complex, then we can define a structure of commutative topological
group on EG and BG which has a homotopy type of a CW-complex. It is not so
easy to see that EG and BG are CW-complex because we cannot give a trivial
cellular decomposition as in the point (4) above. Moreover, the multiplication on
BG is defined by the following

BG x BG = B(G x G) — BG.
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We remark that associativity of this multiplication is deduced by the fact that the
isomorphisms in (**) commutes with projections.

To obtain a K(G,n) in a similar conceptual way (for a commutative discrete
group G), we have to iterate our previous construction. Set B°G = G and B"G :=
BB" 1@, therefore by (x)

G qg=n
0 qg#n.

This construction is inspired by the one given in [May99, Chapter 16, Section
5] and [Dwy09].

7 (B"G,20) 2 741 (B" G, x0) = ... Tg—(n—1)(BG, x0) = {

We gave until now two different constructions of an Eilenberg-MacLane space
K(G,n) and it is legitimate to ask ourself if there is a link between them. That is
exactly the goal of the following theorem.

THEOREM 2.33. Letn € N, n > 0 and G be a group, commutative if n > 1.
Then all Eilenberg-MacLane spaces K(G,n) are homotopic.

PRrROOF. First suppose n > 2 and G commutative. Let [X, K (G, n)] denote the
set of homotopy classes of maps from X to K(G,n). Recall that we have a natural
isomorphism of groups given by the Hurewicz theorem

G = 1, (K(G,n),z0) 2= H,(K(G,n)).

Let i, denote its inverse map. Remark that we have an isomorphism of abelian
groups between H"(K (G, n); G) and Homg(H, (K (G,n)), G) given by the universal
coefficient theorem. Indeed, the direct summand Exty(H, _;(K(G,n)),G) = 0 be-
cause K (G,n) is (n—1)-connected (the Hurewicz theorem implies H,,_1 (K (G,n)) =
0). Therefore i, : H,(K(G,n)) — G can be seen in H"(K(G,n);G), let i, denote
the corresponding element. We can now define a map

(X, K(G,n)] — H"(X;G)
X 5 K(G,n)] — f*(in)

where f* : H*(K(G,n); G) — H™(X;@G) is the induced map in cohomology with
coefficient in G by f. If g ~ f then the induced homomorphisms are equal. There-
fore, the map above is well defined.

Suppose now n = 1 and G not necessarily commutative. Define the map

[X, K(G,1)] — Homg,,(m1 (X, z0), G)
X 5 K(G,1)] — f.

where f. : m(X,20) = m(K(G,1),x0) is the induced map. This map is clearly
well defined.

We assume those two maps are bijection of sets. I have to say here that this
statement is not a trivial result and is proved in [MT68, Chapter 1, Theorem 1]
using obstruction theory. One can find another proof of the claim in the case where
X is a CW-complex (which is sufficient in our case) in [Bre93, Chapter 7, Section
12].

Suppose first n > 1, if we replace X by a K(G’,n) Eilenberg-MacLane space,
via the universal coefficient theorem we have an isomorphism H"(K(G',n); G) =
Homg(H, (K (G',n)),G) (the direct summand Exty,(H, 1 (K(G’,n)),G) = 0 by the
same reason as before). Moreover, the Hurewicz theorem states H, (K (G',n)) = G'.
We then have a one-to-one correspondence

[K(G',n), K(G,n)] < Homz(G', G)
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where G,G’ are seen as Z-modules. If G’ = G let K'(G,n) denote K(G',n).
Then we can find continuous maps f : K'(G,n) — K(G,n) and g : K(G,n) —
K'(G,n) whose homotopy classes corresponds to Idg € Homy(G,G). Therefore
fog=~Idggn and go f >~ Idk/ (g n) since Idg corresponds also to Idg () and
ldgr (@ n)- Indeed, lets draw the sequence of bijections

*

[K(G,n),K(G,n)] — H™"(K(G,n);G) N Hom(H, (K (G,n)),G) % Homyz(G, G)

Idje(G,n) —— 1 (g ) (in) = in ' inl R (in) = in 0 hn = Idg

Where g is the isomorphism given by the universal coefficient theorem and A} is
the pullback of the Hurewicz map. If n = 1, one can argue in a similar way to
obtain the result. O

We have seen that EG has an action of G which is free and cellular. One may
ask if the Eilenberg-MacLane K (G, 1) constructed in theorem 2.25 has also a cover
with an action of G which is free and cellular. To understand totally what happens,
we need a characterization of universal covers of CW-complexes.

THEOREM 2.34. Let X be a connected CW-complex and p : X3 Xa covering
space. Then X can be equipped with a structure of CW-complex such that p is a
cellular map and the dimension of X is equal to the dimension of X.

PrOOF. Let be x € X. Consider the fiber p~1(z) = {%; : i € I, p(%;) = z} for
some index set I. Now, take e € E a cell and let . = f.(0) € e, where f. : D™ — X
is the characteristic map of e. Consider the diagram

(Xw%z)

fu 7

(D",0) —“> (X, ).
where f, is given by the lifting criterion. Indeed,

fer(mi(D",0)) =0 :p*(ﬂl(Xaji))'

Then let €; denote fei. The {eader shall find in [Rot88, Qhapter 10, Theorem
10.43| the detailed proof that X is a CW-complex with cells &' = {é; : e € E,i € I}
and characteristic maps (fei)ecE,icI- O

Let now X be an Eilenberg-MacLane space K (G, 1) and consider X its universal
cover. Since X is CW-complex, X is also a CW-complex. One can remark that the
fiber of any point 2 € X is in bijection with G, i.e. p~!(x) <+ G. Then the index set
I in the proof above is exactly G. By proposition 2.30, we have that 71 (X, zo) & G
is isomorphic to the group of deck transformations of X, G (X' ). And it is a matter
of fact that this group acts freely and cellularly on X.

5. Homology and cohomology of groups via topology

In this section we give the main result linking (co)homology of groups and the
Eilenberg-MacLane spaces K (G, 1).

THEOREM 2.35. Let G be a group, M a trivial G-module, and K(G,1) an
Eilenberg-MacLane space for G, then

H, (G, M) = Tor’%(z, M)
H™(G,M) = Ext}(Z, M)

1%

H,(K(G,1); M),
H™(K(G,1); M).

1%
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PROOF. Take BG as model for our Eilenberg-MacLane space. Then one can see
that, W, (EG), the augmented cellular chain complex of EG is a free ZG-resolution
of Z. Indeed, EG is a contractible CW-complex equipped with a free cellular G-
action, therefore W, (EG) is a free ZG-module. Take now the deleted complex, i.e.
W.(EG) and apply the functor (—) ®g M. Since ZG ®¢ M = M, one sees that

W.(EG) ®¢ M = @Zae @GMN@Me W.(BG) ®z M.

Hence
H, (G, M) = Tor’¢(z, M)
~ H,(W.(EG) ®c M)
>~ H,(W.(BG) ®z M)

For cohomology, apply the functor Homyg(—, M). Since Homya(ZG, M) = M, we
have

Homzq(W.(EG), M) = Homza(EP ZGel}, M) = Homg (W, (BG), M).

Hence
= H"(Hong(W*(EG), M))
>~ H"(Homz(W.(BG), M))
~ H"(BG; M).
To finish the proof, use theorem 2.33. O

REMARK. We can now use this theorem to transpose results from algebraic
topology to (co)homology of groups. Indeed, a topological proof of the theorem
1.25 in chapter 1 is given by the Hurewicz theorem in algebraic topology and the
theorem 2.35 above.

As a second example, we will prove the Universal Coefficient Theorem for ho-
mology of groups.

THEOREM 2.36 (Universal Coeflicient Theorem). Let G be a group and M a
trivial G-module. Then for n > 0 there exist split exact sequences

0 — Bxty(H,_1(G,Z), M) — H"(G, M) — Homz(H,(G,Z), M) — 0,
and
0— H,(G,Z) ®z M — H,(G, M) — TorY(H,_1(G,Z), M) — 0.

PRrROOF. Let X be a K(G,1) Eilenberg-MacLane space. By the Universal Co-
efficient Theorem for Homology and Cohomology, we have the exact sequences

0 — BExty(H,_1(X), M) = H"(X; M) — Homg(H,(X), M) — 0,
and
0— H,(X)®z M — H,(X; M) = Tor’(H,_1(X), M) = 0.

for all n > 0 (we look here M as an abelian group)
By theorem 2.35 we have H,,(G, M) = H,(X; M) and H"(G,M) = H"(X; M).
Replace them in the exact sequences above to obtain the result. O
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EXAMPLE. Let Zy be the cyclic group of order 2, we will compute its homology
using theorem 2.35. First consider the space S := Un>0 S™ with its Zs-action

ZQ X 8§ — §°
(k,z) — (=1)kz.

One can see that this action is a nice covering space action and since S is con-
tractible, we have that S°°/Zs is a K(Zs, 1) space. The space S°°/Zs is commonly
called the real infinite projective space and is denoted RP>°. By theorem 2.35 we
have that H,,(Zs, M) = H,,(RP>; M) for any trivial Zs-module M.

We know that RP> has a CW-structure with one n-cell for each n > 0. We
obtain it as a quotient from S, seen as a CW-complex with two n-cells (upper
and lower hemispheres) for each n > 0, where we glue the points of the upper
hemisphere to those of the lower hemisphere via the antipodal map = — —zx.

Let e’ and e” denote the upper and lower hemispheres of S™ C S°°. We then
have the relations

St =ell Uel, S”’lzeiﬁeﬁ.

Define 71 : 8™ — S™/e%t = ¢ /S™! the quotient map which identifies the
lower or upper hemisphere to a point, and write a, for the antipodal map from
S™ — S™. Moreover, we have a homeomorphisms h : D"/S"~1 — S" and p. :
el /S"=1 — D" /S"~! where p1 are induced by the projections of €t on D" (seen
to as the equatorial plan). We then have a commutative diagram

Sn T 67_:_/5'”71 b Dn/snfl L>S"

a’n’ L la‘n
s

S ——> eE/Snfl P Dn/snfl _h Sn.

By theorem 2.23, we have that for n > 1

dusr([e5]) = deg(h o py omy)[eh] + deg(hop_ o m_ o a,)[e”]

=1 =deg(an)=(-1)"+!
= [e3]+ (-1 en).
We used the fact that the degree of the antipodal map S™ — S™ is (—1)" 1. Indeed,
it is composed of n + 1 reflections each of degree —1.
By construction of RP*°, we have that e = e’} = e”. This implies for n > 1
1 ([e"F1]) = (1 + (=1)" ") [e"].

Hence, d, = 0 if n is even and d,, = 2 (the multiplication by 2) if n is odd.
Therefore, the cellular chain complex of RP* is

e Z S 7[R B Z[e ) D - 5z D Z[e] D Z]e%) — 0.
Take homology to have
Z n=0

Hn(ZQ, Z) = ZQ n odd
0 n even.

We have seen that the cohomology of a CW-complex can be computed by taking
the cohomology of the dual of the cellular chain complex. Hence we have

Z n=0
H"(Z2,Z) =< 0 nodd

Zo n even.
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In fact, we can compute the (co)homology of any cyclic group via infinite lens
spaces; those spaces are K(Z,,1) (cf. [Hat02, Chapter 2, Example 2.43]).

6. Cohomological dimension

In the preceding section we have seen that Eilenberg-MacLane spaces might be
useful to compute (co)homology of groups. In particular, when the group is "very
big" it gives us sometimes (when it has no torsion) "relatively small" projective
resolutions. In this section, our goal would be to clarify this notion of groups
which has "relatively small" projective resolutions and what happens with their
Eilenberg-MacLane spaces.

At the very end of this section, we will proof the theorem of Eilenberg-Ganea-
Wall and state the Eilenberg-Ganea conjecture. We will also mention some recent
work around this conjecture.

DEFINITION. Let R be a commutative ring and M any R-module. We say that
projdimp M < n if M admits a projective resolution

0—=P,=P,1—=-=FP—-M=0
of length n.
LEMMA 2.37. Let R be a commutative ring and M any R-module. Then the
following conditions are equivalent:
(1) projdimp M < n,
(2) Exth(M,—) =0 for alli > n,
(3) Ext”“(M,—),
(4) let0 > K — P,y — - Py = M — 0 be an exact sequence of R-modules
such that each P; is projective, then K is also a projective module.
PROOF. It is very easy to see that (4) implies (1) implies (2) implies (3). We
show that (3) implies (4). Let
0-K—=>PFP_1—=> =P —+R=0

be an exact sequence as in the hypothesis. Complete this sequence to an R-
projective resolution

nt

n+1

WAV

with p, ¢ the cokernel of d,, 5 and d,, 1 respectively.

Apply now the functor Hom(—, N) to our resolution and remark that ker d;;, , , =
imdy, .1 by hypothesis. Therefore, if we have ¢ : P, 11 — N such that pod, 2 =0
(i.e. ¢ € kerd}, ,) then there exists ¢ : P, — N such that ¢ =9 od,41. Apply
the argument for N = L and ¢ = ¢, we then have that the exact sequence

0L P, 5K 0

splits. Let s : P, — L denote the induced morphism, we have to show that
soi=1dy. Indeed,

s0i0q=s0dy41 =q=1dgog,
since ¢ is an epimorphism, s o7 = Idy. Therefore P, 2 L @ K and that shows us
K is projective because P, is projective. U

Consider now a group I' and set R = ZI', M = Z seen as a trivial ZI'-module.
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DEFINITION. The cohomological dimension of T' is the integer
cdT := min{n : projdim,Z < n}.
If projdimyp Z > n for all n, then we say that cdI" = oo.
By the lemma above, we have also
c¢dT = inf{n : Z admits a projective resolution of length n}
=inf{n: H(T,~) =0, for all i > n}
=sup{n : H"(I', M) # 0 for some I'-module M}.
PROPOSITION 2.38. IfcdI' < 0o, then
cdT' =sup{n : H*(T', F') # 0 for some free I'-module F'}.
PRrROOF. Let n = cdI'. The very definition of the cohomological dimension says
that H™(I', M) # 0 for some I'-module M. Therefore, we can find a free module F'

which maps onto M. Consider then the long exact sequence in cohomology of the
exact sequence

0—>kerf—>Fi>M—>O
to show that H™(T', F') # 0. O

PROPOSITION 2.39. c¢dI" = 0 if and only if T' is the trivial group.

PROOF. Suppose first that I' = {1}. Then ZI' & Z. Therefore, we have a
projective ZI'-resolution of Z

= 0= Z S Z—0.

We then have H(T', —) = 0, and that implies cdT" = 0.
Conversely, suppose cdI' = 0 and consider the exact sequence

0-Z57Z—0.

By the very definition of the cohomological dimension we have that Z is a projective
I'-module. Consider now the augmentation morphism

€
71 — 7
and extend it onto an exact sequence
0-K—=ZI' »Z —0

where K is the kernel of €. Since Z is projective, the sequence splits. Therefore,
there exists a retract s : Z — ZI' such that e o s = Idz. Let > 4 ... mzx = s(1),
since it is a morphism of I'-modules,

Zngx = mexx =s(gl) =s(1) = mex.

since ZI" is a free module, we have that m -1, = m, for all g € I". Hence m, =m
for all x € I'. Therefore,

1=c¢(s(1)) =e(m Z x) =mn
finite

and since n € N, that implies m =n =1, so s(1) = « for some = € I'. Since it is a
morphism of I'-modules, we have gz = x for all g € I". That shows I is trivial. [

As we have seen in the last section, any Eilenberg-MacLane space K (T, 1), gives
us a projective ZI-resolution of Z (induced by the free action on the cells). So we
can consider a similar notion of dimension.
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DEFINITION. The geometric dimension, denoted geomdimT', is defined to be
the minimal dimension of an Eilenberg-MacLane space K(T",1) (for its structure of
CW-complex).

It is totally clear that for any group I', we have

cdl' < geomdimT'.
We are now interested to know when the equality holds, i.e. ¢cdI' = geomdimI'.
COROLLARY 2.40. IfcdT' =0, then geomdim I = 0.

PROOF. It is clear by the previous proposition and if we take K(I',1) to be a
point. [l

THEOREM 2.41 (Stallings - Swan). cdI' = 1 if and only if " is free and
non-trivial.

PROOF. Suppose I is free and non-trivial, then there exists a set of generators
S C T'. Then consider the free ZI'-resolution of Z

0 ZI[S] B2l S5 Z -0

where ¢ is the augmentation map, ZI'[S] is the free ZI'-module generated by S and
di(s) :== s —1 for all s € S. Clearly H?(I',—) = 0. That implies cdI" < 1, but
c¢d T # 0 since I' is non-trivial. Hence cdI" = 1.

The converse is proved for finitely generated groups by Stalling in [Sta68] and
by Swan in [Swa69| for the general case. O

COROLLARY 2.42. [fcdI' =1, then geomdim I = 1.

PROOF. By the previous theorem, we know that I is free and non-trivial. Con-
struct the wedge of circles composed with one circle for each generator of I'. That
gives us an Eilenberg-MacLane K (T",1) of dimension 1. O

We give now some group theoretic results about the cohomological dimension.
We will come back later to our problem.

PROPOSITION 2.43. IfT" C T, then cdT" < ¢cdT'. Moreover, if cdT' < oo and
II': I'| < o0, then cdI” = cdT.

PrOOF. The first inequality is clear since a ZI'-projective resolution can be
seen as a ZI”-projective resolution. For the second part, the reader shall find the
proof in [Bro82, Chapter 8, Proposition 2.4 (a)]. O

COROLLARY 2.44. IfcdT < oo, then I is torsion free.

PROOF. Suppose I' contains a nontrivial finite cyclic subgroup I'/, then cd IV =
oo (cf. proposition 1.28) and by the preceding proposition that implies cdI’ =
0. (]

REMARK. This corollary justifies the change of notion in this section for our
group. We had in mind that the group I" must be infinite (if 1 < c¢dT' < 00) and is
torsion free.

PROPOSITION 2.45. For any group I, there exists a free ZI'-resolution of Z
of length equal to cdT.

To proof this proposition we need before a lemma.

LEMMA 2.46 (Eilenberg trick). Let P be a projective module over a ring R,
then there exists a free module F' such that P ® F = F'.
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PROOF. Since P is projective there exists a R-module @) such that P & @Q is
free. Define the module

F=Preq.
neN
F is free and if we add a copy of P it does not change anything because we can
write F as (6D, P) ® (D,, Q), hence F & P = F. O

PROOF OF THE PROPOSITION. Take a partial free ZI'-resolution of Z

Foy ™3 Fplg s By Z— 0.
Let P =kerd,_1. Since cdI" = n, P is projective and by the Eilenberg trick there
exists F' such that P ® F = F. Replace F,,_1 by F,_1 ® F and set d,,_1|r =0 we
then have a free ZI'-resolution. If we complete it with the kernel of our new d,,_1.
This kernel is free since P @ F is free. O

We might now be interested in another type of finiteness, where each P; in
our projective resolution are finitely generated. That leads us to the following
considerations.

PROPOSITION 2.47. Let R be a ring and M a R-module. Then the following
conditions are equivalent:

(1) there exists an exact sequence R™ — R™ — M — 0 for some m,n € N,

(2) there exists an exact sequence Py — Py — M — 0 where Py, Py are finitely
generated projective R-modules,

(3) M is finitely generated and given any exact sequence 0 — K — P —
M — 0 with P finitely generated and projective, implies that K is also
finitely generated.

If the conditions holds, we then say that M is finitely presented and an exact
sequence as in (1) is said a finite presentation of M with n generators and m
relations.

To show the proposition, we need a lemma.
LEMMA 2.48 (Schanuel). Let
0= KS5P5 M0

and

./

0K 5P %M 0
be two exact sequences with P and P’ projective R-modules. Then POK' =2 P'® K.
PROOF. Let @ be the pullback of the diagram
P/
I
P—">M.

We then have an induced map j' : K/ — @ given by the commutative solid diagram
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Same for j : K — @Q. Therefore, we have a commutative diagram

0 0
K/ KI
J’ i’
0 K—1%Q P’ 0
.
0 K—sp—1spn 0
0 0

with exact rows and columns, and since P and P’ are projective modules, the
sequences in our diagram containing @ splits. Hence PG K' 2 Q= P' ¢ K. O

PROOF OF THE PROPOSITION. We have clearly that (3) implies (1) implies (2).

We show that (2) implies (3). Suppose (2), then looking at the sequence P —
Py — M — 0 gives us clearly that M is finitely generated. Now, consider the exact
sequences

0K - P —-M-=0
and

0—+-K—-P—-M-—=0
where K’ is the kernel of Py — M, and apply Schanuel’s lemma to obtain P @ K’ =
Py @ K. Since the lefthand side is finitely generated, it implies that Py & K is also
finitely generated, and so is K. O

The Schanuel’s lemma can be generalize to the following lemma.
LEMMA 2.49. Let
0P, = =P 5M—=0
and
0P - - P 5M—=0
be two exact sequences such that P; and PJ{ are projective R-modules for all i,j =
1,....,n—1. Then
P,®P, | ®P, o® 2P . ®P,_1®P, ,P---
We can the deduce as before the following proposition.

PROPOSITION 2.50. Let M be an R-module and n > 0 an integer. Then the
following conditions are equivalent:

(1) there exists a partial resolution F,, — F,_q1 — -+ — Fy — M — 0 with
each F; free and finitely generated,
(2) there exists a partial resolution P, — Pp_q1 — -+ — Py = M — 0 with
each P; projective and finitely generated,
(3) M is finitely generated and given any exact sequence 0 — K — P —
- = Py - M — 0 with k < n and each P; finitely generated and
projective, implies that K is also finitely generated.

If the condition holds, then we say that M is of type F'P,. An eract sequence as
in (2) is said a to be of finite type.
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PROOF. The reader shall find the proof in [Bro82, Chapter 8, Proposition
4.3]. O

REMARK. With this definition, a module is finitely presented if and only if it
is of type F'P;. The condition F Py says just that the module is finitely generated.

PROPOSITION 2.51. Let M be an R-module. Then the following conditions
are equivalent:

(1) M admits a free resolution of finite type,
(2) M admits a projective resolution of finite type,
(3) M is of type FP, for alln > 0.

If the condition holds, we say that M is of type F Py.

PROOF. It is clear that (1) implies (2) implies (3). Suppose we have (3) and
suppose in addition that we constructed a partial free resolution of finite type

™. 5 F = Fy— M—0.

Extend the exact sequence with the kernel of d,,, i.e.
0—>K—>Fnﬁﬁ~-—>F1—>F0—>M—>O.

Since M is of type F'P,, 11, K is finitely generated, that means that K is of type F'P.

Therefore, there exists a free finitely generated module F, 1 such that Fj, 1 LN
K — 0. Then one can build the exact sequence (of finite type)

Frta F, e Fy M 0.
K
By induction, we obtain a free resolution of M of finite type. O

DEFINITION. Let I be a group. We say now that I is of type F'P,, (resp of type
FP,) if Z is of type F'P, (resp. F'P) as a I'module.

We say that T is of type FP (resp. of type FL) if Z admits a projective (resp.
free) ZT-resolution of finite type and of finite length.

PROPOSITION 2.52. T is of type F'P if and only if cdT' < oo and T is of type
FP,.

PROOF. First suppose I'is of type F' P, then it admits a projective ZI'-resolution
of finite type and of finite length. Hence cdI" < oo and clearly T is of type F Py.
Conversely, let n = cdI'. Take a partial projective resolution of Z over ZI'
Po1—>P, o—--—F—>7Z—0,
and extend it with the kernel into an exact sequence of the form

0O-K—-PFP,_1— - —=>FP—7Z—0.

By the very definition of the cohomological dimension, we have that K is projective
and since T is of type F P, K is projective. That implies I is of type F P. O

We see here that a group which is of type F'P is not necessarily of type F'L. To
understand better what is a group of type F L, we need to introduce before some
tools.

DEFINITION. Let P be a finitely generated projective R-module. We say that
P is stably free if there exists a free R-module F' of finite rank such that P & F is
free.
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Suppose I' to be of type F'P and let n = cdI'. Take a partial resolution of Z,
F,_ 1 — -+ — Fy — Z — 0 where each F; is free and finitely generated. Extend it
to the resolution

0P 5F, ,— —F—=7Z—0.

Since the cohomological dimension is n we have that P is projective and since I is
of type F'Py,, P is in addition finitely generated.

PRroPoOSITION 2.53. With the above notation, I' is of type F L if and only if
P is stably free.

PrROOF. If P is stably free, there exists a free module F' of finite rank such that
P @ F is free. Since P is finitely generated, P @ F' is also finitely generated. Set
the differential d, =i ®0: P® F — F,_1 to obtain a free resolution of finite type
and finite length.

Conversely, let

0—>F —F, _,—-—F —7Z—0

be a free ZI-resolution of finite type (given by the fact that T" is of type F'L and
c¢dT' =n). Then

POF, \®F, 20  2XF &F, 10F, ,®- -

by the generalization of the Schanuel’s lemma. O

PROPOSITION 2.54. For a group I', if there exists an Filenberg-MacLane
space K (T',1) which is a finite complex, then T is of type FL.

PROOF. The proof is obvious. O

We now return to our first problem; when does the cohomological dimension
and the geometric dimension coincide?

THEOREM 2.55 (Eilenberg-Ganea-Wall). Let T' be an arbitrary group, and
n = max{cdI',3}. Then there exists an Eilenberg-MacLane space K(T',1) of di-
mension n. Moreover, if T is finitely presented and of type FL then K(I',1) can be
taken finite.

To obtain such Eilenberg-MacLane space K (T, 1) we will need a slightly differ-
ent construction of the one given in theorem 2.25. We will have to use the universal
cover. That is not surprising since we will need to deal at the end with some finite
cellular T'-complex (which will give us our desired free resolution of Z). We do this
construction in the following lemma.

LEMMA 2.56. (Alternative construction) Let T' be a group, then there exists
an Eilenberg-MacLane space K (T',1).

PrOOF. We construct it inductively. As in theorem 2.25 we construct a 2-
skeleton, associated to our favorite presentation of I', to obtain a path connected
space X2 with my (X2, x) = . Note that its universal cover, denoted by X2 has a
trivial first homology group by Hurewicz theorem.

Suppose now that we constructed a space X*~! with

m(X* L z) =T, and m(X* 1 z)=0

for all 1 < i < k — 1 and its universal cover, denoted by X*~1, has Hi(f(k_l) =0
for 0 < i < k — 1. By the Hurewicz theorem, we have

kal(Xk_l,i) = Hk,l(f(k_l).
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Let (z4)a be generators of Hk,l(f(k'_l) seen as a I'-module, then there exist con-
tinuous maps

Gou : SE71 = X1

which corresponds via the Hurewicz morphism to the generators z,. Define the
attaching maps as the composition

oDk
The k-skeleton is then the space

X* = Xx*"1up\/ DE.

Let the universal cover of X* be denoted by X*. We must show that H;(X*) =0
for all 1 < i < k. Remark first that X*~1 ¢ X*. Indeed, if we look carefully at
the proof of theorem 2.34, one can see that XF is obtained by attaching k-cells to
Xk=1 by the attaching maps 9oa,y 1= 7Y © goa Where 7y is a deck transformation of

Xk=1 and ‘hence corresponds to an element in I'. Draw the long exact sequence of
the pair (X%, X*~1)

Ok

oo Hk(Xk,Xk_l) j

Ok—1

C—) Hy_y (XP71) — Hp 1 (X*) —= Hy_y (X, XF1) ?
Q)Hk_ﬂ)zkl) . Hk_Q(Xk)

Since H;(X*, X*=1) = 0 for 0 < i < k, we then have H;(X*) 2 H;(X*~1) =0 for
all0 <i<k—1

We must now verify that Hj,_;(X*) = 0. We will show that 9}, in the following
exact sequence is surjective

Ok

>I_Ik()2'k7j(k—1)j
L)Hkl()zkl) Hkal(Xk)

Remark that Hj,(X*, X*~1) = W, (X*) is the cellular chain group which is a free
I'-module with basis one element for each k-cell in X* (it is in fact a free abelian

0.

group with basis one element for each k-cell in X* but we prefer to look at it as a
I-module with a different basis). Let (v4)s be such a basis of Hy(X*, X*=1). To
be precise, we define v, to be the image by the induced map of the characteristic
map g,. Explicitly, we have for all a

Jor : Hi(DF, ODF) — H(X*, Xk 1)

[D’Oi] — Vg
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where [DE] is a generator of Hy(DE,0DE) = Z. We then have the commutative
diagram

Hy(DE,0DF) %Hk—l(aDi)

ga*l lgaa*

~ ~ Oy ~
Hk(Xk,Xkrfl) 4k>Hk_1(Xk71).

We then have z, = 0xv,, for any generators z, of Hk_l(f(k_l). Indeed, we defined
above z, to be exactly the image by g« of the generator of Hy,_1(0DF). Hence 0y,
is surjective and a posteriori Hj,_1(X*) = 0. (Remark that we have already scen
the diagram above in the proof of theorem 2.23.)

Remark that this implies by the Hurewicz theorem that 7;(X*, %) = 0 for all
0 < i < k. By the long exact sequence of a fibration, we deduce that m;(X*,z) =0
for all 1 < i < k, and we then finished the inductive step. Now define X = U, X",
it is an Eilenberg-MacLane space K (T, 1). O

REMARK. One can see that by construction H;(X*) =0 for all 0 < i < k and
it is easy to see that we always have H;(X*) = 0 for all i > k (use the long exact
sequence for the pair drawn above). So the only nontrivial homology group would
be in degree k. Now suppose Hy_1(X*~1) is a free ZI'-module with basis (z, ), then
Oy, would be an isomorphism and that would imply Hy (X' k) =o0.

So if this happens, we will have a contractible covering space of X*, conse-
quently X* is a K(T,1).

PROOF OF THE THEOREM. We consider first the case where n = co. Then use
the preceding lemma to obtain an infinite K (I', 1)-complex.

Let us now consider the case where 3 < n < co. We use the construction in the
preceding lemma to obtain X! (this makes sense by hypothesis on n). Consider
its (reduced) cellular chain complex

W1 (X" Y 5 W o(X" Y = o 5 W (X - Z — 0.
It is a partial free I'-resolution of Z of length n — 1. Since cdI" < n, we have that
H, (X" Y =ker{W, 1 (X" = W, (X" 1)}
is a projective I'-module. Use the Eilenberg trick to obtain a free I'-module F' such

that H,_1(X" 1)@ F = F. Choose a basis (f,)wcq of F and replace X"~ ! by

—n—1

X=Xty osoh.
we

~n—1 S
Let X be the universal cover of X" '. One can see that via the proof of theorem

2.34 we can describe the universal cover of Yn_l as the universal cover of X" ! to
which we added # - #I' (n — 1)-spheres, i.e.

1 ~
=Xt (\/ sioh.
weN
yel

X

Therefore, its cellular chain complex will be the same in degrees smaller than n —1
and in degree n — 1 it will be W,_;(X"!) to which we added F. Moreover
dp—1|r = 0 since the degree of the attachment maps followed by the collapse is
0 for all (n — 1)-sphere that we attached. Remark that the homotopy groups
of X" " and X" ! are the same in degrees smaller than n — 1, in particular
T (Yn_l,xo) = (X" 1 20) since we added spheres of dimension 2 or greater
(we use again strongly our hypothesis that n > 3).
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n—1
We now have that H,_1(X ) is free (as a I'-module) with a certain basis (z,).
As in the preceding lemma, we attach to it « cells of dimension n to obtain a complex

~n —n—1 n—1 —n
X =X "uyU,Di. Since H,_1(X )is free, X isa K(I',1), and so we can
stop our inductive construction and enjoy this CW-complex of geom dim = n.

‘We now prove the case where I' is finitely presented and of type F'L. We have to
show that we can finish with a finite CW-complex X" Since I'is finitely presented,
we can construct a finite X2 with the same technique as in the lemma above. For
the inductive step, suppose that we constructed a finite X*~1. We now have to
build a finite X*. By the very definition of F P, Hk,l()?k’l) is a finitely generated
projective I'-module since it is the kernel of the partial free I'-resolution

Wit (XY s W o(XF YD = s (X)) 5 Z— 0.

If k = n, then H,_,(X"!) is in addition stably free (using the fact that the
group is of type F'L, cf. proposition 2.53). Hence there exists a finitely generated
free T-module F such that H,,_{(X"™1) @ F is free and finitely generated. Define
as above X" " and X" to obtain the desired finite complex. O

COROLLARY 2.57 (Eilenberg-Ganea). If ¢dT' > 3, then ¢dT' = geomdimT.

We now know that cdI' = geom dim I" almost every time except when cd ' = 2.
It might happen that cdI" = 2 and geom dimI" = 3 but we don’t have at this day
any proof of it nor any counter-example.

CONJECTURE 2.58 (Eilenberg-Ganea). Let T' be a group, then

cdIl' = geomdimT'.

Some recent work made by M.Bestvina and N.Brady in [BB97] have shown
that this conjecture is related to the following conjecture.

CONJECTURE 2.59 (Whitehead). Any connected subcomplex of an aspherical
2-complex is aspherical.

Recall that an aspherical 2-complex X is a CW-complex of dimension 2 which
has m,(X,2z0) = 0 for all k£ > 1. It is equivalent to say that X is a K(T',1) of
dimension 2 for some group I'.

They constructed a group Hj, (using right angled Artin group associated to a
finite flag complex L) which is a potential counter-example of the Eilenberg-Ganea
conjecture, if not there exists a counter-example of the Whitehead conjecture.
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