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Abstract

Wireless mesh networks were designed as a mean to rapidly deliver Gaige-s
communication capabilities without the support of any prior infrastructunsorg
the different properties of mesh networks, the self-organizing featyaticularly
interesting for developing countries or for emergency situations. Hawtwese
benefits also bring new challenges. For example, the scheduling decesols n
to be performed in a distributed manner at each node of the network. dakiar
goal, most of the current mesh deployments are based on the IEEE 8@@ddop,
even if it was not designed for multi-hop communications.

The main goals of this thesis are (i) to understand and model the behavior
of IEEE 802.11-based mesh networks and more specifically the roocts st
lead to congestion and network instability; (ii) to develop an experimentalsinfra
tructure in order to validate with measurements both the problems and the solu-
tions discussed in this thesis; (iii) to build efficient hop-by-hop scheduthgmes
that provide congestion control and inter-flow fairness in a practicglama that
are backward-compatible with the current protocol; and (iv) to explaimtre
monotonic relation between the end-to-end throughput and the sourcnrchte
introduce a model to derive the rationale behind this artifact.

First, we propose a Markovian model and we introduce the noticteafling
effectto explain the root causes behind théop stability boundary, where linear
networks up ta3 hops are stable, and larger topologies are intrinsically unstable.
We validate our analytical results both through simulations and through neeasur
ments on a small testbed deployment.

Second, to support the experimental research presented in this thedssign
and deploy a large-scale mesh network testbed on the EPFL campus. Viéeiplan
architecture to be as flexible as possible in order to support a wide rérnglecn
research areas such as IEEE 802.11 indoor localization and opptictumiging.

Third, we introduceEZ-flow a novel hop-by-hop congestion-control mecha-
nism that operates at the Medium Access Control layer. EZ-flow is fultklard-
compatible with the existing IEEE 802.11 deployments and it works without any
form of message passing. To perform its task EZ-flow takes advant#ueloroad-
cast nature of the wireless medium in order to passively derive the qieziat
the next-hop node. This information is then used by each node to adaptacc
ingly its channel access probability, through the contention window paraimfete
IEEE 802.11. After detailing the different components of EZ-flow, weyaaits



performance analytically, through simulations and real measurements.

Fourth, we show that hop-by-hop congestion-control can be effigiper-
formed at the network layer in order to not abuse the contention mecharism o
IEEE 802.11. Additionally, we introduce a complete framework that jointly aesie
congestion-control and fairness without requiring a prior knowledgjgsmnetwork
capacity region. To achieve the fairness part, we propose&xpkre & Enhance
algorithm that finds a fair and achievable rate allocation vector that maximizes a
desired function of utility. We show experimentally that this algorithm reaches
its objective by alternating between exploration phases (to discover tlaeitap
region) and enhancement phases (to improve the utility through a gradeamita

Finally, we note that, as opposed to wired networks, the multi-hop wireless
capacity is usually unknown and time-varying. Therefore, we study heveial-
to-end throughput evolves as a function of the source rate whentogeheoth
belowandabovethe network capacity. We note that this evolution follows a non-
monotonic curve and we explain, through an analytical model and simulatiens,
rationale behind the different transition points of this curve. Following oal-a
ysis, we show that no end-to-end congestion control can be throtigpgmal if
it operates directly over IEEE 802.11. Hence, this supports the methgdofog
performing congestion control in a hop-by-hop manner. After validatkpes-
mentally the non-monotonicity, we compare through simulations different state-
of-the-art scheduling schemes and we highlight the important tradeoféxiis
in congestion-control schemes betwedficiency(i.e., throughput-optimality) and
robustnesgi.e., no throughput collapse when the sources attempt to operate at a
rate above the network capacity).

Keywords

Wireless mesh networks, multi-hop networks, IEEE 802.11, schedulingumed
access control, congestion control, network stability, modeling, implementation,
experimental measurements, testbed deployment.



Resune

Les ieseaux maifls sans fil onéte concus afin de permettre lemloiement rapide
d’'un moyen de communication, et cela sagsessiter le soutien d’'une infrastruc-
ture peexistante. Parmi les avantages offerts par essaux, |'auto-organisation
semble particuBrement intressante dans le cas deptbiements dans des pays
émergents ou en situation de catastrophes naturelles. Cependant ntagesae
viennent pas sans nouveaugfid. Par exemple, la planification d'@&scau canal
doit étre effectée de mardre distrib&e. La plupart deséploiements deéseaux
maillés sans fil actuel€alisent cela en utilisant le standard IEEE 802.1&mma si
ce protocole n'a paéte concu pour des communicaticlasauts multiples.

Les principaux objectifs de cettedbe sont (i) de comprendre et de ratiser
le comportement degseaux maiéls sans fil ba&s sur IEEE 802.11, en se concen-
trant sur les facteurs & qui conduiserd I'instabilité et la congestion dieseau;
(ii) de développer uné&seau sans fil exgrimental afin de valider avec des mesures
réelles les prol@mes et les solutionsésengs dans cette #se; (iii) de proposer des
méthodes de planification d’ags au canal qui offrent simultament un confile
de congestion efficace et une formégqie entre les diffrents flux pesents dans
le réseau; et (iv) de souligner la non-monotorddite la relation entre leétit de
bout-en-bout et le &bit recua la source, puis de proposer un ratedanalytique
pour en expliquer les raisons.

Dans un premier temps, nous proposons une&f@ilarkovien et nous intro-
duisons la notion @ffet de ‘@tournementpour expliquer les causes menaria
limite de stabilieé de3 sauts. Cette limite se manifeste par la stabities eseaux
linéaires jusqud 3 sauts, en oppositioa 'instabilité intringeque de plus grandes
topologies. Nous validons noésultats analytiques aussi bien par des simulations
gue par des mesures sur @seau maié a petiteéchelle.

Dans un deuxime temps, nous concevons épbbyons uné&seau mai#é sans
fil & grandeechelle au sein du campus de I'EPFL. Nous planifions I'architecture du
réseau afin gu’elle soit la plus flexible possible et qu’elle puisse soutearge
eventail de temes de recherche tels que la localisatiorebasur IEEE 802.11 et
le routage opportuniste.

Dans un troiggme temps, nous proposdB&-flow, un nouveau r@canisme de
contdle de congestion lien-par-lien qui fonctionne au niveau de la couch€.MA
EZ-flow est engérement eétro-compatible avec les protocoles existantebasur
IEEE 802.11 et il fonctionne sagshange de messages de cdletentre les nceuds.



Ce necanisme tire parti de la nature diffusive du support sans fil: il calculg ain
passivement la taille de la file du nceud suivant. Chaque nceud utilise enstigite ce
information pour adapter sa probal#lit’ac@s au canal, en modifiant la taille de
la ferétre de contention de IEEE 802.11. Pour finir, nous analysons lesrperfo
mances du recanisme EZ-flow en nous appuyant sur desultats analytique, des
simulations, et de mesuresalles.

Dans un quatédme temps, nous montrons que le codlerde congestion lien-
par-lien peutetre effecté de margre tout aussi efficace au niveau de la couche
réseau, afin de ne pa&rmhturer le racanisme se chargeant du céfdgrde con-
tention dans le protocole IEEE 802.11. En outre, noégetbppons une solu-
tion qui offre conjointement un cordtie de congestion et une formeéduié en-
tre les flux. Tout ceci esteali€ sans acessiter la connaissancealable de la
région de capadtdu eseau. Afin de fournir une forme&ljui€, nous proposons
I'algorithme Explore & Enhance Cet algorithme trouve un vecteur d’allocation
des abits €alisable maximisant une fonction d’utdidonree. Nous montrons
expéerimentalement que ce @oanisme atteint cet objectif en alternant entre (i)
des phases d’exploration afire@buvrir la gion de capadit et (ii) des phases
d’amélioration qui font croitre I'utilieé giacea une mor#e de gradient.

Finalement, nous notons que, contrairement &graux ablkes, la capaci des
réseaux sans fi sauts multiples esegéralement non seulement inconnue, mais
aussi variable dans le temps. Il est donc primordiatutiier I'evolution du &bit
de bout-en-bout dieseau lorsque I'on fait varier l&8it recu par les sources (aussi
bienen dessoust quau dessusle la capacé du Eseau). Nous remarquons que
cetteévolution est non monotone et expliquons les raisons de ce comportement
en nous appuyant sur un nedd analytique et des simulations. Suitéa valida-
tion exgerimentale de ce @nonene, nous montrons qu'’il est impossible pour un
mécanisme de coriite de congestion fonctionnant de bout-en-bout d’atteindre le
déebit optimal si le protocole IEEE 802.11 est uglliau niveau MAC. Cela soutient
I'id ée qu’un contble de congestion efficace doit s'effectuer lien-par-lien. Nous
nous concentrons donc sur les éifnts nécanismes lien-par-lien et comparons
leur performance, ce qui met @vidence I'importance du compromis qui existe
entreefficacié (optimalite du debit) etrobustessépas de chute duébit lorsque la
guantié de trafic recu par les sources est&igurea la capac#é du €seau).

Mots clés

Réseaux mai#éls sans fil, @&seauxa sauts multiples, IEEE 802.11, protocole de
gestion d’aces au canal, protocole de cddltr de congestion, stab#itdes eseaux,
mocklisation, impémentation, mesures expmentales, éploiement de&seaux.
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Chapter 1

Introduction

1.1 Motivation

Wireless Mesh Networks (WMNSs) have received increasing attentiom $heair
introduction in 1994 under the name wfassive array cellular systeniRie94].
Initially, they were intended to be a cost-effective alternative to replacéatite
mile infrastructure of large metropolitan cities. Examples of such deployments
took place in cities such as San Francisco, where Meraki deployed avicigy-
wireless mesh network in 2008. To realize this project, Meraki used drb®00-
15,000 indoor nodes and a few hundred solar-powered outdoos [flele@8]. This
type of successful commercial deployment shows that WMNSs have thet@bte
deliver large-scale broadband connectivity to metropolitan areasrileless, due
to widely available wired broadband connectivity, the utility of mesh netwoalss h
proved to be superfluous in developed countries. Consequently, rewsbrks are
now seen as an efficient way to quickly provide connectivity in uncalareas,
such as in developing countries or in emergency situations after a nasastiet,
for example.

An example for the case of developing countries is@me Laptop per Child
project launched in 2005 [OLP]. The goal of this project is to providecational
opportunities to the world’s poorest children by giving them a low-cost law-
powered laptop with dedicated software. To reach this objective, a laptopcha
XO was designed. As this laptop is likely to be used in regions where little com-
munication infrastructure exists, it relies on the wireless mesh network texgyno
in order to provide a form of connectivity between the different machines

Emergency situations can arise both in developing and developed countries
Indeed, different external factors could disrupt the smooth operafidhe net-
work. In the case of natural disasters, such as earthquakes omisuiize wired
infrastructure could be physically damaged thus preventing traditional coinmu
cations from taking place. This lack of connectivity does not allow theuessc
teams to efficiently synchronize, which leads to dramatic consequences iin eme
gency situations, where every minute counts to save human lives. WMMislgro

1



2 CHAPTER 1. INTRODUCTION

a serious solution to these situations as they allow for the rapid deployment of
an operational network without relying on any pre-existing infrastrectdiore-
over, recent events in Egypt have shown that connectivity can kedstun, even

in the presence of a fully operational infrastructure. Indeed, duriad=thyptian
revolution of January 2011, the government reacted by disconnecengthble
country from Internet and switching off cellular communications. This commun
cation blackout is an attack against freedom that could lead to chaos imgbtss
The striking fact in this specific situation is that this country-wide blackowt wa
relatively easy to perform for the government. This perfectly illustratesuhreer-
ability of the centralized communication technologies that we currently rely en. A
mentioned in the New York Times [TOF11], wireless mesh networks technology
could be deployed in smartphones and this might be a solution to prevent this typ
of connectivity blackout from happening in the future.

In order to not suffer from a single point of failure and to provide soeable
level of robustness to hardware breakdown, mesh networks needdeckatral-
ized. This requirement forces the scheduling decisions to be perfornedis:
tributed manner with the transmission decision made locally at each node. Most o
current WMN deployments rely directly on the IEEE 802.11 protocol to take th
scheduling decision at the Medium Access Control (MAC) layer. BuBBB2.11
was designed for single-hop networks and was not envisioned for nogtebm-
munications that significantly differ in nature and lead to new challenges.

In single-hop communications, IEEE 802.11 is widely used and it is the well-
accepted standard for wireless local area networks (WLAN) that agelade-
ployed both in homes and offices. The particularity of these networks ialttiae
nodes are within the same collision set. This means that at most only one node can
successfully transmit at each point in time, and each node can sensentmeth
channel is idle or if there is a communication taking place. This single-hop setting
of IEEE 802.11 is modeled by Bianchi and he finds that the protocol pesfoea-
sonably well by delivering good throughput performance together witg-term
fairness (short-term fairness is not achieved due to the exponentlafbpolicy
of IEEE 802.11) [Bia00].

Nevertheless, the multi-hop environment is significantly different by nature
Our understanding of the exact behavior of multi-hop IEEE 802.11 n&snier
stillin its infancy and the existence of relay nodes brings the additional cigalef
congestion-control. Moreover, measurements from real deploymdiestngoor
performance [GSKO04] and they lead some researchers to make sugmasiolu-
sions, such aswith current commodity wireless technology it does not make sense
to handle more than three hdp$ (we call this finding the3-hop boundaryhere-
after). Due to the lack of analytical models capturing the exact dynamids&i |
802.11 in multi-hop networks, we are still unable to explain the rationale behind
such a3-hop boundary result and this remains an open issue. Once the céuses 0
this problem are understood, the next step would be to design apprqpaateal

Lunar project: http://cn.cs.unibas.ch/projects/lunar/




1.2. DISSERTATION OUTLINE 3

mechanisms that can overcome this challenge and that remain decentratized an
backward-compatible with existing mesh network deployments.

Finally, we note that as opposed to wired networks, the wireless capacity is
usually both unknown and time-varying. Therefore, without being tosena-
tive, it is impossible to guarantee that the source rate is always within the nketwo
capacity. Yet, most of the recent works on distributed scheduling [SSRAA,
PYCO08, TE92] focus on the notion of throughput-optimality that ensurestiea
network is stable for any source ratéhin the capacity region, which is therefore
assumed to be known. This throughput-optimality criterion is useful (it gives
measure o€fficiency, but it does not say anything about the network performance
once the source rate is above the capacity (it remains clueless rabostness
Therefore, we stress that we really need to clearly understand howethenk
performance (i.e., the throughput) evolves for different source,rattger within
or outside the capacity region. Indeed, an optimal scheduling schems toeleel
bothefficientandrobust

1.2 Dissertation Outline

We begin by describing the IEEE 802.11 protocol and introducing the nofion
wireless mesh networks in Chapter 2. After discussing the fundamentai-diff
ences between a single-hop and a multi-hop environment, we describe seme d
sirable properties of mesh networks, which need to be kept in considevelien
designing new scheduling schemes.

In order to make it possible to formally study the root causes behin@d-the
hop boundary (i.e., why is &hop network stable, but not4ahop network), we
propose a Markovian model in Chapter 3. We introduce the notiostezling
effect a consequence of the hidden node problem and of non-zero traismiss
delays, and we discuss its impact on the network stability. After propositagia s
stabilization strategy, we use six off-the-shelf wireless routers in ordealidate
experimentally both the instability result and the efficiency of our solution.

Because of the importance of experimental validation in the field of mesh net-
works and the lack of an experimental platform at our disposal, we dtidamuild
from scratch an experimental multi-hop testbed on the EPFL campus. Owdestb
is composed of aroun@D wireless routers and it spans over the six buildings of the
I1&C department. In Chapter 4, we review some of the challenges and thgcptac
lessons we learned while building our indoor testbed that was used favour
research work and is still used for various other projects today.

After pointing out the serious stability problem that occurs in wireless multi-
hop networks, in Chapter 5 we introduce a practical hop-by-hop aiogecontrol
scheme calle&Z-flow EZ-flow is designed to take advantage of the broadcast na-
ture of the wireless medium in order for a nade passively derive the queue occu-
pancy at the next-hog 1 without any form of message passing or piggy-backing.
Nodei adapts its transmission rate in order to maintain the qyguestable. We
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validate the efficiency of EZ-flow in stabilizing the network (i.e., maintaining the
end-to-end delay small) both through ns-2 simulations and through measiseme
from a practical implementation deployed on our indoor testbed.

After tackling the problem of congestion control within a flow at the MAC
layer, in Chapter 6 we propose a more complete scheme that runs at theknetwo
layer and that delivers both intra-flow congestion-control and inter-feorness.

Our distributed solution requires almost no message passing and is completely
transparent to both the MAC (i.e., it does not interact with any parameteeof th
MAC layer) and the upper layers. First, our network-layer hop-by-¢mngestion-
control mechanism uses a rate limiter attached to each queue. It adaptidely a
automatically adjusts each rate limiter by passively computing the queue size at the
next-hop relay, without any form of message passing. Second, at gtegatcway,

our inter-flow fairness algorithm finds a fair and achievable rate alloc&gotor

that maximizes utility without prior knowledge of the capacity region. It runs (i)
exploration phases to discover the capacity region and (ii) enhanceimasggpto
improve the utility by a gradient ascent. Third, both mechanisms smoothly inter-
act together to form a complete solution. The fair inter-flow allocation praigsg

into the network using the hop-by-hop intra-flow mechanism and we validate th
efficiency of our solution o2 wireless routers of our testbed.

Throughout this thesis, we focus on distributed scheduling schemesathat c
perform their task without the prior knowledge of the capacity region. As-me
tioned earlier, another approach taken by some researchers is to tthesigyhput-
optimal schemes that explicitly require the knowledge of the capacity regian in o
der to perform their task. Nevertheless, as opposed to wired netviloeksjreless
capacity is usually unknown and thus it is important to have a clear undésstan
ing of how the network behaves when the sources are operating bihmwor
abovethe network capacity. In Chapter 7, we formally study the case of an IEEE
802.11 multi-hop network in detail and we explain why the end-to-end through
put is a non-monotonic function of the source rate. Following our simulatiods a
our mathematical study, we prove that it is impossible for an end-to-endeseng
tion control scheme to be throughput-optimal if it runs over IEEE 802.11is Th
result supports the idea of performing congestion-control in a hopepymanner
instead of end-to-end. Therefore we compare in our simulator diffetate-of-
the-art methodologies of performing hop-by-hop congestion contixanshow
the important tradeoff between optimality (throughput-optimality) and robustnes
(no throughput collapse beyond capacity) that should be taken intédepaton
when designing new hop-by-hop scheduling algorithms.

Finally, we conclude this thesis in Chapter 8 with a summary of the main find-
ings and a discussion of possible directions for future work.
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1.3 Contributions

Although wireless mesh networks are intrinsically unstable with the standard pa
rameters, we show that it is possible to overcome this limitation through the use of
new mechanisms that are both practical and backward-compatible. Torsthpp
statement, we provide the following main contributions in this thesis.

e We verify experimentally th&-hop boundary in the stability of multi-hop
networks and we propose a Markovian model that allows us to formally ex-
plain the root causes behind this artifact.

e We observe that in the case of multi-hop networks, packets collisions can
help stabilize the network. Indeed, in the case of stealing effectthe
collisions help to favor downstream links toward upstream links. Moreover
if the probability of collisions (i.e., the probability of the stealing effect) is
zero, then even 3-hop network is unstable. In practice, this probability is
never zero due to the non-zero transmission times.

e We show that simple modifications at the source node of some parameters
of the IEEE 802.11 protocol (i.e.. the contention windoW/,,,;,,) can effi-
ciently be applied to stabilize a multi-hop network.

e We design and deploy the first large-scale IEEE 802.11 multi-hop testbed on
the EPFL campus, which spans over the six building of the I&C department
and is composed of aroursd off-the-shelf wireless routers.

e We design and implement a new hop-by-hop congestion control mechanism
at the MAC layer calledEZ-flow EZ-flow takes advantage from the broad-
cast nature of the wireless medium in order to passively derive the gize
at the next-hop. Then each nodes automatically adapts its channel access
probability (i.e., its contention window'W,,,;,,) in order to keep the queue
at the next hop stable. Moreover, we show experimentally, analyticallly, an
through simulations that EZ-flow succeeds in dynamically stabilizing the
queues of a multi-hop networks.

e We show through an experimental deployment that it is possible to perform
the hop-by-hop congestion control at the network layer. This desigiteh
has the advantage of (i) being independent/transparent of the MACcptoto
used (e.g., IEEE 802.11) and (ii) decoupling the task of congestion ¢ontro
from the task of contention control.

e We introduce and implemented a novel fairness algorithm c&igqiore &
Enhance It runs at the gateway and finds a fair and achievable allocation
vector that maximizes a given notion of utility without any prior knowledge
of the capacity region.
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We show how the congestion-control scheme, at the relay nodes, dadthe
ness algorithm, at the gateway, can be jointly combined in order to form a
complete solution that works without requiring network-wide message pass-
ing (i.e., a broadcast message is only needed between the gateway and its
direct neighbors).

We observe the non-monotonic relation between the end-to-end thraughpu
and the source rate in IEEE 802.11 multi-hop networks both through simu-
lations and experimental measurements. We propose a mathematical model
to capture this evolution and we analytically derive some results concerning
the transition points of this non-monotonic curve.

We show, both through simulations and with a formal analytical proof, that
no end-to-end congestion control scheme can be throughput-optimal if it
runs above an unmodified IEEE 802.11 MAC layer. This result suppaats th
approach of performing congestion control in a hop-by-hop manntzads

of end-to-end for wireless multi-hop networks.

We compare different state-of-the-art methodology of performing thep-
hop congestion control and we illustrate the important tradeoff that exists be
tween efficiency (i.e., throughput-optimality) and robustness (i.e., no throug
put collapse when the sources operate beyond the network capacity).



Chapter 2

Background

2.1 Wireless Mesh Networks

Wireless Mesh Networks (WMNSs) are multi-hop communication networks that
consist of wireless nodes organized in a mesh topology as depicted ire Adur
Their purpose is to provide ubiquitous high-speed Internet access émthasers
and to remove the need for an expensive wired infrastructure in the lastilie
network. In addition to cost-reduction, another key feature of WMNSs iis Hedf-
organizing property that allows for a rapid deployment of mesh nodedir ¢o
provide communication capabilities in difficult environments such as in emergenc
situations.

In order to provide a large-scale connectivity, the infrastructure ohmes-
works is divided into two different parts: (i) acces9art that ensures the direct
connectivity between a Transit Access Point of the mesh (TAP) and thieuer
(the TAP may or may not be connected to the wired infrastructure); ando@ke:
haul part that is in charge of transporting the data packets from the TAP gervin
the user to the Wired Access Point (WAP) that is the mesh gateway conrected

wired backhaul access

Figure 2.1:A wireless mesh network consists of a backhaul and an access part.
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the wired infrastructure. We note that the connectivity problems existingtim bo
the access and backhaul part can be seen as two separate dempriop consid-
ering that (i) the access points are equipped with two wireless interfadesatkl

to either the access or the backhaul, and (ii) each interface is configured in

an independent channel. The access part of WMNSs will not be thes focthis
thesis, as it is similar to the scheduling problem of single-hop WiFi networks tha
has been heavily studied in the literature [Bia00].

Instead, the backhaul part brings multiple new and interesting challenges d
to its multi-hop nature that requires the system to be decentralized and adaptiv
Indeed, in order for a self-organizing system to optimally transport datkgis in
a hop-by-hop manner from a mesh node (TAP) to the mesh gateway (\VRy;
technical challenges need to be solved such as spectrum managemeshbjiagh
congestion-control, routing and security.

In this thesis, we focus more specifically on the problems of scheduling and
congestion-control. To better understand the nature of these two prqldams-
ful analogy is found in the vehicular traffic problem, where (i) data pechkee
seen as cars, (ii) single-hop links are seen as streets, and (iii) intermeddes
are seen as road intersections controlled by a traffic light.
The scheduling is then similar to a traffic-light problefidhen should the traffic
light at an intersection turn red or green in order to avoid/minimize collisiond a
to maximize the number of cars going throughrtie challenge in WMNs comes
from the shared nature of the wireless medium, which implies that two neiglgborin
nodes cannot transmit (i.e., turn green) simultaneously without creatirtjséoco
Therefore, nodes cannot take the scheduling decision independentigéch oth-
ers, but the lack of central authority (as in traffic-light management)iresjthe
design of efficient distributed stochastic scheme to perform the schedigaigjon
at each node.
The congestion-control problem takes into account the relation betweedifth
ferent links (i.e., streets) of an end-to-end path and it answers théajyébslow
should the traffic light been controlled at the intersections in order to avadib-
ation of a traffic jam in any street of the path®i WMNSs, traffic jams correspond
to data packets being queued at intermediate nodes. This is an importaetprob
because not only does it increase the end-to-end delay of eacht patkecan
also lead to packet being dropped (i.e., lost) due to the limited hardware s of
buffer at the intermediate nodes. Moreover, in WMNSs few or no informas@x-
plicitly available concerning the status of the other links of the path that may vary
over time. Thus, there is a need to propose some smart and adaptive s¢hame
can cope with the time-variability of both the links quality, and the traffic demand.

Real deployments of mesh networks already exist in academia [ROO, KZP06
in residential communities [FRE, NAN] and as industrial products [EAR, THE
These deployments use a free standard technology (i.e., IEEE 802.0\/athaot
designed for multi-hop communications: this resulted in some interesting experi-
mental findings, such dsvith current commodity wireless technology it does not
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make sense to handle more than three hopsin this thesis we do not focus on
top-down approaches resulting in clean-slate design, because weéonanpose
solutions that work on existing deployments with off-the-shelf hardwarstehd,
we study analytically the root causes behind 3Heop boundary of IEEE 802.11
mesh networks and then we follow a bottom-up approach to propose soltftains
improve performance and are backward-compatible with existing designs.

2.2 The Layer Model

The challenges in communication networks are usually tackled by dividing the
system into different layers, where each layer is responsible forgaa@stly pro-
viding some features to the layer above. The first model traditionally peabiss

the Open Systems Interconnection model (OSI model), which divides theretw
ing stack into seven independent layers. Most of the current protaselzased on

the TCP/IP model that we will use hereatfter.

TCP/IP model OSI model

Application

Application Presentation

it

Session

Transport )
Network )
Data Link

( Transport)
( Network)

SRYER

e

it

Physical

Figure 2.2:The two layer models used in communication systems and their mapping.

In this model, the four layers are:

e Medium Access Control (MAC) layer: It is responsible for transmitting the
data to the physical medium. To do so, it decides when to transmit a packet
to the next-hop and it verifies its successful reception without collision, (e.g
through the use of an acknowledgment scheme). We note that it is not re-
sponsible for ensuring that the packet is not dropped at the nextfterma
successful reception (e.g., due to buffer overflow).

e Network layer: Based on the end-to-end destination, it is responsible for
making the routing decision and for informing the MAC layer of the iden-
tity of the next-hop node. The most commonly used network layer we will
consider hereafter is the Internet Protocol (IP).

Lunar project: http:/cn.cs.unibas.ch/projects/lunar/




10 CHAPTER 2. BACKGROUND

e Transport layer: It is responsible for ensuring the end-to-end exdivity
between two hosts. The two standard protocols are: (i) the User Datagram
Protocol (UDP), which is connectionless (i.e., best-effort) and is commonly
used for voice or video traffic; (ii) the Transmission Control Protoc& i},
which is connection-oriented and provides reliable in-order packetedeli
to the upper-layer by performing end-to-end congestion control.

e Application layer: Itis the highest networking layer responsible forixeog
and delivering the data to the final application.

In this work, we propose to tackle both the scheduling and congestidneton
problem by focusing on the MAC and network layers. Moreover, pariiog the
congestion control at the transport layer provides good performartbe iwired
Internet, where packet losses are mostly due to buffer overflowsante seen
as a sign of congestion in the network. Wireless multi-hop networks areafund
mentally different, because of the variability of the wireless channel thds lea
packet losses and high delays. Indeed, TCP communications runninglibmaopu
wireless links show relatively poor performance with low throughput [GEK
Performing congestion control in a hop-by-hop manner instead of erdéo
has been shown to have the potential to improve the performance in a wireless
multi-hop network [YSO07]. Therefore, an interesting alternative for thekbaul
of wireless mesh networks is to move the congestion-control feature frtratts-
port to the network layer. An additional advantage of such a changetig #iso
covers the cases of voice and video traffic that are typical in emergiinations
and that run over the UDP protocol. For the case of data communicatioir-requ
ing to keep the in-order reliable delivery of TCP without congestion-obiew
transport or application protocols can be designed. Therefore, as-trder re-
liable delivery of the transport layer is out-of scope of this thesis, we mbatg
our study on UDP traffic that requires us to provide congestion cortt@l@ver
layer.

2.3 The IEEE 802.11 Protocol

The set of standards in the IEEE 802.11 family includes different modulegain
nigues that operate in the 2.4 GHz and 5 GHz frequency bands and éhtieus
same basic protocol [IEE99]. The first release includes the IEEE 802&dd the
IEEE 802.11a protocols. The IEEE 802.11b protocol runs on the 2.4kaHad by
using Direct-Sequence Spread Spectrum modulation (DSSS) and it gsaléda
rates up to 11 Mb/s. This protocol divides the frequency into 13 chami€l
MHz, which are spaced 5 MHz apart, thus making only up to three orthbgona
channels. The IEEE 802.11a protocol runs on the 5 GHz band by usthod®
onal Frequency-Division Multiplexing (OFDM) and it provides data raipsto
54 Mb/s. After that, new flavors of the IEEE 802.11 protocol appedtes); run
on one of these two frequency bands and increase the achievablatéaig tusing
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Multiple Input Multiple Output (MIMO) techniques. The common point among all
the variations of the IEEE 802.11 family is the main scheduling protocol based o
Carrier Sense Multiple Access (CSMA) to decide when to transmit a packite |
subsequent section we describe the key components of the IEEE 808tadagb
and we point to [IEE99] for the technical details.

2.3.1 Description in Single-Hop Environments

The IEEE 802.11 protocol was originally designed for single-hop comnatioits,

where the only existing problem is contention (i.e., how to efficiently avoid colli-

sions) and not congestion (i.e., how to avoid buffer overflow).

In order to solve the contention problem, a nadkat has a packet to send starts

the procedure by uniformly selecting a backoff valijén the interval[0; cw; — 1],

where the contention windoww; starts with the minimal valu€ W ,,.;,, (CWin =

2% for 802.11b an@? for 802.11a/g). Then, nodemonitors the medium to assess

whether communications take place or not. For each idle time slot (consisting of

20us for 802.11b andus for 802.11a/g), the backoff; is decremented by one,

otherwise it remains frozen if the medium is busy. Eventually, when the facko

reaches zero, nodesends its packet over the wireless medium and it verifies the

successful transmission of the packet to the destination through anveekige

ment scheme in which the destination sends an ACK packet after the exeor-f

reception of a data packet.

In the case of a successful transmission, the exactly same procedepedsed for

the next packet in the queue of nodédowever, if an ACK is not received at node

1, the data packet is considered as lost due to contention (i.e., collisionf)nd

the contention windoww; is doubled before uniformly picking;. An unsuccess-

ful transmission is repeated at most seven times and at eachctimes doubled

until it reaches the maximal valu@W,,., = 2'°. If the packet is not successfully

received after th&'” trial, this packet is dropped and the system starts the process

again withcw; = CW,,,;,, for the next packet in the queue of nodeDue to the

exponential backoff of IEEE 802.11, this contention-avoidance schieradeen

shown to deliver long-term fairness between the nodes, but not &hortfairness.
Nevertheless, the assumption behind the above process is that all tree node

can correctly detect when the medium is idle or busy (i.e., all nodes are within th

same collision domain) and therefore collisions only occur when at leastddasn

randomly pick the same backag#f. Even in single-hop communications, this as-

sumption can be violated if two clients are in the transmission range of the gateway

but not in the sensing range of each other (e.g., due to walls). This situlationn

as thehidden-node terminaleads to a serious performance degradation in CSMA

schemes due to repeated collisions between the clients that cannot deteuisra

sions from each other. The cause of this problem is that the chanrditioorseen

at the receiver is not known by the sender, and the solution in singledeyarios

is to add a collision avoidance scheme. In IEEE 802.11, it is implemented through

the optional use of Request-To-Send (RTS) and Clear-To-Send) (Q&Ssages.
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transmssmn/sensmg range of Node,

Uooaan

Node1 Nodeg NOdes Nodeg4

Data flow

Figure 2.3:Simple4-hop linear scenario leading to problems with IEEE 802.11.

These messages inform all the nodes in the neighborhood of the saut¢bea
destination of the duration of the data exchange. With RTS/CTS, a nodelstarts
sending a RTS message when its backoff expires and it waits to receivg ai@n

the destination before sending the data packet. In the meanwhile, all thethatle
hear the RTS or CTS set their Network Allocation Vector (NAV), which easu
that they remain silent for the entire duration of the transmission. Despite its colli-
sion avoidance property, the RTS/CTS mechanism also leads to messdysaove
and performance losses therefore it is rarely used in practice (i.e., RBSAC
turned off by default).

2.3.2 Challenges in Multi-Hop Environments

The IEEE 802.11 protocol was designed for single-hop communicatives, e
though it is currently heavily used in multi-hop scenarios such as in mesh net-
works. Unfortunately, there are fundamental differences betwemgkesop and
multi-hop environment, which make the protocol behave poorly in the latter case
Below, we discuss two features of the protocol that lead to poor perforenen

a simple lineard-hop scenario as the one depicted in Figure 2.3. This problem
takes the form of network instability where the queue of the first relay buitds
indefinitely.

Exponential Backoff and Collision Avoidance

In [AKTO08], we show that the CSMA/CA mechanism as it is implemented in IEEE
802.11 leads to poor performance, because nodes may be silent upecepton
of an RTS, even though no complete data exchange takes actually place.

To better understand this problem, we illustrate it through an example that
builds upon four phases. Figure 2.4(a) depicts the transmissions astefuof
the time, whereas Figure 2.4(b) shows the corresponding quigués, b3) and the
values of the contention windowg, cw, cws, cws) for the topology depicted in
Figure 2.3. We assume that the WAP always has traffic to send, so thaffés bu
is full (by = =), and we start with nodé having alreadyt packets buffered. The
4-phase scenario leading to the build-up of nbdegthen:
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(b) Queue size ancw evolution at the beginning of each phase.

Figure 2.4:lllustration of the perturbation creation due to the exponential backoff@MAC
IEEE 802.11.

1. Phase 1:Packets are sent from noddéo node2 and node3. At the end of

this phase, each queue contains at least one packet.

. Phase 2:Node3 transmits a packet to node Nodel is out of the sensing

range of nods: it is therefore unaware of this transmission, and sends un-
successful RTS. These RTS messages makB1iHd> set its NAV properly,

and increase the contention window; up to its maximal valu€'W,,,.. =
210,

. Phase 3:Node?2 transmits a packet to node As the WAP is unaware of

this transmission, its backoff counter is not frozen and will eventuallytreac
zero. But, the NAV of nodd is set by the RTS, which prevents it from
decrementing its contention window. Therefore, the contention window of
nodel remains at a high value (arouddV,,,,..).

. Phase 4: The transmission of nod2 terminates. Nodd and theW AP

still have packets to send and thus compete for the channel. However their
competition is not fair, because the contention window of nbde much
larger than that of the WAP~( 2'° compared t@® for 802.11b (or2* for
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802.11a) in our example, a ratio factor & (or even64)!). This unfair
advantage implies that tH& AP will win the competition for the channel
many times in a row. As a result, the queue of nodiilds up.

This example shows that the exponential backoff with RTS/CTS as implemented in
IEEE 802.11 exacerbates the instability problem in multi-hop networks. Hewev
we stress that these mechanisms are not the root cause of instabilityd,liviee
Chapter 3 we analytically prove that the instability problem already occursiia mo
fundamental schemes such as CSMA.

2.3.3 |EEE 802.11s

In July 2004, a Task Group was created to develop a new amendment €8Ee |
802.11 standard (called IEEE 802.11s) in order to address the challezigéve

to the multi-hop environment of mesh networks. The goal of the IEEE 802.11s
protocol is to perform routing at the MAC layer and also to bring security an
congestion control to mesh networks.

In order to deal with congestion control, the task group proposes toruse a
explicit congestion notification message that is sent by a node to its neighbors
so that they can adapt their sending rate. In Chapter 5, we will show tiat it
possible to eliminate these explicit notification messages by taking advantage of
the broadcast nature of the wireless medium.

2.4 Desired Properties of Mesh Networks

Having described the goals, the architecture, and the challenges ofSEEEL
wireless mesh networks, we now clearly state the system properties tha-are
quired for the large-scale adoption of WMNSs.

e High Throughput: Mesh networks need to be efficient and thus they should
be able to deliver an end-to-end throughput that is as close as posditée to
theoretical network capacity. To achieve this, WMNSs need to avoid $udfer
from the typical sources of throughput degradation such as pachistans
and buffer overflows.

e Low Delays: Another important metric is the end-to-end delay that has to
be maintained as low as possible in order to support real-time services such
as voice traffic and video on demand. To reach this objective, the network
needs to be stable with small queues at each of the relay nodes.

e Fairness: The two previous criterion focus on the performance within a sin-
gle flow. In a real mesh deployment, there are typically multiple flows con-
currently present in the network. Therefore it is important that the né&twor
delivers a certain level of fairness in order to avoid the complete starvation
of certain flows.
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e Adaptability: Wireless mesh networks have to cope with two sources of
variability. The first source comes from the variability of the traffic matrix
with the dynamic arrival or departure of new sources in the network. The
second is due to the intrinsic variability of the shared wireless medium that
is vulnerable to a large number of environmental changes (such as people
passing by, electronic devices turned on and doors being openedjclose

e Robustness:As already discussed in Chapter 1, the capacity of a wireless
network significantly differs from a wired network, because it is usuaily u
known and difficult to measure due to the time-variability. Therefore it is
important that the network automatically adapts and that the performance
does not degrade (or even collapse) when the sources receketpat a
rate above the network capacity.
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Chapter 3

Modeling the Instability of Mesh
Networks

3.1 Background

3.1.1 Problem Statement

We consider a linear topology such as the one in the backbone of meshkstwo
where each node hears only its direct neighbors (cf. Figure 3.1).n#mmmn sce-
nario in these networks occurs when the gateway, the WAP, needs tpaekets

to an end-user that is beyond its direct coverage range. To achievgotdisthe
packets transit through the wireless backbone, forwarded by multipls. TA®the
backbone part is a key element of any WMN, we are interested in optimizing its
performance as far as throughput and delay are concerned.

%&aa

WAP ~TAP{ TAPo TAP3.- TAP4
(nodeq) (nodeT)---(nodes)--- -~{nodeg) node4)
>

Data flow

Figure 3.1:Linear topology of a WMN backbone.

In this setting we show through measurements on a testbed, an unexpected be
havior of IEEE 802.11 multi-hop networks, which is the striking differencstas
bility between3-hop and4-hop networks. Our testbed is composed of two laptops
that act as the source and sink of the traffic and five wireless routeradhas the
WAP (node0) andT'AP; (nodei with 1 < ¢ < 4). Each laptop runs on Linux with

17
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Figure 3.2:Experimental results for the queue evolution of each relay nodehiop and4-hop
topologies. A time slot corresponds to an event when the queue sizeigedcthat is every time a
packet arrives at a node.

the softwardperf! used to generate saturated UDP traffic with a payload size of
1470 bytes. Each laptop is then connected through a wired cable to eithgAthe

or the last TAP (i.e., nodd). The wireless routers are Asus WL-500gP running
the versiorKamikaze 7.00f the OpenWRT firmware We change the mini-PClI
WiFi cards to Atheros cards in order to benefit from the flexibility of the Méfd
driver [MAD]. This allows the modifications of the driver source code ¢ofprm

both queue monitoring and the modification of the contention window. We then
set the routers to run in ad-hoc mode on charidedf IEEE 802.11b at the data
rate of 1Mb/s and without RTS/CTS. To avoid interference from neighgaret-
works, we perform our measurements in the basement of the BC buildiriRft, E
where no other wireless networks can be sensed. Finally, we set alogyio
match our theoretical study: direct neighbors can communicate togethandes
separated by two hops or more cannot hear each other.

The major finding is the drastically different stability behavior3efiop and
4-hop topologies, which appears to be counter-intuitive. Figure 3.2 stimt/ghe
3-hop topology is stable, but thehop network is unstable. Furthermore, the
hop instability is due to nodg&, whose queue length exhibits a transient behavior,
i.e., which grows indefinitely until it reaches the hardware lirbit packets for our
routers).

In this chapter we seek to better understand the root causes behindgbis ex
imental stability result. Toward this goal, we introduce an analytical model that
is inspired from the behavior of CSMA/CA protocols (e.g., 802.11-like prois)
with some necessary simplifications for the sake of tractability. We emphasize tha
given the mathematical assumptions, our analysis is exact.

Liperf - The TCP/UDP bandwidth measurement tool: http://dast.nlanr.ogdes/Iperf/
20penWRT firmware: http://openwrt.org/
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3.1.2 Related Work

The unarguable success of the IEEE 802.11 [IEE99] protocol in WiRirouni-
cations has lead to the current development of a new draft focusing tirhop
networks such as WMNs, 802.11s [CK, DBvdVHO08]. However, until islease
of 802.11s, 802.11b/g remains the standard and it is therefore essentraldn
stand its behavior. Towards this goal, previous works [AKT08, NLBy@vHO08]
present drawbacks of the current protocol in a multi-hop environme i $K08],
Garetto et al. present a model to derive the throughput of flows in a mydtirbt
work. Furthermore, Ng et al. identify the existence of an optimal offered lo
and propose source-rate limiting at the application layer as a solution [INDOWif]
approach differs in the sense that we introduce an analytical modeldtagds
on queue stability and therefore gives insight into the existence of a mayaanal f
sible load. Furthermore our stabilization strategy uses solely the MAC lager an
therefore does not impose any limiting requirements on the client side.

Tackling the congestion problem at the transport layer, e.g. TCP, is dtudie
in [SGM*08, RJJP08]. Shi et al. focus on inter-flow competition by studying the
starvation occurring when a one-hop flow competes with a two-hop flovwpend
pose a counter-starvation technique that solves the problem. Similarly REngw
et al. propose another rate-control protocol that achieves betteessiand effi-
ciency than TCP. Our work differs as we focus on the link competition thaistak
place within a single flow and study the factors leading to the transition from sta-
bility to instability. Thus, rather than relying on the transport layer, we throttle
congestion at the MAC (link) layer (in the OSI model, this functionality of the
link layer is referred to as flow control [GK80]). Analytical and simulation re
sults showing that a hop-by-hop congestion algorithm outperforms aitoesiod
version are presented in [YS07] by Yi et al. Their findings reinforeertbed to
implement congestion control at the MAC layer.

In [LE99] Luo et al. study the system stability of random access protagols
single-hop settings. Our work goes further by analyzing the multi-hopasicen
where the queue states of successive nodes are dependent.

The distributed scheduling problem, which aims at ensuring stability and max-
imal throughput, has witnessed growing interest in the research commuhigy. T
seminal work of Tassiulas [TE92] introduces a back-pressure algotiat uses
global network queue information to derive an optimal routing/schedulitigypo
and achieve stability and maximal throughput. Several extensions of thks wor
have been conducted, e.g., Ying et al. reduce the number of queues nealrgtin
each node to enhance scalability [YSTO08]. Further work on througimlifairness
guarantee can be found in [CKLS08], where Chapokar et al. intedulistributed
scheduling strategy that attains a guaranteed ratio of the maximal throughput.
more complete review of the stability problem in scheduling is presented by Yi et
al. in [YPCO08], where the tradeoff between complexity, utility and delay is dis-
cussed in depth. Finally a scheduling policy based on the queue lengtlsénterd
and studied analytically by Gupta et al. in [GLS07]. These works propose
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ceptual scheduling solutions that keep the network stable, but departliEEE
802.11 protocols to various extents, and for which no practical implemengtion
ists to date. Our work differs from this previous body of work, as weigoon the
stability of existingCSMA protocols, e.g. IEEE 802.11. To the best of our knowl-
edge, we are the first to identify the key factors (network size and stezffiect)
that affect the network stability. Furthermore, following our analytical ptuge
develop a practical stabilization strategy and validate experimentally outsresu
with off-the-shelf hardware.

3.2 Analytical Model

3.2.1 MAC Layer Description

The first common assumption [CKLS08, ES05, LE99, TE92, YSTO08] isahat
slotted discrete-time axis, in other words, each transmission takes one time slot
and all the transmissions occurring during a given slot start and finigte aame
time. We consider a greedy source model, i.e., the WAP (gateway) always ha
new packets ready for transmission. Assuming-4uop system, the packets flow
from the WAP toT' APy, viaT AP, TAP,, ..., TAPk_1. TAPs do not generate
packets of their own. Each TAP is equipped with an infinite buffer.

We assume that the system evolves according to a two-phase mechaliigm: a
competition phasand atransmission phaseThe link competition phase, whose
length is assumed to be negligible, occurs at the beginning of each slot.gDurin
this phase, all the nodes with a non-empty queue compete for the chadnal an
pattern of successful transmissions emerges, referred t@m@smission pattern
in this chapter. Given the current state of queues, the link competitiongmdige
assumed to be independent of competitions that happened in previousT$lists.
assumption is similar to the commonly used assumption of exponentially (memo-
ryless) distributed backoffs. During this phase, non-empty nodesqreatially
chosen at random and added to the transmission pattern if and only if theyt do
interfere with already selected communications (with the notable exception of the
stealing effectlescribed in Section 3.2.3). The final pattern is obtained when no
more nodes can be added without interfering with the others.

The second phase of the model is fairly straightforward as it consistplg-ap
ing the transmission pattern from the previous phase in order to updatedbe qu
status of the system. This queue status information is of utmost importance for
our analysis because it is the parameter that indicates whether the netwiaiks
stable (no queue explodes) or suffers congestion (one or moresjbeile: up).

3.2.2 Discrete Markov Chain Model

We now formalize the model previously described mathematically. All packets ar
generated by the WAP (node 0), and are forwarded to the last TAR (RKQdy
successive transmissions via the intermediate nodes (TAPgY 1-tb. A time step
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n € N corresponds to the successful transmission of a packet from soraé tmd

its neighbori + 1, or if K is large enough, of a set of packets from different non-
interfering nodes, j,... to nodesi + 1,5 + 1, ..., provided these transmissions
overlap in time (the transmitters and receivers must therefore not intevidre
each other). We assume that n@dgways has packets to transmit (infinite queue),
and that nodd< consumes immediately the packets, as it is the exit point of the
backbone (its queue is alwags We are interested in the evolution of the queue
sizesb; of relaying noded < i < K — 1 over time, and therefore we adopt, as a
state variable of the system at timethe vector

b(n) = [bi(n) ba(n) ... bx_1(n)]",

with T" denoting transposition. We also introduce a sekcduxiliary binary vari-
ablesz;, 0 < i < K — 1, representing thé” link activity at time slotn: zi(n) =1
if a packet was successfully transmitted from node nodei + 1 during thent”
time slot, and:;(n) = 0 otherwise. Observing that

bi(n+1) =bi(n) + zi—1(n) — zi(n),

we can recast the dynamics of the system as

— —

b(n+1)=b(n)+ Axz(n) (3.1)
where
Z(n) = [20(n) z1(n) 22(n) ... zx-1(n)]
1 -1 0 0
A — 0 1 -1 0
- 0
0 0o 1 -1

Finally, the activity of a linkz; depends on the queue sizes of all the nodes, which

we cast ag; = g;(b) for some random functiop;(-) of the queue size vector, or
in vector form as

Z(n) = g(b(n)). 3.2)
The specification off = [go, ..., gx_1]" is the less straightforward part of the
model, as it requires entering in some additional details of the CSMA/CA prigtoco
which we defer to the next sections. We will first expose it in Section 3.&for
K = 3 hops network, and then move to the larger networks with= 4 and
K > 5 in the subsequent section, as the specification @smes with some level
of complexity asK gets larger. Nevertheless, we can already mention here two
simple constraints that must verify:

1. Nodei cannot transmit if its queue is empty, and therefore we have
gl(b) =0if b; =0;
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2. Nodes that successfully transmit in the same time slot must be at least 2 hops
apart, as otherwise the packet from nadeould collide at nodé + 1 with
the packet from nodé—+ 2. Hence

zizivr = 0fork € {—2,-1,1,2}. (3.3)

We observe that (3.1) and (3.2) make the model a discrete-time, irreducible
Markov chain. The (in)stability of the network coincides with its (non-)eligiby.

3.2.3 Stealing Effect Phenomenon

The stealing effect phenomenon is a result of the well-known hiddenpraddéem
that occurs in multi-hop topologies. Indeed, the existence of directional huyiti-
flows in the backbone of mesh networks, from néde nodeK may induce un-
fairness in a way that does not arise in single-hop scenarios. Figuiltu3tBates
an example where the stealing effect occurs. When ifidgt enters the link com-
petition phase, node+ 2 may be unaware of this transmission attempt. Because
it senses the medium to be idle, nade 2 may therefore start a concurrent trans-
mission to node + 3 even though it lost the competition phase (i.e. node2
selected a larger backoff than nofje As a collision occurs at node+ 1 (due

to the broadcast nature of the wireless medium), riogidl experience an unsuc-
cessful transmission, whereas the transmission from nad2 will succeed. We
refer to this unfairness artifact as the stealing effect, which differs tiee classi-
cal capture effect. The latter pertains to packets transmitted to the sametitmstina

Definition 3.1 (Stealing Effect) The stealing effect occurs when a nade2 suc-
cessfully captures the channel from an upstream no@wen though it accesses
the medium later. We defipeo be the probability of the occurrence of the stealing
effect.

Collision

i,
— . [[competition phase
Ll
[ | -
——> ? = >
4 kN transmission phase
| /|- 7] P

Figure 3.3:Stealing effect scenario.
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In IEEE 802.11, the stealing effect corresponds to the event wheleing 2
captures the channel, even though it has a larger backoff value tlgn.n@he
probability of this event occurring depends on the specific protocol impitane
tion. If the optional RTS/CTS handshake is disabled, ther 1. If RTS/CTS
is enabled, thep is typically much smaller, but still non-zero because RTS mes-
sages may collide [SGNMD8]. Indeed, the transmission time of a control message
(e.g., the RTS transmission time at the 1Mb/s basic réig2ss) is non-negligible
compared to the duration of a backoff slB0(.s).

In our model, the stealing effect is captured by having the funagigh in
(3.2) depend om. As revealed by our analysis, a positive and somewhat counter-
intuitive consequence of the stealing effect is the promotion of a laminarepack
flow, specifically, a smooth propagation of packets. Indeed, by fayatown-
stream links over upstream ones, this creates a form of virtual b&adsye that
prevents packets from being pushed too quickly into the network.

3.2.4 Stability Definition

A queue is stable when its occupancy does not tend to increase indefiMtaly.
formally, we adopt the usual definitions of stability (see e.g. Section 2.2Xf(8]).

Definition 3.2 (Stability) A queue is stable when its evolution is ergodic (it goes
back to zero almost surely in a finite time). A network is stable when the sjoéue
all forwarding nodes (i.e., all TAPS) are stable.

3.3 Stability of 3-Hop Networks

Let us first analyze thd-hop topology, which remains relatively simple because
only one link can be active at a given time slot. Indeed, the only three pessib
transmission patterns are

ze{[1oo0*, 0107, 0017}

We can now complete the description of the functigr), before analyzing the
ergodicity of the Markov chain.

3.3.1 System Evolution

The role of the stochastic functigri-) is to map a queue statégo a transmission
patternz with a certain probability.

First, in the case of an idealized CSMA/CA model without the stealing effect
(p = 0), all non-empty nodes have exactly the same probability of being scheduled
That is, if only nodeé) and nodel (or, respectively, nod®) have a packet to send,
both patterng1 0 0] and[0 1 0] (resp.,[0 0 1]7) happen with a probability
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A
b 1/3
@.(_1;p)/2 O (1-p)/3
Ya+p)2 (1+p)/3
1. 1/2\ 1/2
® by

Figure 3.4:Random walk ifN? modeling the3-hop network. where the 4 regions are: (@), 0},
(B) {b1 > 0;0}, (C) {0; b2 > 0} and (D){by > 0;bs > O}.

of 1/2. Similarly, when all three nodes have a packet to send, each of the three
possible transmission patterns happens with a probability f
More generally, when we include the stealing effect, we capture the bias to-
wards downstream links that are two hops away. When only tloded node
1 compete for the channel, nothing is changed and the probability of suesess
mains1/2 as they are only separated by one single hop. However, whenhode
and node compete together, there is a probabifitthat node steals the channel.
This leads us to define functigst-) differently for each region diN? as shown
in Figure 3.4. First, in regiodl = {b;(n) = 0, b2(n) = 0},

9([b1(n) ba(n)]") = [LOO]" .
InregionB = {b1(n) > 0,b2(n) = 0} we have that

~J [1oo]" with probability1/2
9(br(n) bo(n)]") = { [010]" with probability 1/2.

In regionC = {b;(n) = 0,b3(n) > 0},

100]"  with probability (1 — p)/2

bi(n) ba(n)]") = { |

9([br(m) b2 (n)]") { 001)7 with probability (1 + p)/2.

Finally, in regionD = {b1(n) > 0,b2(n) > 0}, all three nodes compete, and node
2 can still steal the channel from nofighence

[100]"  with probability (1 — p)/3
g([b1(n) ba(n)]") =< [010]T with probability1/3
(00 1] with probability (1 + p)/3.
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3.3.2 Stability Analysis

The queue evolution from (3.1) is a random walkNf, as depicted in Figure 3.4.
Theorem 3.1 shows the stabilizing influence of the stealing effect.

Theorem 3.1 A 3-hop network is unstable for the cage= 0 and it is stable for
alo<p<l1.

Proof: The instability of the casg = 0 is readily proved with the non-ergodicity
theorem (see Appendix A) using the Lyapunov function

h(b1,b2) = by, (3.4)
and setting the constants
c=d=1.

Indeed, it is easy to note that in this case

—

E [n(B(n+ 1) | h(B(m))] = n(E(m) = 0,

is verified for all the three regions of the space satisfy'mﬁﬁ(n) > 1 (i.e., the
regionsB, C and D).

Next we prove the stability of the caseés< p < 1 by using Foster’s theorem
(see Appendix) with the Lyapunov function

h(b1,by) = b3 + b3 — bybo,
the finite set

F = {O < bi,by < 5/])},
the functionk = 1 and the notations

— -

Hiby by (1) = E:[h(b(n,+-1))\ h(b(n)) = h(b1, b2)
€b1,b2 (n) = Hby,by (n) - h(bla b2)7

wheree, 5, (n) can be interpreted as the drift of the random walk at tim&hen
we verify Foster’s theorem for all the three regions$\8f\ F.
After some computations, we find that for RegiBn, F,

1 1
eo(n) = Sr+12+ (b =1 +1— (b —1)) — b}
= 2-bi(n)/2<0.
Likewise, for regionC'\ F', we get

1+ 1—
Co(n) = T]”(b2 —1)2+ Tp(l 02— by) — b

= 1-(3+p)b(n)/2<0.
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Figure 3.5:Queue evolution fo8-hop with differentp values.

Finally, for regionD \ F', we have

ha(n) = SZZ((br 124 B (b4 D)+
S (=12 (b + 1) = (b — (b2 + 1)) +
1%(bi + (by — 1) = by(by — 1)) +
biby — b3 — b3
1—p 1+p

= T(l + 2b1 — bQ) + %(3 —3by + 3b2) + T(l + by — 2b2)
= 5/3—p(b1(n) + ba(n))/3 < 0.

Consequently, the two conditions of the theorem are satisfied and stabilibwisdpr
O

Finally, we simulate our Markov chain model in MATLAB and in Figure 3.5
we present the effect gf on the queue evolution. We also mention, that our the-
oretical results give insight into monitoring the queue of node 1 in orderdesas
the stability of the system (i.e., the Lyapunov function of (3.4) only consitiets
prove instability).
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Figure 3.6:Decision treeto obtainz = g(b) for the4-hop model.

3.4 Instability of 4-Hop Networks

The 4-hop system is relatively similar to ttiehop, except that the functiog(-)
becomes more complex to derive. Indeed the five possible patterns become

Ze{[tooor, 0o100/", 0010/, [0001)%,[1001]T}.

3.4.1 System Evolution

The drastic difference when moving tbhop topologies is that nodes that can
transmit concurrently (i.e., nodeand node3) will reinforceeach other and will
increase their transmission probability [DT06, DouQ7].

This interdependence makes the determinatiar{ 9fless straightforward than
in the 3-hop case. We capture this complexity bgecision treedepicted in Fig-
ure 3.6, which maps all the sequential events that can occur for the selettiwe
transmission pattern (one of the states in bold in Figure 3.6).

Before describing the exact mechanisms behind our decision tree, weéliogro
some necessary notations. First, we define the iterationstigyat represents the
step between two sequential events (an event corresponds to eitherltiséim of
a node in the transmission pattern or the removal of a node from the competition)
As shown in Figure 3.6, the decision-tree process ends in two iterations (

{0, 1, 2}) and this is due to the fact that at most two links can be active concurrently
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in the transmission pattern ofiahop network.
Secondly, we introduce the two indicator vectéfs) and.S™. The four entries

6i(n) = L, (n)>0
indicate which queues are occupiég(f) = 1) or empty §;(n) = 0). The vector
Sm=[sp ... ST,

obtained through an iterative process, indicates the set of nodes ¢hatilam
competition for the channel at iteration step Initially, all the nodes with a non-
empty queue compete for the channel at $tepd therefore

— -

SO =5(n).

Then the indicator vector at step, S™  is obtained by removing frold™ ! the
node that was selected at iteration stejand its direct neighbors.
For example, if we start from the fully-occupied case

S'=pn111"

and follow the path where nodeis selected; is set to 1), the nodes 1 and2
are removed from the competition and the new indicator vector becomes

S'=10001]"

for this path.

The exact probabilities of each link of the decision tree are denoted in Fig-
ure 3.6. The intuition behind these probabilities is that at siegl nodes; that are
still competing for the channel (i.eS;" = 1) have an equal probability of being
selected for transmission. Furthermorez;if, is already set to 1 at step, the
selected node has a probability of successfully stealing the channel, in which
casez;_s is set to0 andz; is set tol instead. Otherwise;; is set to0.

The computation of the different transmission pattern probabilities (i.e., the
determination of the functiog(-)) is obtained by summing up thgath probability
of each of the paths leading to one of the five possible transmission pateates (
circled in bold in Figure 3.6).
In other words, the probability of the pattern

[1ooo]"

is the probability of having set to 1 at stefd, multiplied by the probability of
keeping this selection at stégi.e., no additional active link or stealing effect).
Similarly, the probability of the pattern

[0100/"
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is the probability of having:; set to 1 at stef), multiplied by the probability of
keeping this selection at stép
Then, the probability of the pattern

[0o010/"

is obtained by adding: (i) the probability of having set to 1 at step, multiplied
by the probability of having this selection maintained at stegnd (ii) the prob-
ability of having z; set tol at step0, multiplied by the probability of having the
stealing effect at step.

Likewise, the probability of the pattern

[0oo1*

is obtained by adding: (i) the probability of having set to 1 at step, multiplied
by the probability of having this selection maintained at stegnd (ii) the prob-
ability of havingz; set tol at step0, multiplied by the probability of having the
stealing effect at step.

Finally, the probability of the pattern

1oo1”

is obtained by adding: (i) the probability of having set tol at step), multiplied
by the probability of havings set tol at stepl and (ii) the probability of having
z3 set tol at stepd multiplied by the probability of having, set tol at stepl.
As in Figure 3.4, Figure 3.7 summarizes the probabilities of the transmission
patterns (i.e.g(-)) for each of thes regions ofiN?:

= {0,0,0}

{b1(n) > 0,0,0}

{0,ba(n) > 0,0}

{b1(n) > 0,b2(n) > 0,0}
{0,0,b3(n) > 0}

{b1(n) > 0,0,b3(n) > 0}

{0, bg(n) > 0, b3(n) > O}

= {bl(n) > O,bg(n) > 0, bg(n) > 0}.

T Q"o Qwe
I
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Figure 3.7:Random walk inN? for a4-hop network.

3.4.2 Stability Analysis

Similarly to the3-hop network, we model the queue evolution by the random walk
in N? depicted in Figure 3.7. However, contrary to théop case, thé-hop case
presents a structural factor that makes the system unstable either with outwith
the stealing effect as stated in Theorem 3.2.

Theorem 3.2 A 4-hop network is unstable for all < p < 1.

Proof: Starting withp # 1, we introduce the Lyapunov function

p
h(bi,bs,b3) = b b 3.5
( 1,02, 3) 1+1+p 35 ( )

the constants = 3,d = 1, e = (1 — p)/36 and the function
3 if i eregionB

k(i) =< 2 ifieregionD (3.6)
1 otherwise

Furthermore we introduce the notation

—

fk by oy () = E[h(b(n + k))|h(b(n) = h(by, ba, b3))]
ek:b17b27b3 (n> = /’Lk,bl,bg,bg (n) - h’(b17 627 b3)7
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whereey, i, 1, 5, (1) is the drift of thek-step random walk. Having
S, ={i:h(i)>c},

we verify condition2 of the transience theorem (see Appendix A) in all regions of
S., starting with the regions havingi) = 1.
For regionA N S, we obtain

€1,000 =1 >e.

For regionC' N S.., we obtain

1l-p 1+4p p 1 -
€1,0,b2,0 = 5 2 1+4p =52 €.
For regionE N S., we obtain
P 1
€1,0,0,b3 = 1- m = m > €
For regionF' N S., we obtain
. _ l=p 1+2p p 1(1_ P )
1b1,0.bs 3 6 1+p 2% 1+p
- 1-p > e
6(1+ p)
For regionG N S., we obtain
. _ 2+p p 4—p( _ P
10.02b 6 1+p 6 1+p
_ Attt
6(1+p) —

For regionH N S., we obtain

_1—p+2+p p  1+2 p 3—p(1_ P
4 8 1+p 8 1+p 8 1+p
2
itk S
8(1+p) —
Following the same methodology, we obtain after some computations-skep
drift (i.e., k(i) = 2) for regionD N S,

)

€1,b1,b2,b3

IS

1=p > ¢ forby = 1
€ = 2 .
27b17b2,0 1 D + % Z € 0therw|se 9

—_
o

N
=~ ‘

And the3-step drift (i.e. k(i) = 3) for regionB N S,

1—p
€3,61,0,0 = W > €.
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Figure 3.8:Queue evolution fod-hop with differentp values.

Consequently, as conditiohsnd3 are trivially satisfied, the system is unstable
forp # 1.

In the casep = 1, we prove the instability of the network by using the non-
ergodicity theorem (see Appendix A) with the Lyapunov function

h(by, b2, b3) = 2by + b3, (3.7)

and setting the constants= d = 2 in that theorem. Indeed, by computing the

—

drift €(b(n)) = €14, b,.65 (1), We obtain

0 if b(n) € regionB, D, F
e(b(n)) =4 1  if b(n) € regionC, E,G (3.8)
2/8 if b(n) € regionH.

Therefore, as we have non-negative values for all the regions sptme such that
h(b(n)) > ¢ and as the drift is upper-bounded thywe end our proof fop = 1 by
applying the non-ergodicity theorem.
O

Finally, we present in Figure 3.8 the simulation results showing instability in-
dependently of the value. These results are fundamental for real networks as they

reveal the tendency of CSMA to naturally produce instability4fdrop topologies.

3.4.3 Extension to LargerKk-Hop Topologies

In the case without the stealing effegt £ 0), we can easily prove the network
instability for K’ = 2, as we did in the previous sections far = 3,4. When

p = 0, the instability of ak-hop topology for anyK’ > 4 follows then from the
following lemma.
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Lemma 3.1 (K-hop Instability) If p = 0, a sufficient condition for a lineaf-
hop network to satisfy the conditions of the non-ergodicity theorem and thnes to
unstable is that both thé/’ — 1) and (K — 3) hop networks satisfy the conditions
of the non-ergodicity theorem.

Proof: Let us denote the next step expectation & dop network by

— —

pi* (n) = E[h(b(n+1)) | h(b(n)) = h(i)].
Hereh(ﬁ) = b; and therefore we can write

pf(n) = apg (n) + (1 — a)ps* (n) (3.9)

where we have used (3.3) and the independentgf-1)—b;(n), 1 <i < K—3,
frombx_o(n) andbg 1 (n), conditionally tozx_3(n) = zx_2(n) = 0. Therefore
(3.9) becomes

p(n) = ap® " (n) + (1 — )" (n),

which implies thay./S (n) verifies the inequalities of the non-ergodicity theorem if
=1 (n) andp=3(n) do.
U

This structural instability of the MAC layer for linear topologies is of utmost
importance for the design of future wireless mesh networks. Indeededustabil-
ity means delay and packet drops. These artifacts are undesirablereuthanism
to prevent instability should be designed. Fortunately, some sistalie stabiliza-
tion strategiesare implementable with off-the-shelf hardware, as described in the
next section.

3.5 Static Stabilization Strategy

3.5.1 Source Throttling

In the previous sections, we showed that system instability is caused bpdiee n
next to the source (i.e., nod¢. The main reason for this problem is that, over the
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Figure 3.9:Queue evolution fot-hop with differentp andq values.

long run, nodé) is given more chances than notd# successfully transmit, which
results in a queue build-up at notle

Our MAC layer solution, calleghenalty strategyworks by reducing the odds
of channel access by node This strategy, besides its useful stabilization prop-
erty, is easily implementable with off-the-shelf hardware. For instance,dtle o
of channel access for an IEEE 802.11 node can be affected usingitimaum
contention window paramete€(V,,.;»,). In particular, the higher th€'W,,,;,., the
lower the odds of channel access. Therefore our penalty stratadyecdeployed
by setting nodé with a higherCW,,,;,, (i.e., cwg) than the other nodes (i.exw;
fori > 0).

3.5.2 Penalty Model

We model the penalty strategy by introducingheottling factor g € [0, 1] that
shows the degree at which the input rate is throttled at the source. Thatid,
means the input rate is not constrained and then faegl@ot penalized (similar to
our previous model). On the contragy= 0 means nod@ is completely starved
and the input rate is null.

A useful analogy to this strategy is a water pipe with the tap aperture eing
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The higher the value af, the higher the inflow into the network, but also the more
likely the flow will be turbulent. Mapping this back to our system, we deduce that
there exists a throttling factor threshaftibelow which the system is stable.
The impact of the throttling factor is captured in our analytical model by choos

ing node0 with probability

5"

aSy" + 550 Sjm’

whereas nodé # 0 is selected with probability

Sm

)

a5¢" + Zj>0 S;'n.

For instance, consideri&-hop network where at a given time slot only nodes
0 and 1 have packets to transmit: then node 0 wins with probability

P(20) = q¢/(1 +q)

and node 1 wins with complementary probability

B(z1) = 1/(1 +q).

3.5.3 Theoretical Analysis

Next we analyze3-hop and4-hop networks, after implementing the penalization
strategy.

Beginning with the previously unstabtehop casey{ = 0), we prove the stabi-
lization effect of the throttling factor and the existence of the thresholg 1 by
applying a similar methodology than in Section 3.3.2. That is, using the function

h(b1,by) = b3 + b3,

and the finite set

- fosn<etinfosnetie)
we verify Foster’s theorem (see Appendix A) and therefore provestlgility of
the3-hop case for aly < 1.

Next, we consided-hop topologies. We observe that the stealing effect has an
important impact on stability. Indeed, as depicted on Figure 3.9, the threghisid
highly dependent on the stealing effect probabitityl he higherp, the higherg*.

We derive theoretical bounds @i as follows. First, we obtain a lower-bound
through a stability argument. The proof is obtained by a generalized ves§ion
Foster's theorem (Theorem 2.2.2, [FMM95]) that usestep expectation instead
of 1-step expectation. We apply it with the Lyapunov function

h = by + by + b3,
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takingk = 18.
The upper-bound is similarly obtained by the non-ergodicity theorem (gee A
pendix A) with the function

b
1+p

h=b + bs

and the parametdr = 15.
Following this procedure fgp = 0, we obtain

0.37 < ¢* < 0.884.
Similarly, whenp = 1, we find
0.76 < ¢* < 0.964.

It should be noticed that the bounds ghcould be made tighter by either inves-
tigating different Lyapunov functions or by increasing the vatuge., increasing

the number of steps of thesteps expectation at the expense of higher computa-
tional cost).

Nevertheless, the current bounds already validate some results oé BigurFor
instanceq = 0.75 < 0.76 is stable forp = 1 andg = 0.9 > 0.884 is unstable for
p=0.

3.5.4 Experimental Analysis

We test our stabilization strategy on our experimental testbed describea-in Se
tion 3.1. We implement the fact@rin our testbed by setting a different value of
CWin atthe WAP (i.e.¢cwg) than at the other nodes (i.ew;~¢). Thus, to imple-
mentq = 1/2, we usecwy = 25 andcw;~o = 2°. Note that our hardware forced
us to set the contention window as a powe2.of he results of Figure 3.10 confirm
experimentally the efficiency of the throttling factor in stabilizing the network. In
deed, a value of = 1/2 suffices to change the network behavior from unstable to
stable.

Table 3.1 presents mean throughput statistics for different network aimks
values ofg. The results are obtained by running experimentd@ors and measur-
ing throughput over non-overlapping 5 s intervals. Each entry in the tab$erep-
resents an average of 80 samples. Corresponding standard dewéad@iso pro-
vided. We make the following observations. First, there is a significant gimmut
gap between-hop and4-hop networks, which can be attributed to the distributed
nature of IEEE 802.11 that does not always make the best spatialathsechan-
nel. Second, for the case #hop networks, the mean throughput decreasesqyith
but only wheng becomes very small (i.eq,= 1/16 or smaller). Up to that point,
the overhead caused by using a larger contention window for the WAR temo
significant.
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Figure 3.10:Experimental results for the queue evolution for thiop topologies with different
throttling factorsg (we recallg = 1 is unstable).

| | Mean throughput Standard deviation

3-hop withg =1 240.5 kb/s 15.8

4-hop withq = 1 146.0 kb/s 16.7
4-hop withg = 1/2 157.5 kb/s 16.3
4-hop withg = 1/4 141.5 kb/s 14.5
4-hop withg = 1/8 143.3 kb/s 17.4
4-hop withg = 1/16 108.7 kb/s 11.8
4-hop withq = 1/32 96.9 kb/s 11.1
4-hop withq = 1/64 81.8 kb/s 13.4

Table 3.1:Mean throughput and standard deviation for networks of differerssind for different
throttling factorsg.

3.6 Simulations on Multi-Flow Topologies

Up to this point, we have focused on single flow linear topologies as they are th
building blocks of more general mesh topologies. However, to show thatahe
bility problem also arises in more complex topologies, in this section we present
the simulation results obtained with the ns-2 simulator.

We analyze the two multi-flows topologies depicted in Figure 3.11, where sce-
nario 1 sees two concurrent flows and scenatisees three. Furthermore, we
set the simulator to use the standard parameters of IEEE 802.11 ad-hacksetw
(RTS/CTS disabled, Tx rang&50 m, Cs range:550 m) and let the simulations
run for respectivelyl 100 s and1600 s.
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Figure 3.11:llustration of the two topologies tested by simulation.

The two performance metrics we focus on are: (i) end-to-end delay (#w d
lays means that the network is stable, whereas high delay is a symptom afeatur
gueues) and (ii) throughput. Figure 3.12 ignores the fiosts of the simulation
and shows the average performance achieved by the network astiarfiuoicthe
throttling factorq. We compute the throughput by measuring the average on dis-
joint 50 seconds intervals, thus obtainigg (30) measurement points. Then we
plot the median value with théh%-confidence intervals.
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Figure 3.12:lllustration of the evolution of the delay and the median of the averagedghpu
(with confidence interval) depending on the throttling facidor scenariol (left) and scenari@
(right). We note that in both scenarios the vajue- 1/128 stabilizes the network (i.e. low delay),
while achieving a good throughput performance.
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We note that, for both scenarios, the standard IEEE 802.11 protocal &-€.)
performs poorly as expected, with high variance in throughput and higtteeend
delays. Furthermore, using an appropriate throttling factor that is largarftr
the single-flow case (herg = 1/128), performances are significantly improved
by achieving both negligible delays and higher global throughput due twer lo
packet loss rate (as no buffer overflow in stable regime).

3.7 Instability Problem at Higher Rates

Our analytical model allows us to explain why a sta®lbop network becomes
unstable when @ hop is added (see Figure 3.2). Nevertheless, the results from
Figure 3.2 are obtained with a fixed data ratel dfib/s, a buffer size limit 060
packets, and a small-scale testbed where the routers are used withoextbeigal
antennas (better control on the experimental environment). In ordefitzatea

our results on a different setting, we modify the MadWifi driver to unlock the
buffer size limit and to allow for the modification of its value at run time through a
simple command (see Appendix B for details). We then set the buffer limitGo
packets and repeat the experiment from Figure 3.2 on the real-scidgmient of
Figure 3.13, for different data rate settings.

1
} |
a

66 M BC

Figure 3.13:llustration of the deployment used in Section 3.7.
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Figure 3.14:validation of the experimental results from Figure 3.2 on a differentsetaning at

various data rate.

Figure 3.14 and 3.15 show the queue evolution 8ffep network (nodé to
3 in Figure 3.13) and d-hop network (nod® to 4 in Figure 3.13) at data rates of:

1 Mb/s, 2 Mb/s, 11 Mb/s and auto-rate. Additionally, Table 3.2 presents the link

throughputs and the end-to-end throughputs achieved at the diftlaentates.

throughputrate | 1 Mb 2 Mb 11 Mb auto-rate
lo 894 kb/s | 1.67 Mb/s | 6.71 Mb/s | 5.79 Mb/s

I 858 kb/s | 1.52 Mb/s | 5.82 Mb/s | 2.03 Mb/s

lo 754 kb/s | 1.28 Mb/s | 4.23 Mb/s | 1.95 Mb/s

I3 813 kb/s| 1.6 Mb/s | 5.98 Mb/s | 5.49 Mb/s

3-hop 241 kb/s | 493 kb/s | 1.05 Mb/s | 373 kb/s
4-hop 194 kb/s | 354 kb/s | 791 kb/s | 260 kb/s

Table 3.2:Measurements of the links throughput and the end-to-end throughpua-bop and
4-hop linear topology for different data rates.
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Figure 3.15:validation of the experimental results from Figure 3.2 on a differentsetaning at
various data rate.

Our results show that even thoughis the bottleneck link (i.e., the link de-
livering the smallest throughput when transmitting alone) for all the data, riates
does not result in network instability in ttieshop case, due to the stealing effect
described in Section 3.2.3. Moreover, the simple addition ¢f*ehop turns the
network from stable to unstable (i.e., the queue remains close to the buffer limit).
We note that the queue size variations are larger than in Figure 3.2. Thisaigdee
the real-scale deployment is a less controlled environment more pronerig-cha
ing channel conditions. Nevertheless, we stress that, despite thes®wuarithe
change in stability between3ahop and4-hop network is seen for all the different
data rates that we tested, as predicted by our analytical model.

Our experimental results at higher rates also provide an interesting finding th
is worth mentioning. Indeed, when observing Biop results, we see that the
gueue variation of nodeincreases at higher rates.

To understand this finding, we need to recall that the transmission duragion d
creases at higher rates. This means that the period of vulnerability to giegte
effect decreases at higher rates and, therefore the probabilityadinsteffectp
decreases as a function of the data transmission rate.

Finally, once we understand the relation between the data rate and théiptpba

p, wWe note that our experimental results at higher rates confirm the simulation re
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sults of our analytical model presented in Figure 3.5. In other words eeédimt
the higher the rate (i.e., the smal}gr the closer the queue evolution gets to a null
recurrent system.

3.8 Concluding Remarks

In this chapter, we addressed the problem of network stability in CSMAeblis-

ear wireless mesh networks and we provided three main contributions. virrst,
identified two key factors impacting the stability: the network size and an artifact
that we call the stealing effect. Second, we proved analytically and shexyeri-
mentally thaB-hop networks are stable when we account for the stealing effect, but
4-hop networks (and presumably larger topologies) are not. Third, wisatband
proved the effectiveness of a simple static stabilization strategy that throtles th
source at the MAC layer, preventing packets from being injected too lguitio

the network. We note that this strategy penalizes only the source whemottes

also have packets to transmit. This desirable property allows to ensuretdioih s

ity and high throughput. Our analysis and experiments have shown thetiiisgle
value CW,,;, four to eight times larger at the source than at the relay nodes (i.e.,
q = 1/4 or ¢ = 1/8) in the 4-hop case effectively achieves these goals. We also
showed that multi-flow networks can also be stabilized by using higher vafues
g. As the optimal parameteris topology-dependent, in the next chapters we will
present some techniques to automatically adapt the throttling faetmzording to

the network environment.



Chapter 4

Building an Indoor Wireless
Testbed

4.1 Problem Statement

Wireless mesh networks were designed to become a commercial produlitéo de
high-speed Internet access to regions that were still unserved. itrbéggnning,

in 1994 under the name aiassive array cellular systemsireless mesh networks
were thought to become a cost-effective alternative to replace the last-fnéls-in
tructure in large metropolitan cities [Pie94]. With the explosion of wired braadb
connectivity in developed countries, the business case has evolveadvidgac-
cess to places where the infrastructure is inexistent or unavailableasiurckevel-
oping countries or in emergency situations. It remains that we need to deatens
that the theoretical solutions, indeed work well in practice.

Research in mesh networks thus requires us to complete a full cycle campsistin
of analysis, simulation and experimental evaluation in order to make truegsogr
(cf. Figure 4.1). As a result, we decided to build a large-scale wirelesh mes
network to support our research. Similar infrastructures exist, su¢hea®lT

Real deployment

Analysis Simulation Experiment

? (( g~ ”xf]}

- | - - |
| —= T
(models) (code) || ‘ \

(results) ’

(measurements)

Figure 4.1: Scientific progress in WMNSs requires a full cycle

43



44 CHAPTER 4. BUILDING AN INDOOR WIRELESS TESTBED

roofnet [ROO] or the Magnets [KZP06] (currently renamed to BCYestbeds.
Nevertheless, as we did not have easy day-to-day access to thesdgestd none
existed at EPFL, we decided to build from scratch our own multi-hop testhed o
campus. During this deployment, we faced multiple challenges and design ques
tions. In this chapter, we share some of the experiences and lessorermezie

this process.

4.2 Choice of Hardware and Software

4.2.1 Requirements and Challenges

The first step when deploying our indoor mesh network was to set théreequ
ments for our testbed. In our case, we were interested in matching the fajlowin
constraints.

e Adaptability: Even though our main interest lies in the scheduling problem
of IEEE 802.11 mesh networks, we were interested in building a more gen-
eral platform that would enable practical investigations of a wide range of
research scenarios such as routing, user tracking, mobility, etc.

e Programmability: Due to the research-orientation of our deployment, we
chose our hardware and software in order to provide adaptability even if
is at the cost of a small drop in relative performance. The first effeitti®
requirement appears in our choice of the firmware (openfyRiid of the
driver (MadWiff) that are both open-source and thus enable us to modify
the source code in order to meet our research needs.

e Large-scale:Having already performed small-scale experiments (e.g., in the
basement of our school building), we were interested in providing a phatfo
that is closer to a real deployment. Toward this goal, we designed ourdestbe
to cover six buildings on our campus with different node densities between
the buildings.

e Price constraints: Finally, the last constraint we needed to meet was a bud-
get constraint that forced us to evaluate different alternatives, er ¢éodind
the hardware that provides the best tradeoff between the differguiree
ments. We also stress that due to budget reasons, we did not considse the
of Software Defined Radio (SDR) in our architecture, even though itkneas
option offering the highest level of programmability.

!Berlin Open Wireless Lab (BOWL): http://bowl.net.t-labs.tu-berlin.de/
20penWRT firmware: http://openwrt.org/
SMadWwifi driver: http://madwifi-project.org/
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4.2.2 Hardware Description

In order to decide on the hardware forming our wireless testbed, wersmtehe
different options and tested the four following routers as potential catedfrom
most expensive to cheapest):

e Mikrotik RouterBoard 532 was the first router we tested experimentally
in [AHKTO8]. It was available at a price arour2®0 $. This router is based
on a CPU o#100 MHz, with 64 MB of DDR RAM. It provides two mini-PCI
connectors that allows the usedindependent wireless interfaces.

e Asus WL-500g Premium vlis a small and efficient residential router that
cost around0$. It is based on 266 MHz CPU (that can safely be over-
clocked to300 MHz) with 32 MB of RAM and 8 MB of flash. It provides
a mini-PCI slot that initially contains a Broadcom wireless card (which can
easily be replaced by any other mini-PCI card) and two USB ports that are
very useful for extending the storage capacity with USB memory sticks.

We note that today a new version of this router (v2) replaces the original
version. Even though this second version is less expensive, it is ako les
interesting for us as researchers. Indeed, the mini-PCI slot hasdyglaned

by a built-in wireless interface and this modification prevents us from easily
testing new protocols by changing the wireless card.

e Linksys WRT54GL is a popular home router that cost aroustd$. It is
based on 200 MHz CPU with 16 MB of RAM and 4 MB of flash. It has
a built-in wireless card that cannot be removed and thus does not offer th
flexibility that a mini-PCI gives.

e La Fonera is the smallest and cheapest router we tested with a price of
around20 $. Itis based on &80 MHz CPU with16 MB of RAM and 4 MB
of flash.

After testing the routers under different settings, we found that the YAdus
500g Premium offered the best price vs. performance tradeoff. The thajor
points that convinced us to select the Asus instead of the Linksys or lex&are:

1. It provides the flexibility to change the wireless card (i.e. it uses a mini-PCI
instead of a built-in wireless interface), which is useful to easily adapt to
changes in the MAC technology.

2. It has two USB slots that can be used to extend the storage memory. This
feature is particularly useful, because it allows us to easily log arbitrarily
large trace files on the router without any restrictions.

3. It does not have thé MB-flash limitation. Indeed4 MB is pretty limited
when some useful softwares, such as Click [KMID], are included in the
OpenWRT firmware image.
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http://icawww1.epfl.ch/aziala/ |
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Figure 4.2:The Asus WL-500g Premium that we used in our testbed and where (haveged the
WiFi mini-PCI card to an Atheros-based one, and (ii) we designed aitpahimbo power our router
through a battery, which enabled us to support mobile scenarios.

When purchasing our hardware in 2007, we chose the Asus over thiterfBoard
for two main reasons. First, the USB capabilities were a useful featuxédpi
only by the Asus. Second, the small CPU gain of the Routerboard did riify jus
the price difference, which was an important factor as we were plannibgyo
around60 routers (i.e., around0, 000 $ difference in the total price). We note
that nowadays, at the end of 2010, an interesting option that we araeong
for upgrading our testbed are the Alix boards from PC Engines, whiga tre
advantage of (i) running over an x86 architecture instead of mipsel,jijuhd\ing
space for two WiFi interfaces and three antennas (that can for exampigell to
perform MIMO in IEEE 802.11n).

The Asus routers were provided with a power supply and a standaatiBro
com mini-PCI WiFi card. These settings are good for a standard homghuger
we needed to operate two modifications/enhancements in order to suppat the
search scenario we had in mind (i.e., modifying/monitoring the MAC parameters
and supporting mobile scenarios).

¢ Allow modification/monitoring of MAC parameters: In order to use the
open-source MadWifi driver, we needed to change the mini-PClI card to a
Atheros-based one as depicted in Figure 4.2.a. We used the NMP-8602
Atheros card that runs on IEEE 802.11a/b/g.

e Enable mobility: In order to eliminate the requirement to plug our router
to the electrical grid (which prevents mobility), we equipped some of our
devices with6 V batteries as shown in Figure 4.2.b. To be able to meet the
high amperage requirement to support the wireless interface of our,route
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we used A 506/10 batteries. Moreover, as the Asus routers work oman in
voltage of4.5 V, we added two inductances to the cabling connecting the
battery to the router.

In addition to these modifications, we also equipped each router RithRBamem-
ory stick that is automatically mounted during the boot-up of the router. Afteemor
than one year of constant use, we note that the power supply is the maie sbu
failure of our routers. Indeed, we experienced almost no problems véttotiter
hardware itself, but we had to replace aroufdgower supplies that broke down.

4.2.3 OpenWRT Firmware

OpenWRT is a free open-source and Linux-based firmware. We dktidéash
our routers with this distribution, because of the facility with which we can (i)
install existing program and (ii) deploy our own C code. In Appendix Bpwide
a detailed explanation of the methodology that needs to be followed in ordgr to (
build an image that is ready to be flashed on the routers, (ii) cross-compitevou
program to run on the mipsel architecture of the Asus, and (iii) flash themage
to the routers and make the first boot-up configuration procedure.

A particularly interesting software to install in the OpenWRT image is the
Click modular router [KMC 00]: it allows us to completely control the process-
ing/routing of a packet since it arrives to the router until it leaves it.

4.2.4 MadWiFi Driver

MadWifi is an interesting, but challenging wireless driver. On the one hidd
advantage comes from its open-source code that leaves room fanedgfication

and enhancement of the protocol. On the other hand, it suffers fremobthe
typical drawbacks of open-source software, as opposed to indystigucts. For
example, we noted that some of the supposedly working commands were only
partially implemented (or even not implemented at all).

One of the key advantages that convinced us to adopt MadWifi is that-it pro
vides an easy access to multiple MAC parameters of IEEE 802.11, such as the
CWin, CWiaz, RTS mode on/off, etc.

Nevertheless, we needed to modify ourselves the source code in oralgtieve
three objectives:

1. We unlocked the modification, via tipriv command, of the MAC layer
parameters for Best Effort traffic (BE), the standard type of traffithim
network.

2. We enabled the use of multiple MAC queues (upttor 8) as it is pro-
posed in the IEEE 802.11e standard to achieve Quality of Service. Mereov
the possibility of using different queues is very useful in congestiarirob
schemes as it allows us to use different class of service depending on the
nature of the next-hop.
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3. We coded three new functions to theanconfigcommand in order to access
the instantaneous queue occupancy and to access and modify the maximal
MAC buffer length (usually locked t60 packets).

As the technical details behind each modification are rather complex, we de-
fer their description to Appendix B. Furthermore, we stress that noveadaw
open-source drivers such as athBkd ath9R have been launched as follow-ups
of MadWifi in order to support the new generations of the IEEE 802.11 family
such as IEEE 802.11n.

4.3 Testbed Deployment

Once we finished with flashing and configuring @r Asus routers, we had to
plan our deployment to be able to cover as many scenarios as possiblati&ilg in
planned our deployment for a flexible design in which the routers wouldjdly
deployed and collected back directly after a round of measurementst(e end
of the day). But, our initial measurements appeared to suffer the samiemb
as the ones reported in [PYC06] and we had to reconsider our desigleed,
we found that simple displacements of a mesh node by as little as a fraction of a
centimeters leads to significant changes in the connectivity, from high &Nis
sically no connection at all. This issue was a real limitation for the reproducibility
of the results as it is impossible to guarantee the exact same positioning @&a rou
between two rounds of deployment.

Therefore, we finally decided to have a mostly fixed mesh network testbed with
41 routers installed and we kept the others as mobile devices that can rapidly be
deployed for flexibility if needed. For the safety of the hardware, wdayepl
most of the routers within private offices. Concerning the routers thetetkto be
deployed in public spaces, we modified them to add a locking system in order to
attach them to the fixed infrastructure.

4.3.1 Topology

The map of the final topology that we are currently using in our indoor tdssle-
picted in Figure 4.3. We us#l wireless routers that we spread among@oeild-
ings of the 1&C Faculty. We designed our deployment to form a fully-cotetec
network, with a different node density among different buildings. Amongithe
routers,37 are connected to the wired infrastructure by usingvifpa supplicant
software for authentication with the IT infrastructure of the department.4Tree
maining nodes could not be directly connected to the wired infrastructeeadu
their location in the inter-building corridors that do not contain any wirecheon

tivity plug.

“4ath5k driver: http:/linuxwireless.org/en/users/Drivers/ath5k
Sath9k driver: http:/linuxwireless.org/en/users/Drivers/ath9k
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Figure 4.3:Map of our wireless mesh network deployed within EPFL. It covebsiildings over
10,000 m? and it containgy7 Asus routers that are accessible through a wired Ethernet connection
and4 nodes that are only accessible via wireless.

Even though the node positions remained fixed, this real-scale deployment e
abled us to derive some interesting findings about the variability of the enviro
ment. Indeed, we found that both (i) people passing by, and (ii) windowls a
doors being opened/closed, led to drastic changes in the performdrese prac-
tical findings have two consequences for our work:

e It confirmed the need to perform long-term traces in order to obtain statis-
tically meaningful results that are not impacted by the natural variability of
the wireless environment.

e It supported our approach to propose dynamic solutions that automatically
adapt to the changes of the environment and that does not requireribd a p
knowledge of the capacity region.

4.3.2 Network Control Tool

Although the offline processing of long-term traces is needed in the tiealaf a
practical evaluation, itis very useful to be able to rapidly obtain live visatibn of
some performance metrics in other situations. Examples of cases whetieneal-
plot are useful include (i) the early implementation/evaluation phase whembtpok
for the sources of a problem; (ii) the final evaluation phase when fineingun

the system; and (iii) administrative and demonstration purposes where real-time
visualization helps.
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After some investigation, we could not find a software that matches our re-
guirements of: (i) allowing the visualization of statistics such as the link through-
put and the MAC queue occupancy (obtained after hacking the desveescribed
in Appendix B); (ii) allowing to control (i.e., launch commands) in all or part of
the network from a central server; and (iii) being open-source andialipsim-
ple modification of the source code for the addition of new visualization modules
depending on the research needs.

Therefore, we developed our own program, caNed-Controller that can cre-
ate nice dynamic plots representing data collected on-the-fly from the rheandr
that allows us to send arbitrary commands to any set of nhodes. We mention that
some tools, such as Jigsaw [CB@6], have been proposed in prior work to allow
for the creation of a packet-level trace by merging the data obtained frdtiplau
sniffers. Net-Controller significantly differs from Jigsaw-like tools in #hreays:

e itis both very user-friendly with a graphical interface and easily exphled
to monitor arbitrary metrics of interest in the network;

e it does not require dedicated monitoring nodes in the network and thus it is
also able to display internal data that cannot be sniffed on the air, stloh as
gueue occupancy or the variation in contention window;

e itis not only a monitoring tool. Indeed, Net-Controller allows to modify the
parameters of any node in the network, directly from the graphical ierfa
Moreover, it also enables us to generate traffic from any set of nodbs
network to any other node with only a few mouse clicks (see Wgeo

Design Description of Net-Controller

We designed Net-Controller to work as two separated sub-programsotinatc-
nicate together through a network socket (see Figure 4.4).

e The server part runs on a computer (desktop, laptop, or any other device
with a display). It consists of a simple graphical interface that allows fer dy
namic plots to be generated, for the commands to be launched on the nodes,
and for traffic to be started (or stopped). Requests are sent pefipdaa
the nodes in order to retrieve the data to plot. The commands are launched
throughssh . This program is written in Python and is multi-platform. It
simply needs to know the IP addresses of the routers to interact with them.

e The client part runs on the wireless routers. Its role is to answer the requests
sent by the server with the appropriate values. These values can bg#dnsta
neously obtained at any time (e.g., a queue occupancy), or aggregaied (
the number of bytes received since the last request, in order to compute a
throughput). The current version of this module is implemented in C and

5Net-Controller - network management & visualization: http://icawww1.epiNetController/
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Figure 4.4:lllustration of the design structure of Net-Controller. The flowand?2 are used to
illustrate through an example the plots resulting from Net-Controller.

can answer requests for: (i) the link level throughput, for each IP gow
ing through this router; (ii) the occupancy of the IP and MAC layer queues
and (iii) the value of the IEEE 802.1Q'W,,.;,, parameter. We designed our
program to facilitate the addition of new parameters.

Having described the high-layer architecture of Net-Controller, werdefe
Appendix B the technical discussion about the detailed installation proeeahar
use of the program.

Graphical Interface of Net-Controller

The control graphical interface of Net-Controller is depicted in Figure wttere
we see two active windows.

The window entitled "Net-Controller” is the main control window that can be
horizontally divided into three regions. In the top left, we have a spaceated
to the nodes and parameters selection. We note that Net-Controller also faltows
logging in a trace file of the live statistics that are plotted. In the bottom left, there
is a text field that summarizes the last commands that have been executed by the
program.
The rightmost part of the window is a text field that is dedicated to displaying the
output of the commands that have been launched in the different nodes.
Finally, in the middle of the window, we find at the bottom a list of all the flows
that have been sensed by any of the router in the mesh network (our dtion
flows corresponds to the tupte I Ps,..; I P >). In the middle top, we find the
command section that allows the user to send and see the status of the command
execution at the different nodes of the mesh.

The second window labeled "Traffic Manager” is an add-on module tleat w
created in order to easily launch traffic between any two pair of nodes.whly
it operates is by using the parameters provided by the user in order tdlshmc
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Figure 4.5: User-friendly graphical interface of Net-Controller that allows us to €igst the
parameters and node to monitor; (ii) launch arbitrary command on aof sedes; and (iii) launch
traffic between any set of nodes.

correspondingperf commands at the different nodes. Its major advantages lays in
considerably speeding the experimental process by allowing us to rapinigha
or stop any flows in the network with a simple mouse click.

Example of Result Display

In order to illustrate an example of live graphical plots returned by NetGler,
we consider the interesting example of Fair Queuing [DKS89].

Indeed, currently almost all off-the-shelf routers use a single québewFO
policy (First-In, First-Out), but other policies have been proposethiiqueuing,
each node uses a separate queue for each individual flow and tresesare then
scheduled in a round-robin manner. We implement fair queuing in Click [KBIG
and capture its gain by having a fully backlogged UDRop flow (flow 1) and a
2-hop flow (flow2); both go through node as depicted in Figure 4.4. Figure 4.6
shows that the standard FIFO policy completely starvethep flow, whereas
fair queuing fairly shares the throughput between the two flows (max-niin fa
ness). The starvation problem in FIFO occurs because the single glirade2
is always full of packets from flow, and thus drops most packets from flew
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Figure 4.6: Throughput received at the destination for the two flows. With the standO
policy (left) and with fair queuing (right). The plots are produced by Neti@ller. In the legend,
“thr(z — y)” denotes the throughput of the flow from the source node the destination nodg

4.4 Concluding Remarks

In this chapter we described some of the challenges we faced and some of th
experiences we gained while building from scratch our indoor wireless imoyti-
network testbed.

In addition to the work presented in this thesis, our wireless multi-hop nefwork
supported multiple other research work. Some examples of projects tlthbuise
testbed for their experimental evaluation cover the fields of

e Indoor user localization and tracking using IEEE 802.11 [Epil0].
e Epidemic forwarding protocols and the effect of mobility [EFLBAL0].
e Correlation of erasure between links [JSRB].

e Opportunistic routing protocols for multi-hop networks [Bec11].

The usage of our wireless testbed in a large range of research isseisaan in-
dicator that we successfully reached our goal of adaptability in the design
deployment of this infrastructure.

Furthermore, we presented the tool that we developed to manage and raonitor
wireless testbed. Net-Controller was used for our demo at Infocom i POAT].
There, we could launch experiments on our EPFL testbed and visualizettirerk
performance in live from San Diego, USA. We provide Net-Controllemaspen-
source software in our webstte

"Aziala - a wireless multi-hop testbed for research purposes: http://icavepfith/aziala
8Net-Controller - network management & visualization: http://icawww1.dpiNetController/
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Chapter 5

MAC Layer Congestion-Control

5.1 Background

5.1.1 Problem Statement

We consider the case of a wireless multi-hop topology such as the one existing
the backhaul of a mesh network. As depicted in Figure 5.1, the backhaulioe-
less mesh is composed of three types of nodes: (i) a Wired Access P@m) (W
that plays the role of gateway and is connected to the Internet, (ii) AcasssP
(APs) that ensure the access part of the WMN by having the end-tsengcted
to it (note that usually the backhaul and access part of a WMN run opémaient
channels to avoid interferences) and (iii) Transit Access Point (TARg)trans-
ports the data packets through multiple hops from the WAP to the AP and back.
In this settings, we recall the results from Chapter 3, where we showéd tha
() IEEE 802.11 networks with more thahhops are intrinsically unstable and
that (ii) a simple static stabilization strategy can solve this problem by correctly
choosing the throttling factar € [0, 1]. Nevertheless, we also recall that the throt-

_

wired backhaul access| users

Figure 5.1:A wireless mesh network consists of a backhaul and an access part.
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tling parametey is topology-dependent. This is a serious limitation for wireless
mesh networks because (i) the traffic matrix is likely to vary over time and (i) the
exact topology might even not be known in advance (e.g., in the casearhan
gency requiring a rapid deployment). Hence, there is still a need to deselbp
adaptive algorithms that can stabilize the network independently of the tgpolog
In this chapter, we satisfy this requirement by introducing EZ-flow, alinpop
congestion-control mechanism that automatically adapts to the network status.

5.1.2 System Requirements

In the design of our mechanism we focus on developing a practical, stadilizin
solution that is compatible with current equipments and protocols used in IEEE
802.11 wireless mesh networks. Toward this goal, we set four main regrits:

e Network stabilization: EZ-flow is designed mainly to ensure network sta-
bility, where a network is stable if all the relay nodes have finite queues when
equipped with infinite buffers (see Definition 3.2). In practice, whendraff
are finite, this means that no queue builds up. Furthermore, as the environ-
ment changes in real networks, we require EZ-flow to automatically adapt
itself to changes in the traffic matrix.

e End-to-end delay reduction The first implication of network stability is a
reduced end-to-end delay that should be maintained low with EZ-flow, com-
pared to IEEE 802.11 alone. Such a requirement of low delays is of utmost
importance in cases where a mesh network supports real-time, multimedia
services such as VoIP, video-on-demand or online-gaming.

e Unmodified MAC layer: We require that the IEEE 802.11 MAC layer re-
mains unmodified in order to ensure the compatibility of our solution with
the mesh networks already deployed. To meet this objective, we propose to
implement EZ-flow as a separate program that interacts with the MAC layer
solely through the contention windo®@1V,,,;, parameter of IEEE 802.11.

e Backward compatibility: We ensure the backward compatibility of EZ-
flow by having each node derive the needed information without message
passing. This approach allows for the possibility of an incremental deploy-
ment of EZ-flow in an already existing mesh.

In addition to these requirements we add two properties that are not primary
goals of EZ-flow, but that are still desired properties that appeardtionrasimu-
lations and experimental deployments:

e Fairnessimprovement We take IEEE 802.11 as a baseline for EZ-flow and
note that fairness is improved through a higher Jain’s fairness indeg valu

€T; 2
= (f(Z)Z) 1)
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wheren s, IS the total number of flows and; is the throughput achieved
by flow .

e Fair throughput improvement: Low delays and high throughput are of-
ten seen erroneously as antagonist goals to be pursued. Of caahseing
the application throughput to a very low value will always ensure low delay.
Nevertheless, we do not want our mechanism to limit itself to ensuring de-
lay at the price of throughput. For the same level of fairness, we threrefo
require that EZ-flow achieves a global throughput that is higher than with
IEEE 802.11 alone.

5.1.3 Related Work

Much effort has been put into understanding how 802.11 behaves irtahop
environment. Previous work show the inefficiency of the protocol inigiiog op-

timal performance, as far as delay, throughput and fairness arerc@u{GSKO04].

In [NNCAO6], Nandiraju et al. propose a queue management mechanism to
prove fairness. However, as they mention in their conclusion, a solutioreto th
inherent unfairness of the IEEE 802.11 MAC layer is needed for theiharésm

to work properly. In [JP09], Jindal et al. claim that the performand&BE 802.11

in multi-hop settings is not as bad as could be expected. For instance, they sh
an example through simulation where IEEE 802.11 achieves a max-min allocation
that is at leas64% of the max-min allocation obtained with a perfect scheduler.
Our experiments, in Section 5.3, show that the performance may actually e muc
worse. We believe that the cause of the discrepancy is that [JPO9hesghat
flows are source-rate limited, whereas we do not make such an assumption.

A first analytical solution to the stability problem in multi-hop networks is
discussed in the seminal work of Tassiulas et al. [TE92], which intrexlad®ck-
pressure algorithm. Their methodology uses a centralized scheduleelbetss
for transmission the link with the greatest backlog difference, i.e. the gteate
difference in queue occupancy between the MAC destination node adAGe
source node. Such a solution works well for a wired network, but isadapted
to a multi-hop wireless network where decentralized schedulers arechéadeo
the synchronization problem. Extensions from this work to distributed sthed
ing strategies have been discussed in works such as [CKLS08], @hapokar et
al. propose a scheduler that attains a guaranteed ratio of the maximalhthubug
Another effort to reduce the complexity of back-pressure is presém{&ET08],
where Ying et al. propose to enhance scalability by reducing the numbeeoks
that need to be maintained at each node. The interaction between an emdl-to-
congestion controller and a local queue-length-based scheduler issskst by
Eryilmaz et al. in [ESO5]. The tradeoff that exists in each scheduling girate
between complexity, utility and delay is discussed in depth in [YPC08]. One of
the drawbacks of these previous methods is that they require queumation
from other nodes. The usual solution is to use message passing, wbaicps
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an overhead and is thus costly even if it is limited to the direct neighbors.

Some recent work propose schedulers that do not require buftemiafion
from other nodes. In [GLS07], Gupta et al. propose an algorithm tbes the
maximum node degree in the network. Proutiere et al. [PYCO08] propagbem
algorithm, where each node makes the scheduling decision based solelpwn its
buffer. Finally, most recently Shin et al. propose an algorithm that aebistabil-
ity and where each node uses its own buffer occupancy witlg Bvg function to
make the scheduling decision [SSR09]. Nevertheless, even thoughlgweitram
is efficient for the case of a perfect CSMA, it requires a very lardtebsize (i.e.,
in the order of thousands of packets). Such a requirement preserdsawbacks:
First, large buffers imply a large end-to-end delay; second, the reqeireof such
large buffers does not match with current hardware, which usually &atandard
MAC buffer of only 50 packets. To sum up, despite recent and significant progress
on the theoretical side, almost all the existing solutions are still far from being
compatible with the current IEEE 802.11 protocol. One exception, whiclderas
veloped in parallel with our work, is the hop-by-hop congestion contheme
in [WJHRO9]. In their paper, Warrier et al. propose and deploy Difi@ich is
a protocol implementing a form of backpressure (i.e., prioritizing links withdarg
backlog differential). To achieve this implementation, DiffQ makes each ncede in
form its neighbors of its queue size by piggybacking this information in the data
packet (i.e., modifying the packet structure by adding an additional headd
then schedules the packets in one of the four MAC queues (each withediffe
CWhin value) depending on the backlog difference. Our approach diffexgadn
ways: (i) we use the next-hop buffer information instead of the differebéiak-
log, which results in an implicit congestion signal being pushed back moidyap
to the source; (ii) as opposed to DiffQ, we do not modify the packet streidtu
any way as we passively derive the next-hop buffer occupancy witiay form
of message passing. To the best of our knowledge, EZ-flow is the firdeimp
mentation that solves the turbulence and instability problem in real 802.&ttbas
multi-hop testbed without modifying the packets and without any form of mes-
sage passing. Our approach differs from all the previous works is¢hse that
we propose a practical solution, implemented with off-the-shelf hardwérere
we take advantage of the broadcast nature of the wireless medium te tlegiv
buffer information of neighboring nodes. We also highlight that the npaskive
buffer derivation methodology of our BOE module is potentially compatible with
new algorithms such as DiffQ, and it could allow them to eliminate the need to
piggy-back the buffer information (resulting in unmodified packet stregtur

Another line of work, parallel to ours, tackles congestion at the trath$gpgar
rather than the MAC (link) layer. In [RJJP08], Rangwala et al. prelgmitations
of TCP in mesh networks and propose a new rate-control protocol n&lvitae
that achieves performances that are both more fair and efficient. Simduilyt
al. focus on the starvation that occurs in TCP when a one-hop flow compittea
two-hop flow and they propose a counter-starvation policy that solvgztistem
for this scenario [SGMO08]. Garetto et al. also tackle the starvation problem at
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an upper layer [GSKO08]. They propose a rate-limiting solution and evaiulaye
simulation. Their major motivation for not using MAC-based approach is torens
compatibility with 802.11-based mesh network currently deployed. EZ-flow is
also fully compatible with the existing protocol since it only varies the contention
window C'W,,,;,,, @ modification allowed by the standard. Our approach differs
from previous work in the sense that we tackle the problem at the MAC &ayekr
that our methodology solves the problem both for bi-directional traffic T€B)

or uni-directional traffic that cannot count on feedbacks from the filestination

to adapt its rate (e.g. UDP).

Finally, another kind of work, which is similar to ours in the idea of exploit-
ing the broadcast nature of the wireless medium, is found in cooperateesity
and network coding. In [KRWO08], Katti et al. propose that relay nodes listen
to packets that are not necessarily targeted for them in order to codadhketp
together later on (i.e. XOR them together) and thus increase the champael ca
ity. In [BMO5], Biswas et al. present a routing mechanism named ExOR that
takes advantage of the broadcast nature to achieve cooperativeitgiamd thus
increase the achievable throughput. Furthermore, in [HRGDO05] Heisdealso
use the broadcast nature of IEEE 802.11 to improve the throughputaandds
of single-hop WLANS by replacing the exponential backoff with a mecmanimat
adapts itself according to the number of slots that are sensed idle. Ouifatork
lows the same philosophy of taking advantage of the “free” informationmngiye
the broadcast nature. Apart from that, our approach is differecguse we do
not use cooperation and network coding technigues at relay nodesstead in
a competitive context we derive and use the next-hop buffer informatitackde
the traffic congestion occurring in multi-hop scenarios.

To work in combination with routing solutions such as EXOR, our approach
could be extended . Truly, the fact that the forwarded packets aiedIrs&nt to the
same successor node implies that the forwarding process may not b&mHtEO
In, First-Out) anymore and thus the information derived by the BOE becomes
noisy. Nevertheless, by using a larger averaging period to smootheroies n
this information could still be useful for congestion control. Moreover,gdgrm
congestion control, a node does not always precisely need to know sdnicessor
(i.e., which next-hop relay) gets its packets: it just needs to keep to a low tredu
total number of packets that are waiting to be forwarded at all of its suceessor
This could be done using a similar methodology to the one presented in this paper
for the unicast case. A similar extension of a congestion-control froicaanto
multicast is discussed by Scheuermann et al. in [ST1].

5.2 EZ-Flow: a Scheme without Message Passing

5.2.1 EZ-Flow Description

First, we introduce the notion of flow, where a flow is a directed communication
between a source and a destination. In the multi-hop case, the intermediage nod
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Figure 5.2:Ez-flow works as two modules implemented above the MAC layer. ThesB@tcu-
pancy Estimator (BOE) passively derives the next-hop queue oocy@ad transmits this informa-
tion to the Channel Access Adaptation (CAA) module, which acts on a IEREL& parameter (i.e.,
the CW,..:,) to perform congestion control.

act as relays to transport the packets to the final destination. Ainpdés the suc-
cessor node of nodealong a given flow if it is the next-hop relay in the multi-hop
flow. We denote the queue occupancy of nedwy b; and its minimal contention
window (CW,.i») by cw;. In order, not to starve forwarded traffic, each node that
acts both as a source and relay should mairtanmdependent queues: one for its
own traffic and the other for the forwarded traffic. Furthermore, eertbdt has
multiple successors should maintdirqueue per successd if it acts as source
and relay). Indeed, different successors may encounter diffeosgestion levels
and thus EZ-flow performs best if it can adapt the channel accebalgtity per
successor. Note that, this requirement is scalable as EZ-flow doesatbtjneu-
ing per destination, but per successors and the number of succesggially
limited to a single digit in the case of a WMN.

Second, we describe the two modules forming EZ-flow that work as two inde-
pendent programs that collaborate to achieve congestion-contrad aive\MAC
layer (see Figure 5.2).

e A Buffer Occupancy Estimator (BOE) that derives the queue status of the
successor node along a flow.

e A Channel Access Adaptation (CAA) that uses the information from the
BOE to adapt the channel access probability throwgh

5.2.2 Buffer Occupancy Estimation

One of the major novelties of EZ-flow lies in the BOE that passively derives th
gueue occupancy at the successor nigge without requiring any type of mes-
sage passing. We emphasize that our BOE works differently than estimation a
proaches, such as [Jia07], that send probe packets to estimate thei¢ntalgige.
Instead, in our approach each nagessively computes how many of its own pack-
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ets are queued at node- 1. Using this information, instead of the total queue size,
EZ-flow aims to keep the number of packets at a successor’s queue shiaitlef
sign choice prevents a node from starving itself due to non-cooperatigbbors
(not performing congestion control).

To perform its task, the BOE keeps in memory a lisbf the identifiers of the
last 1000 packets it sent to a successor node. In our deployment we ugé-thie
checksum of the TCP or UDP packet as an identifier so as not to incuroamgu-
tational overhead due to processing the packet. We note that this ideptifieent
in the packet header, could be used by any mesh network based on DERM4
IP, and this is clearly the standard in currently deployed networks. Wesstiew-
ever, that this design choice is used without any loss of generality. Eyvem if
the future, the standard would be to run IPsec or to use non-TCP/UDKetpac
our mechanism would instead simply need to use a lightweight hash of thet packe
payload as an identifier.

Algorithm 1 EZ-flow mechanism at node
BOE module:
if transmission of packetto nodei + 1 then
Store checksum af in PktSent|] (overwrite oldest entry if needed)
LastPktSent = checksum op
else ifsniffing of packep fromi + 1 toi + 2 then
if checksum op € PktSent[] then
bi+1 = number of packets ifPktSent[] betweerp and Last PktSent
return b;,1 to CAA module
end if
end if

CAA module:
Require: Reception ob0 b;;; samples from BOE
bi1 = Average of50 b;; samples
if (Bi—i-l > bmam) then
countgown < 0; countyy < county, + 1
if (count,, >= log(cw;)) then
cw; 4 cwj - 2; countyy < 0
end if
else if(bi11 < biin) then
countyy < 0; countyoyn < countyopyn + 1
if (countgown >= 15 — log(cw;)) then
cw; — cw;/2; count goyn < 0
end if
else
countyy < 0; countgown < 0
end if




62 CHAPTER 5. MAC LAYER CONGESTION-CONTROL

The second information needed is the identifier of the packet that is actually
forwarded by the successor node. This piece of information can b&edtay
taking advantage of the broadcast nature of the wireless medium. Inaeked,ia
on the range of + 1 and is thus able to hear most of the packets that are sent by
nodei + 1 to 7 + 2. In the usual settings, the MAC layer at each node transmits to
the upper layer only the messages that are targeted to it and ignores tlagesess
targeted to other nodes. However, by setting a node in the monitoring mode, it is
possible to sniff packets that are targeted to other nodes through a cket $as
tcpdump doeY. Using such a methodology, it is then possible for a node to track
which packets are being forwarded by its successor node withoutuiirireg| any
form of message passing.

Finally, as the standard buffering policy is "First In, First Out” (FIF©ydei
can accurately compute the number of its packets stored atinpdesach time it
hears a packet from nodet 1.

Indeed, it only needs to compare the identifier of the packet it hears wiidehe
tifiers of the sent packets it has in the list The number of packets between the
corresponding match (the packet that nodel forwards) and the last packet that
node; sent (the last entry in the ligt) corresponds té; ;.

It is important to note that, in order to perform its task, the BOE module does not
need to overhear all the packets forwarded by nodd. Instead, it is enough for

it to be able to overhear some packets. Each time ranlerhears a forwarded
packet from node + 1 (which happens most of the time, experimentally), it can
precisely derive the queue occupancy and transmit it to the CAA that &l eec-
cordingly. Obviously, the more forwarded packets nodan overhear, the faster

it can detect and react to congestion. Nevertheless, even in the hijpalticase
where node is unable to hear most of the forwarded packets, it will still adapt
to the congestion and eventually set its contention window to the right valug. Th
robustness of EZ-flow to forwarded packets that are not overtigarckucial prop-

erty, as some packets may be missed due to the variability of the wireless thanne
or hidden node situations.

5.2.3 Channel Access Adaptation

The second module of EZ-flow is the CAA that adapts the channel aco&lsa-p
bility according tob; 1, which is the50-sample average of thg, ; derived by the
BOE. The intuition behind EZ-flow is that in the case a successor nodelglnes
many packets to forward, it is useless to send it more packets. Even, wenskng
more packets degrades the performance. Indeed, every timei rseaels a new
packet to be forwarded, noder 1 looses a chance to transmit.

Following this result, we propose a simple policy for the CAA that uses solely
two thresholds: (). and (i) b,q. Then it adapts the channel access of each
node by changing its value of the contention windaw. Indeed, every time the

1The Tepdump Manual Page: http://www.tcpdump.org/
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node: needs to send a packet when the channel is not idle, it randomly ch@oses
backoff value that is inside the intervill, cw; — 1] and it waits for this amount of
time before retrying to transmit (see Section 2.3 for more details on IEEE §02.11
Therefore, we note that the higher the; is, the lower the channel access proba-
bility is.

Our policy makes the decision based on a time average of the queue ocgupan
at the successor nodk (1). We set the time average parameter tbesamples
and then one of three cases may occur:

e bi.1 < bnn: the average queue at node 1 is below the lower threshold.
This shows that the buffer is underutilized. Thus noddould increase its
channel access probability by dividirg; by a factor of two.

e b1 > bt the average queue at node 1 is above the upper threshold.
This shows that the buffer is overutilized (or is even overflowing). Trade
1 should decrease its channel access probability, which it does by dgublin
CW;.

® bin < bir1 < bmas: this is the desired situation as the buffer is correctly
utilized by being neither empty most of the time nor saturated. In this case,
nodei concludes that it has a correct channel access probability and thus
keepscw; unchanged.

Other policies than multiplicative-increase, multiplicative-decrease could be
used to updatew; in order to have a higher range of possible values. Yet, we
chose this policy due to the hardware constraint that requires settjrat powers
of 2.

Furthermore, we provide a better inter-flow fairness in EZ-flow by usirg tw
parameters:

e count,, counts the number of successive times the conditipn (> bynaz)
happens (overutilization).

e countgy,,, counts the number of successive times the conditigp; (<
bmin) happens (underutilization).

These two pieces of information are then used to update the contention window
parameter according to the current; value, where nodes with a higtw; react
both more quickly to underutilization signals and more slowly to overutilization
signals than nodes with a loww;.

Finally, the selection of the parameteys;,, andb,,.. can affect the reactivity
and the speed of convergence of EZ-flow, depending on the topdiodged, the
smaller the gap between these two values, the higher the reactivity of EZeflow
slight variations, whether due to variations of the traffic load or not. Thasam-
eters can thus be fine tuned depending on the desired behavior, toufety the
general values of,,,;,, andb,,.. already significantly improve the situation com-
pared to standard IEEE 802.11. Indeed, the most important parametédriso se
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bimin, Which has to be very small (i.ex; 10~1) in order to avoid that the nodes too
often become too aggressive and reach unsupportable rates. Hmeepa,,, .
can then be set with more flexibility, depending on the desired reactivity.

5.3 Experimental Evaluation

We implement EZ-flow and evaluate it ¢noff-the-shelf wireless nodes of our
testbed. First, we describe the environment and hardware used in peii-ex
ment and discuss the practical details for the implementation of EZ-flow. Then,
we present the measurement results that confirm the efficiency of &rflon-
proving the performance in a real WMN environment.

5.3.1 Hardware and Software Description

We uset laptops running Linux, which act as source and sink of the traffic,9and
wireless nodes equipped with an omni-directional antenna that repthsentilti-
hop backhaul of a mesh network. We recall that the wireless routefsae\WL-
500gP, in which we change the mini-PCI WiFi card to an NMP-8602 Atheaias. ¢
Each router runs the OpenWRT firmware [OPE] with the MadWifi driver [MA
modified to perform both queue monitoring and the modification of the contention
window. The wireless cards operate in 802.11b at a fixed transmissiofrate
1 Mb/s and with the RTS/CTS mechanism disabled. Finally, we set the routing to
be static.

We implement the two modules of EZ-flow, the BOE and CAA, in C code as
described in Section 5.2. Two practical constraints need to be accownt&bth
of them are not required in other implementations with different hardware.

1. Sniffer constraint: We initially intended to deploy both the BOE and CAA
module within the same wireless card (i.e., the same router), but we had to
reconsider our design. Indeed, the BOE acts mostly as a sniffer thattsolle
the packets sent either by a node itself or its direct forwarder. Thégunak
that a WiFi card cannot transmit and receive at the same time and therefore
is unable to truly sniff its own packet on the air. Instead the best a sniffer
can do is to capture the packet before it is sent to the MAC layer to be ac-
tually transmitted on the air. The drawback of this technique, however, is
that packets can be sniffed as sent by a node, even though they ppedro
by the MAC layer (for example a buffer overflow), and thus are neger r
ally physically transmitted. To overcome this limitation, we use two WiFi
interfaces per wireless node (i.e., two routers connected through an Ethe
net cable). One interface is responsible for sending the traffic amdnwin
the CAA. The other interface does not transmit any packets and acts only
as a sniffer that implements the BOE. We use this approach to simplify the
practical deployment. EZ-flow does not require the use of two interfaces
Indeed, another approach could be to use only one interface and ¢tydire
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Figure 5.3:lllustration of the testbed topology. The hardware used are Asus WgP5@8uters
with an Atheros-based wireless card.

implement EZ-flow at the kernel level of the wireless driver (and not e a
plication level) in order for the BOE to capture only the packets that are truly
sent at the physical layer.

2. MadWifi constraint:  The second practical constraint comes fromitire
configcommand of the Madwifi driver to increase the contention window
CWin. Indeed, it has no effect abo2 (even though the driver allows
the command to execute up2&). We noticed this flaw in the implementa-
tion of the MadWifi command by checking a single-link capacity for differ-
entC'W,,.;, values and observing that it significantly varies ut, but it
remains unchanged betwe2i{ and2'®.

5.3.2 Topology Description

We deploy our testbed over buildings of the university campus where at most
2 flows are concurrently active. Figure 5.3 presents the exact map ahesin
network deployment. On the one hand, the flewis a7-hop flow for which the
bottleneck link isl; as shown in Table 5.1. On the other hand, the flgwis a
shorter flow of4 hops that shares the same path tfarand produces a typical
parking-lot scenario. For the sake of comparability, we avoid the effertter-
ference from other networks by running our experiments on chdrzradiring the
night (1 am -5 am), but we stress that the instability problem remains also dur-
ing daytime as shown in our defoFinally, we use the values from Table 5.1
to obtain the theoretical optima from Table 5.2 that assurhéhap interference

2Demo available at: http://icawww1.epfl.ch/NetControligfileo 2)
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| | Mean throughput Standard deviation

lo 845 kb/s 23 kb/s
i 672 kb/s 49 kb/s
Iy 408 kb/s 67 kb/s
I3 748 kb/s 42 kb/s
ls 746 kb/s 28 kb/s
ls 805 kb/s 27 kb/s
le 648 kb/s 43 kb/s

Table 5.1:lllustration of the capacity of each link of flo#;. The means are obtained through
measurements ovee00 s.

effect between the links witk = 2 andk = 3 (the experimental setup is some-
where between this two ranges). To do so, we compute the capacity offedlgfa
interfering links

- itk
oIt :1/(26) ,for0<j<6-k,
i=j
and where”; is the capacity of linK;. The theoretical optimum is then obtained by
taking the capacitfj,*k of the bottleneck path of interfering links within a flow.

5.3.3 Measurement Results

The first scenario we consider is whén is alone in the network. Figure 5.4
shows the queue evolution with standard IEEE 802.11 and with EZ-flowdume
We note that for IEEE 802.11 both nodas and N, saturate and overflow, due
to the bottleneck link, (betweenN, and N3), whereas the queue occupancy of
all the other nodes is negligibly small, similarly 16;. This results in an end-to-
end throughput ofi 19 kb/s as shown in Table 5.2 (note that a similar through-
put degradation for the backlogged case has been observed thsonglation

in [LBDC™01]). In contrast, EZ-flows detects and reacts to the bottleneck ablink
by increasing:w; up to2%. This action stabilizes the queue % by reducing the
channel access of link. Similarly, EZ-flow detects that the queue df builds

up and forcesV, to increasecw until it reaches our hardware limit & (see
Section4.1). This hardware limitation prevents EZ-flow from reducing the queue
occupancy ofV; to a value as low agV,. However, we stress that despite this
hardware limitation, EZ-flow still significantly improves the performance by re-
ducing the turbulence of the flow and increasing the throughpit&dkb/s (close

to the3-hop interference range theoretical optimum and mappingiid/areduc-
tion in the gap to th@-hop optimum). Furthermore, we show through simulation
in Section 5.4 that EZ-flow completely stabilizes the network once this limitation
is removed.
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Figure 5.4:Experimental results for the queue evolution of the relay nodes whenHloar F;
are active. The average number of buffered packets are: (i) witBibdlow 41.6 (N1), 43.1 (IV2)
and43.7 (N4) and (i) with EZ-flow29.5 (IN1), 5.2 (IV2) and5.3 (IV4). The remaining queues are
very small.

In the second scenario, we consideralone. Similarly to our mathematical
analysis of Section 3.4, we note that for IEEE 802.11 the queue of thediast
node off; (i.e., Ny) builds up and overflows, resulting in a throughpul 67 kb/s.
However, EZ-flow completely stabilizes the network for all the relay nodes (
gueue builds up) by making the source nd\ﬂ{;aincrease:wg up to2%. Thus EZ-
flow works even better in this scenario where it is not blocked by the raalw
limitation and it achieves a throughput 85 kb/s.

Finally the last scenario is a parking-lot scenario where lgtland F, are
simultaneously active. Similarly to what is also reported in [SG] between a
1- and 2-hop flow, Table 5.2 shows that IEEE 802.11 performs very poorly: the
long flow F7 is completely starved in favor of the short flad, becauseN(') is too
aggressive (even for its own flow) and thus prevents the packetstirerlonger
flow Fy from being relayed by the intermediate nodés N», N3. However, by
its nature, EZ-flow solves the problem by making the two source nd\d@and
Ny, become less aggressive in order to stabilize their own flow. This agproac
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Mean throughput Theoretical optima| Jain’s Fairness
k=3 | k=2
I 119 kb/s 151 kb/s | 190 kb/s
F, 157 kb/s 183 kb/s | 242 kb/s
P 7 kb/s 0.55
Fy 143 kb/s
FE2 148 kbl/s 151 kb/s | 190 kb/s
FF 185 kbl/s 183 kb/s | 242 kb/s
FEZ 71 kb/s 0.96
FF? 110 kb/s

Table 5.2:Measurements ovei800 s with and without EZ-flow. Theoretical optima are obtained
assuming &-hop @-hop) interference range. The sub-division in the table shows thégésu (i)
one single flow, or (i) two simultaneous flows.

thus solves the starvation problem and significantly increases both thegatgr
throughput ofF; andF5 and the Jain’s fairness index.

5.3.4 Effect of Bi-Directional Traffic

EZ-flow is designed to stabilize the queues within a flow independently of the
interferences caused by other flows. In the previous sub-sectiomvestigated

the effect of having multiple flows by looking at a setting where two separates fl
share part of their path to reach the same destination (e.g., the gateway).

We now focus on a different scenario, where two flows take exactlypsip
paths (i.e., the destination of a flow is the source of the other flow). Tow#&d th
goal we use the experimental setting depicted in Figure 5.5, where thé-hop
flows areFj_,4 (from node0 to node4) and £y, (from node4 to node0). The
measurements show a serious throughput asymmetry in this setting. Indeset, w
the data rate of all nodes foMb/s and when first launching each flow by itself, we

w/o, RTS, w/o EZ| w/o RTS, EZ| RTS, w/o EZ| RTS, EZ

b1 93 37 37 2

by 40 2 2 1

b3 0 0 0 0
Fy_4 102 kb/s 140 kb/s 53 kb/s 62 kb/s

ba 1 1 1 1

boy 0 0 0 0

by 0 0 0 0
Fy 26 kb/s 68 kb/s 34 kb/s 44 Kkbls

Table 5.3:Measurements of the effect of EZ-flow on: (i) the median queue aowmpat the relay
nodes and (ii) the end-to-end throughput of #hleop flowsFy .4 and Fy 0.
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Figure 5.5:lllustration of the deployment used in Section 5.3.4.

obtain a throughput of: (311 kb/s for flow Fy—4 (379 kb/s with RTS); and (ii)
206 kb/s for flow F;_,o (172 kb/s with RTS). We then launch both flows simulta-
neously for600 s and our results are summarized in Figure 5.6 and Table 5.3.

Table 5.3 shows the following for each flow: (i) the median queue occypanc
from measurements taken each second (we set the buffer size lirii packets);
and (ii) the average end-to-end throughput. The results indicate that, wither
without RTS, the use of EZ-flow reduces the queue size and increasesadkto-
end throughput for both flows. Moreover the results show that, in dtingethe
performances are better without the use of RTS, and this also corresfmtite
case where EZ-flow provides the largest performance gain. We ghbigure 5.6,
the evolution through time of the quetig with and without EZ-flow. Finally, we
stress that the Madwifi constraint is the reason that the gbiedees not reach
a lower value with EZ-flow (i.e., the contention window of notlés set to the
maximal working value o£'?).
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Figure 5.6:Effect of EZ-flow on the queue evolution through timebef
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Figure 5.7:Scenariol: 2-flows topology.

5.4 Simulation Results

To confirm our statement that the EZ-flow mechanism successfully ashiste
work stability and adapts to changing traffic matrices, in this section we gresen
simulation results on two different scenarios with varying traffic loads.

5.4.1 System Description

We implemented the two modules of EZ-flow, the BOE and CAA, in ns-2 sim-
ulator version 2.33 [MF]. Our implementation closely follows the description of
Section 5.2, where each node does not use any global informationsésitonly
the information it can hear by sniffing the channel.

Beside the inclusion of EZ-flow, we keep the standard parameters of IEEE
802.11. Therefore we use a transmission rang®0in, a sensing range 660 m
and the RTS/CTS mechanism turned off. The reason we do not use R$$CT
twofold: (i) the current implementations of the protocol disable the mechanysm b
default and (ii) enabling the RTS/CTS is useless in the standard case sidaon
where the area covered by the sensing raigé (n) is larger than the maximal
area covered by RTS and CT3 (250 m). We also keep the default data rate
of 1 Mb/s and the propagation model to be two-ray ground. To ensure that the
systems run in a saturated mode, we generate at the source a ConstaateBit R
(CBR) traffic at a rate o2 Mb/s. Finally we use the NOAH routing agent [J.Wb],
which is a static routing agent, in order to focus on the influence of the MAEr lay
and to remove from our study the effect of route link failure and the @aaitof
routing messages. The parameters of EZ-flowbarg = 0.05, bne. = 20 and
MaAT e = 21°.
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Figure 5.8:Throughput results for flow; andF, in scenario 1: (i) with standard 802.11 and (ii)
with EZ-flow turned on.

5.4.2 Scenario 12-Flow Topology

The topology we study in our first scenario is depicted in Figure 5.7 ane-cor
sponds to twa-hop flows that merge together to access a gateway. This situation
corresponds to the uplink scenario happening in the backbone of WikiN=re
different flows merge together to reach the gateway that deliverssatwdise In-
ternet.

The flow F} is active for the entire duration of the simulation, i.e., fréra to
2504 s. Flow F; is active betweei05 s and1804 s. The throughput and delay
results are shown respectively in Figures 5.8 and 5.9.

During the first period, the flow is alone in the networks(— 604 s). We note
that in the case of standard IEEE 802.11 without EZ-flow, the networladyre
suffers from congestion. Indeed, the end-to-end delay reachekia of4.1 s,
which is unacceptable for delay-sensitive traffic, and the througlgaathes only
153.2 kb/s. But when EZ-flow is turned on, the network is stabilized. Indeed, the
end-to-end delays drop to a value as lowoass. Interestingly, this reduction in
delay does not happen at the cost of a reduced throughput as ésesrap to an av-
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Figure 5.9:Delay statistics for flows;, and F, in scenariol: (i) with standard 802.11 and (ii)
with EZ-flow turned on.

erage ofl83.9 kb/s, which corresponds to a throughput gair@f; over standard
802.11. To understand why EZ-flow achieves this performance, Figlifeshows

how the contention windows are automatically adapted at the different ndes
stable regime is reached once the relay nodes set their contention windosv to th
minimal value of2* and the source nodé];,, sets it tocw;o = 27. Therefore, we
highlight that for the single-flow topology, EZ-flow reaches distributivlly static
solution that was proven to be stable (proposed in Section 3.5).

During the second period, both flows and F» are concurrently actives(5 —
1804 s). Obviously, for IEEE 802.11 the congestion problem becomes wadtse w
average delays as high a8 s, an average throughput reduced’€5 kb/s and
a high throughput variation. Enabling EZ-flow once again improves these th
metrics, and most importantly solves the problem of congestion. Indeedydhe e
to-end delay rapidly drops to negligible values, which shows no queue-typiid
the network. Furthermore, the average throughput is also increas@dit&b/s.
The explanation for the two peaks in delay at aroaf@d s and1000 s is found in
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Figure 5.10:llustration of how EZ-flow modifies th€'WW,,..,, values at the different nodes of the
network.

Figure 5.10. The first peak corresponds to the transient incurredebgrtival of
flow F,. Up to605 s only flow F} exists in the network, and EZ-flow adapted the
contention windows to stabilize the network for a single-flow topology6@i s
the second flowr, appears in the network and therefore the previous contention
windows are too small for this new traffic load. Thus, the queue starts to build
up at some nodes and this is reflected by the sudden increase in erdidetan
Fortunately, EZ-flow rapidly adapts the contention windows to solve thelgarob
and converges once again to a stable state. However, we note that isftinsth
peak, the contention windows of the nodesiinand F, are different agwg = 24,
whereassw; = 2°. This difference is the cause of the second peak. Indeed, due
to the smallcws, N1p and thenN2 sense their successor node underutilized and
thus become more aggressive. Unfortunately, this increase leads tdleatasenot
supportable at the junction nodé&, and the queues df5; and Ng start to build up.
Both N; and Ng detect this increase, but following the algorithm of the CAY,
is more likely to react aswg < cwy. ThereforeNg increases itsws, N1g and N1o
react to it and reach a steady state. Interestingly, once the stable regenehsd,
the source nodes seb; andcw, at the value oR!!, which is once again similar
to the optimal static solution proposed in Section 3.5-(2% /2! = 1/128).

During the last period, the flo, is again alone in the network&05—2504 s).
As expected, IEEE 802.11 achieves performances similar to the firstipdfare
importantly, the results show a particularly interesting property of EZ-flow: its
adaptability to changes in the traffic load. Indeed, as soon as th&{lésaves the
network the buffer of some nodes becomes under-utilized. EZ-flowiddtes and
becomes more aggressive by decreasingihe, cwig andcwsg until it reaches the
same stable state as in the first period. Therefore improvements in thrdwgitpu
delay similar to the first period are found for this last period.



74 CHAPTER 5. MAC LAYER CONGESTION-CONTROL

N1g N1g
® : Fa
CiNﬂ N2p©O
ON16 N21 O
Fo O N15 Noo O
N1ip Ni1 Ni2 Ni3 * * N24 N5 Npg No7
@ OO+ 4+~ON1y N3O OO O @

@ +»O0O +0O0O4+Oa+O4+0O OO0 »@
No N1 N2 N3 Ng N5 Ng N7 Ng Ng

F1

Figure 5.11:Scenaric: 3-flows topology.

5.4.3 Scenario 23-Flow Topology

The second scenario we consider i3-#iow topology as depicted in Figure 5.11.
This situation corresponds to the multi-hop scenario where multiple souaes re
different destinations, but share the wireless resource with other iowsome
parts of their paths. Furthermore, this topology illustrates what happess thib
source of one flow (i.e.)Vy) is a hidden node from another source (i.&y).
The simulation starts with flow$’ and F» present in the network frord s to
1805 s. Then flowFs is added and the three flows share the resources f&oms

to 3605 s. Finally, we remove flowsg’, and F3 and letF; alone in the network
from 3605 s t04500 s, in order to check that the system stabilizes once again to a
performance similar to what we find in the single-flow topology of scenariché.
throughput and delay statistics are shown respectively in Figure 5. 1Badhel5.4.
Furthermore, Figure 5.12 illustrates how EZ-flow adapts the contention wedo
over time.

During the first period[5, 1805), we see that IEEE 802.11 drastically suffers
from the hidden node situation, with, experiencing a particularly high delay
(~ 15 s) and low throughput. The fairness index)ig5. On the contrary, when
EZ-flow is turned on, the contention window of the sourcé®tw; is increased
up to a value oR'° to provide a smooth flow. We note that this increase delivers
negligible delays to both flows and does not penaklizas it has a throughput that
is even slightly higher thai;. The reasorf, achieves a higher throughput with
a larger contention window:(v1g = 2'° andcwg = 2°) is that N1o only directly
competes with two nodes\V; and N13), whereasVy competes with seven other
nodes.

During the second period1805, 3605), we see that IEEE 802.11 starves flow
I, and F3 in favor of £y and that all flows suffer from high delays. The reason
that F; shows better performances thak is that Ny has many neighbors and it
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| | Mean throughput Standard deviation FI (Eq. (5.1))]

Iz 145.6 kb/s 27.4 kb/s 0.75
Py 39.9 kb/s 36.7 kb/s
2 129.9 kb/s 45.3 kb/s 0.64
By 31.0 kb/s 32.5 kb/s
Py 27.3 kbls 39.9 kb/s
2 150.0 kb/s 13.0 kb/s
FE 89.9 kb/s 41.3 kb/s 1.00
FF2 100.3 kb/s 42.6 kb/s
FEZ 29.5 kb/s 22.9 kb/s 0.80
FEZ 139.7 kb/s 23.0 kb/s
FEZ 135.4 kb/s 26.9 kb/s
FE 179.9 kb/s 13.5 kb/s

Table 5.4:Mean throughput, standard deviation and Jain’s fairness index (Fl)amithwithout
EZ-flow for the three periods: (if; alone, (ii) £} and F; active and (iii) all three flows active.

naturally reduces the source access rate and thus the queue buitablgmpriEEE
802.11 achieves a cumulative throughput&f.2 kb/s and a fairness index 0f64.

In contrast, EZ-flow increases the cumulative throughput(.6 kb/s (a62%
throughput gain over 802.11), increases the fairness indéxtand drastically
reduces the end-to-end delay by an order of magnitude, at least. We&habtg
has its throughput reduced even though the sourdg oy, hascw that is lower
thancwo andcwg (cwy = 27 andcwiy = cwig = 2°). This reduction is due to
the higher competition thaf; experiences and it allows botf, and F3 to have
higher throughputs and all the flows to have negligible delays and thusble sta
network.

Evolution of cw Evolution of cw
12¢ cw 10
101
gl -
S
ep 6 , Q-
S
4, - -- -
2,
0 - - - - 0 - - - -
0 1000 2000 3000 4000 0 1000 2000 3000 4000

Time [s] Time [s]

Figure 5.12:lllustration of how EZ-flow modifies th€'W,,;,, values at the two first nodes of
each flow.
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Figure 5.13:Delay statistics for flowF,, F» and F; in scenario 2: (i) with standard 802.11 and
(ii) with EZ-flow turned on.

Finally, during the last period we see that once again EZ-flow sucdlssfu

detects the variation in traffic load and adapts the contention windows to achiev
results similar to those in the single-flow case of scenhrio
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5.5 Dynamical Model

5.5.1 EZ-Flow Dynamics

Using the same notation as in Chapter 3, the dynamics of a network usingkZ-flo
are captured by the recursive equations

cwi(n + 1) = f(cwi(n), bit1(n)) (5.2)
bi(n +1) = bi(n) + zi—1(n) — zi(n), (5.3)

wheref(-, -) is defined by

flewi(n),biy1(n)) =
min(cw;(n) - 2, maxey) I (bir1(n) > bnax)
max(cw;(n)/2, mineg,) if (bir1(n) < bmin)
cw;(n) otherwise,
with b,,,.. andb,.;,, being, respectively, the maximal and minimal threshold values
for the queue anghin,,, = 2™ andmazx.,, = 2 being the bounds between which
the contention windows can evolve. Practical valuesiare 4 andM = 15, thus

we always take
M >m+1.

This discrete-time model is a Markov chain with the tuple

as state, where

b(n) € NE+!
and where-w(n) satisfies both
cwi(n) € {2m,2mTL ... 2My
and
cwi(n) > 2m0nGM=m) \whenp, 1 (n) > bae + 1, (5.4)

wherel > 0. The lower-bound condition (5.4) comes from the recursive applica-
tion of (5.2) for the last time slots. Indeedy; (k) > byae fOorn—1 <k <n
implies thatcw; (k + 1) = min(cw; (k) - 2, 2M).

The state space is divided ! regions, which differ by the entries of
that are zero and non-zero (i.e., the queues that are empty or not).e Bgur
illustrates thes& regions for at-hop network (denoted-H). In each region, one
can compute first the possible outcomes of the back-off timers that depethe o
contention valuesw(n), and next the resulting transmission patterns that depend
also on the possible collisions due to hidden terminals. The possible outcagnes ar
obtained by following the same reasoning as in Section 3.4. We summarize them
in Table 5.5 for thel-hop network with a stealing effept= 1 (i.e. no RTS/CTS).
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| Region| 7z [P(2)

A [17 07 0’ O] 1
B[ 11,0,0,0] | cwr/(cwy + cwn)
0,1,0,0] | cwo/(ewo + cw)
¢ 110,0,1,0] | 1
. cwocwz
D [07 17070] ZizO,LQ Hj;,si Cwj
cwocw
0,0,1,01 | 1 — oo
E | [1,0,0,1] |1
F o [0,0,0,1] | cwo/(ewy + cwr)
[1,0,0,1] | cws/(cwo + cuwr)
G [10.0,1,0] | cws/(cws + cus)
[1,0,0,1] | cws/(cws + cws)
CWoCW1Ccws3
H [07 07 17 O] Zi=0,1,2,3 H];ﬁz CW;
+ cwicwacws cws3
Zi:0,1,2,3 Hj?fi cwj cwztcws
CWoCWaCcwW3
[07 07 07 1] Zi:o,1,2,3 H]'#i cwj
+ CWoCwiCcwy cWo
Zi:O,l,Q,B Hj;éi cwj cwotcws
CwiCcwaCcws w2
[1 0,0 1] Zi:0,1,2,3 H]’#i cwj cwatcws
+ CwoCcwicws cwi
Zi:O 1,2,3 HJ' i CWj Cwotew

Table 5.5:Probability of occurrence of the transmission pattgifor the different regions of the
spaceN?,

5.5.2 Proof of Stability

Equipped with the model described above, we now formally prove the eitizie
of EZ-flow in stabilizing the network. We give a proof, which holds when

binin > M —m + 1. (5.5)

This condition further reduces the state space of our model as, followsirgikar
recursive argument than for (5.4), it implies that

cwi(n) = 2" whenb;;1(n) = 0. (5.6)

Whenb,.;, < M — m + 1, the proof uses computer-assisted computations, and is
given in [ASTEFQ9].

Theorem 5.1 EZ-flow stabilizes @-hop network by maintaining almost surely fi-
nite the queues of all the relaying nodes.

Proof: We apply Foster’s theorem (see Appendix A) with the Lyapunov function

h(bl, bg, b3, cwp, Cwi, Cwa, ng) = bl + bg -+ bg,
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and the finite set
S = {cwy, cwr, cwsy, cwz < oM. 0 < by, by, bg < byas + M — m + 3}.

We need to verify that both conditions (A.1) and (A.2) of this theorem ariéiee
for all points{b(n), ctvo(n)} within the state space.

We note first that (A.1) is satisfied by the definition /ofand the non-zero
transition probabilities of the random walk.

It takes some more work to verify (A.2). One needs to compute

e5(n) = E [a(b(n + k’(g(n))))lg(n)} — h(b(n))

—

for all possiblectw and withb(n) in each of ther regionsB-H outsideS, similarly
to the proof of TheorerB.
First, we note that the transition probabilities from Table 5.5 imply that:

e, z(n) > 0forb(n) € B,

e, z(n) < 0forb(n) € FUH,
6175(71) = 0 otherwise

Then, we find that after some computations that forall (A.2) is verified. In
regionsF andH, we directly have from Table 5.5 that

k(b(n)) = 1 whenb(n) € F U H.

In regionsD and E/, we note that there is a strictly positive probability of having
b(n+ 1) € F U H and a zero probability of havingn + 1) € B. Therefore, we
derive that

k(b(n)) = 2 whenb(n) € D U E.

InregionG, we see that there is a strictly positive probability of havitg+ 1) €
D U H and a zero probability of havingn + 1) € B. Thus, this gives us that

k(b(n)) = 3 whenb(n) € G.

In regionC, there is a probabilityt of havingb(n + 1) € G. Hence, we conclude
that
kE(b(n)) = 4 whenb(n) € C.

For regionB, the demonstration is a little more complex. First, we use that for

—

b(n) € B\ S, we have
bl(n) > bge + M —m +3

and
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[b1 + 3,0,0]— E+3

/[bl +2,/OTO]
[b1 4+ 1,0,0] ™~ [by 4+ 1,1,0]— ET2
[blﬁ' \[bl’l’o]
\ T~ [.] — E+!
[b1 —1,1,0]—[b1 — 2,2,0]
\ I [.] — E°
by —1,0,1]

SN[ —1,0,0]e B

Figure 5.14:Tree representing all possible transitions at steps 1, n + 2 andn + 3 starting
fromb(n) € B\ S. The five possible resulting events are &€*, £*2, E™', E°, E~'; where

— —

E* = E*(b(n)) is the event thab (b(n + 3)) — h(b(n)) = z.
Thus, it follows from (5.4) and (5.6) that
co(n) = [2M,2™ 2™ 2™ for b(n) € B\ S.

—

Next, we obtairf&g(n) by definingE*(b(n)) as the event that

h(b(n + 3)) — h(b(n)) = .

Then, we compute the probabilities for the five possible evBritb(n)), E2(b(n)),
E*(b(n)), E°(b(n)), andE~1(b(n)) (see Figure 5.14). We obtain that

P(ET) = 1/(1+2Mm)3

P(ET?) = 1/(1+2M7™)?2 —1/(1 4 2M-™)3
P(ETY) = 1/(1+2M7™) —1/(1 427>
P(E™Y) = 2M=m/q 4 2Mmmy.

(1—2M=m/(2.2M=m L 1)).
oM=m /(1 4 gM-m),

Then, we find that

—

e 5(n) = 3-P(ET(b(n))) +2- P(E**(5(n))) + P(ET (b(n))) —B(E~" (b(n))),

and becaus@&/ — m > 1, we have that

€5 5(n) <0.
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Thus
k(b(n)) = 3 satisfies (A.2) fob(n) € B\ S.

Finally, as Regiond C S, the conditions of Foster’s theorem are satisfied in all
{b(n), ci(n)} within the state space, and it proves that EZ-flow stabilizes the net-
work.

O

5.6 Concluding Remarks

In this chapter, we proposed and designed EZ-flow, a new flow cangohanism

for IEEE 802.11 WMNSs. EZ-flow is fully backward-compatible with the IEEE
802.11 standard and works without any form of message passing.o&4sfim-
plemented in a distributed fashion as a simple program running at each oelay n

It takes advantage of the broadcast nature of the wireless medium toghass
estimate the queue occupancy at a successor node. The minimum cong@stion
dow parameter is adapted at each relay node based on this estimation ®a&nsur
smooth flow, specifically, each relay node adapts its contention window td avo
gueue build-up at its successor node.

We demonstrated by experiments the attendant benefits of EZ-flow on altestbe
composed of) standard wireless mesh routers deployed dwdifferent buildings.

Our measurement results show that EZ-flow simultaneously improves thpough
and fairness performance. To our knowledge, this is among the first imptame
tions of an algorithm addressing instability in a real multi-hop network.

We have also thoroughly evaluated the dynamic behavior of EZ-flow bygusin
ns-2 simulation. The results show that EZ-flow quickly adapts to changifg tra
fic loads and ensures end-to-end delays much lower than standardSIEEEL
WMNSs.

Finally, we derived a Lyapunov function with which we analytically provesl th
stability of an IEEE 802.11-based line&hop topology implementing EZ-flow.
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Chapter 6

Joint Congestion-Control and
Fairness

6.1 Background

6.1.1 Problem Statement

The root cause for congestion in WMNs is the Medium Access ControlGM#o-
tocol. Indeed, WMNSs typically use distributed MAC protocols (e.g. CSMA/CA)
that have been proved, in Chapter 3, to suffer from congestion wheounter-
measure is applied. In wired networks, the queuing policy is the key fagotor f
unfairness. A well-known solution is to usair queuing one queue per-flow is
maintained, combined with a round-robin scheduler [DKS89, PG93]. Merve
in wireless networks, fair queuing is required but not sufficient by iteeénsure
fairness among flows. Indeed, ensuring fairness depends on bd#tAtbend the
gueuing policy [GSKO04]. In Figure 6.2, we depict experimental resultissiaw
how fair queuing fails to achieve fairness whehlhop flow competes with a&-hop
flow, even if it achieves fairness wher #nop flow competes with a-hop flowt.

Fy

Fy

LAl @

F3

Figure 6.1:Linear wireless topology for which Fair Queuing achieves max-min fagwehen a
1-hop flow 3 and a2-hop flow F» transmit concurrently, but it fails to do so whéh transmits with
a3-hop flow F3 (see Figure 6.2).

1Demo available at: http://icawww1.epfl.ch/NetControligfileo 1)

83
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1-hop vs.2-hop with FIFO 1-hop vs.2-hop with Fair Queuing
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Figure 6.2: End-to-end throughput in a line topology (see Figure 6.1) with a singteana a
multi-hop UDP flow @- or 3-hop) with the standard FIFO policy (left) and with fair queuing (right).
Fair queuing achieves max-min fairness for 2Heop case (see vidép but fails to prevent starvation
in the 3-hop case. Results in the top-right picture (b) look identical, but it is onlgréifact of the
scale of the picture. Smaller scale plots show differences.

Our goal in this chapter is to address both intra-flow congestion and ioter-fl
fairness for the backhaul of a WMN. In addition, we have severafdexbjectives.
We want our solution to be backward-compatible with existing hardware ¢ tha
can be readily deployed in existing networks. For instance, we want td enad-
ifying any parameter of the MAC layer. We also want our solution to be dig&ibu
and to minimize message-passing.

Our approach is to first develop mechanisms that solve the intra-flow and the
inter-flow problem separately. Hence, our first two sub-problemssfellaws:

1. For a given flow, how do we efficiently perform intra-flow congestiontrol
without message passing and without interacting with any parameter of the
MAC layer in a dynamic network (i.e., with time-varying traffic demands
and link capacities)?

2. How do we efficiently achieve inter-flow fairness when the traffic dataan
and link qualities are unknown and time-varying?
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ﬁ@«l%

wired backhaul access | users

Figure 6.3:lllustration of a wireless mesh network, where a packer is encapsuléttedmvP-in-
IP header when entering and leaving Heekhaulsection.

Finally, we efficiently combine both the intra-flow congestion control and -inter
flow fairness mechanisms.

6.1.2 System Model and Assumptions

We consider the single-channel multi-hop backhaul network of a WMH sg-

ure 6.3). There is one Internet gateway in the WMN. Each node suppasts
wireless interfaces where one is configured as an Access PointgA&l)ents and

the second interface belongs to the backhaul. We assume that the AP s\iinedes

face (i.e., the access part of the mesh) runs on a channel orthogdmakiackhaul

and therefore we will not consider the access part in our analysisftereThe
gateway routes traffic to and from the Internet. Hence, all client traffilceaAPs

is forwarded to the Gateway. We assume that all nodes use the same MAC laye
(i.e., IEEE 802.11).

There is a Limited Number of Flows in the WMN Backhaul

In this topology, we define a flow as the tuptsrc IP; dst IP> between a source
AP and a destination AP. This is a pragmatic definition of a flow stemming from the
observation that most traffic in the backhaul is going to/coming from the gatew
Hence the number of flows @(IV), whereN is the number of nodes within the
backhaul of the mesh. Typical valuesigfare belows0 [ROO, BOW]. Practically,
this is realized by performing an IP-in-IP encapsulation when a packetsetne
backhaul and a decapsulation at the gateway. When client traffic émearsesh at
an AP, the outer IP header source address is the IP address of thnel Alieabuter
IP header destination address is the IP address of the gateway. ThiPiteader
is the original header. Therefore, the number of flows that we condimies not
explode, even though the final source/destination might be any additegs tive
Internet.
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Rate of a Flow and Capacity Region

AssumingF flows in the backhaul indexed fromnto F', we denote the rate of a
flow 7,5 € {1,..., F} by 27. Additionally, we denote the flow rate vector by

=zt 2? ... 2T

Observe that, given our definition of flows in the previous paragrapls, the rate
achieved above the MAC layer.

Finally, we denote by\ the network capacity region, which is the set of all
achievable rate vectors

Intra-Flow and Inter-Flow Performance Issues

Performance problems with decentralized CSMA/CA protocols, e.g. IEREL&)
in wireless multi-hop networks can be divided into two categories:

e Intra-flow Congestion ProblemAlready with a single flow, network in-
stability can occur. The queues of the relay nodes build up, reducing the
throughput and increasing end-to-end delays. Indeed, we show&ikip-
ter 3 and 5 that the intra-flow congestion is due to the inefficiency of de-
centralized CSMA/CA protocols to form a smooth flow of packets when
transporting the traffic hop-by-hop through the network.

e Inter-flow Fairness ProblemWith two or more flows, interference between
flows can lead to serious unfairness and starvation problems if no ceunter
policy is applied. This occurs with TCP in simple topologies where one or
morel-hop flows compete with one largéf-hop flow (K > 2) [GMSKO09].

In Figure 6.2, our experiments show that unfairness and starvatioroare n
limited to TCP and that they also occur with UDP. In these experiments,
a 1-hop flow competes with a-hop (or3-hop) flow. We observe that fair
queuing is clearly needed to achieve fairness, but is not sufficientddf; its

Tradeoff between Fairness and Throughput

There is a tradeoff between (i) maximizing the total throughput and (ii) faidy-sh
ing the capacity among competing flows. This tradeoff is intimately related to the
maximization of a utility functionu(-) of the flow rates [ES05].

For instance, Remember that is the rate of flowj: maximizing

F
uny(T) =Y _ 2 (6.1)
j=1

yields the maximum total throughput but completely ignores fairness. A utility
function effectively balancing throughput and fairness is

F
Uprop() = [ [ 27 (6.2)
j=1
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This utility function achieveproportional fairnesgKMT98], because maximizing
(6.2) is exactly the same as maximizing

F .
u(Z) = Z log(z7).
j=1

In the remainder of the chapter, we will consider the utility functions (6.1) and
(6.2). The reader interested in further extensions of proportionalefsé can con-
sult [MWOOQ].
Then, for a given utility function.(-) (i.e., either (6.1) or (6.2)), solving the

optimization problem

max u(Z) (6.3)

TeA
finds a rate allocation vectatthat maximizes the utility function and satisfies the
particular fairness implicitly embedded by the definitionf). Note that directly
solving the maximization problem (6.3) in one step would imply the knowledge of
the capacity regiom\. However, the capacity region is, in practice, time-varying
and challenging to measure [SSGGO09] and therefore there is a reafaredg
namic mechanisms such as the one that we propose in this chapter.

6.1.3 Related Work

As explained in Section 6.1, the serious unfairness and starvation protilains
we observe in Figure 6.2 find their origins in both: (i) a queuing problem(&nd
a MAC problem. The queuing problem has been thoroughly studied fodwire
networks [DKS89, PG93]: flow-based scheduling with Weighted Fairuuge
(WFQ) efficiently provides fairness. However, WFQ alone is not gefiicfor
wireless multi-hop networks [GSK04] because the MAC layer plays a critibal

In the previous chapters, we already discussed the recent analytdalow
throughput optimal schemes [YST08, CKLS08, PYCO08, YPCO08, GLSSR(9].
Their goal is to achieve any rate in the capacity region by using variantsof th
MaxWeight scheduling algorithm [PYC08, SSR09]. Itis important to poimtioat
these approaches rely on three fundamental conditions: (i) the setivaf Blows
in the network must be static and no flow can appear (or leave) [vdVBE)SII
sources should know a priori the capacity region and (iii) no sourcéraaamit at
a rate above capacity. Our work fundamentally differs because wetdmseome
that the sources know the capacity region nor that they rate-limit themselires a
capacity of the network. Our mechanisms do not rely on any assumptiohthleou
source behavior and provide both congestion control and fairnesdistréouted
manner.

Interestingly, in [ESO05] Eryilmaz et al. show for single-hop cellular neksor
that a combination of queue-length-based scheduling and congestimal teads
to a fair resource allocation. Our work differs as we consider multi-hepaos
that require distributed solutions because there exists no base statiocarttzent
as a central scheduler.
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Figure 6.4:0n the left, an experiment with UDP shows that increasing the contentiorowind
decreases the link capaciti-fiop). On the right, we see the end-to-end throughput of a single multi-
hop UDP flow (eitheR-hop or3-hop). In either case, increasing the contention windoihemode
directly connected to the gatewéye., last hop) decreases the achieved UDP throughput.

Several practical solutions have also been proposed to addressfdiraess
and starvation problems. In [GSKO04], Gambiroza et al. introduce the-TAEr
Fairness Algorithm (IFA) that achieves a fair allocation. Despite engingger-
formances, this solution requires a large amount of network-wide mepaagiag,
which is particularly problematic in dynamic scenarios. Indeed, all nodepate
their offered load and capacity, and transmit this information to all the othieao
in the network. The work in [GMSKO09] by Gurewitz et al. is probably the most
related to ours. The authors identify a starvation problem that occuns atxaop
TCP flow competes with one or motehop TCP flows. Their proposed counter-
starvation policy consists inificreasing the contention window of all the nodes
directly connected to the gatewayThis policy definitively provides fairness im-
provements but it is topology-dependent and suffers two serious pitfhst, in
Figure 6.4, we show that increasing the congestion windo\W,;,) seriously
affects the link capacity. An increase 26 — 2° as proposed in [GMSKO09] cor-
responds to 40 — 20% decrease in the link capacity. Now, in mesh networks,
the nodes directly connected to the gateway are often the network bottteagck
they collect all downstream traffic. Thus, this counter-starvation policy rea
duce bottleneck link capacities and therefore affect the whole netwedarfl, the
counter-starvation policy only works with TCP, as it provides congest@nirol.
Following this counter-starvation policy aizhop or3-hop topologies with UDP
will drastically reduce throughput: The source node of any multi-hop flowamgl
gressively access the channel and the last hop will not be able to trapesrkéts to
the gateway due to its higher contention window (Figure 6.4, right). Ouritigor
differs because it neither reduces the bottleneck link capacity, nosrieedchelp
of any congestion-control mechanism from the upper-layers.

Finally, additional work implements algorithms to achieve fairness and conges-
tion control [RJJP08, SSGG09, WJHRO09]. In [RJJP08], Rangwalh arapose
a transport layer congestion control algorithm called WCP that explicitistsea
congestion without suffering the unfairness problem of TCP. SimilardS09]
Salonidis et al. introduce a rate-control protocol at the network laylchesti-
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Figure 6.5:Congestion control mechanism running at nadeith each flowj having its dedicated
queue and rate Iimitew{ (limiting the link rate). A round-robin (RR) scheduler connects the rate
limiters to the MAC (interface) queue.

mates the network capacity and adapts the transmission rate accordinglydo avo
congestion. Nevertheless, both protocols build upon an end-to-end ro&iggd
better suited for a static network than a dynamic one. Hop-by-hop apgmesac
have the potential to provide better performance [YS07]. Both DiffQ [\ROBI
and EZ-flow (see Chapter 5) are hop-by-hop protocols that pertamngestion
control at the MAC layer by using different values for the contention wmnd
parameter ¢W,,..,). Despite good performance, DiffQ and EZ-flow abuse the
role of theC'W,,.;,,, originally meant to deal with contention and not congestion.
This abuse leads to antagonist goals between congestion (avoiding louitdse
up) and contention (avoiding collisions) whenever a part of the netwaiflers
from both. Indeed, the congestion-control mechanism tends to decr8&s,;,

in order to to flush the queue faster, whereas the contention-controlamesomn
tends to increas€'WW,,,;, to avoid collisions. Congestion-control must be decou-
pled from contention-control at the MAC layer. Similarly to the methodology of
EZ-flow, discussed in previous chapter, our network-layer hophdgy€ongestion-
control algorithm works without message passing, but it significantlyrdifiem

the scheme of the previous chapter, because there are no interactiotisaitAC
layer. Moreover, here we also consider the notion of fairness thrangtter-flow
mechanism.

6.2 Intra-Flow Congestion Control

For a single multi-hop flow, the goal of intra-flow congestion control is t@re
a smooth packet flow with low end-to-end delays and high throughput. e us
a hop-by-hop approach where the link rates of the source and its retlsrare
adapted to maintain a small (but non-zero) number of packets in the relaggjue
Obviously, the last node just before the destination is not rate limited.

In this chapter, we design a novel layeb protocol performing per-flow queu-
ing at each nodeé. As depicted in Figure 6.5, each queue is attached ratea
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Rate allocation based on the next-hop queue

I Exponential decrease region

Ty p
I Linear decrease region
TQ ********************
I Stable regime region
R R

I Linear increase region

Figure 6.6:Mechanism used by the network-layer congestion-control schemef t ratey?
of the rate limiter based on the next-hop qqu%.

limiter that limits the link rate of flowj to p{ Finally, each rate limiter is sched-
uled in a Round-Robin (RR) manner to the unmodified MAC queue. In addition,
qf denotes the number of packets that are contained in the queue gf éibmode
i and the index of the next-hop (or successor) of nofde flow j is s/ (i). We will
drop the index if it is clear from the context. For instano@i,(i) is the size of the
gueue for flow; at the next-hop of node

For each flow;j at nodei, our algorithm sets the raté according to the size
qi(i) of the next-hop queue. Hence, our solution comprises two phasesagsue
estimation ofqi (i) without message-passing, and (ii) the adaptatiqu of

The first phase follows a methodology similar to the one described for the BOE
of EZ-Flow in Section 5.2.2 (with the advantage of not requiring two wireless
interfaces anymore). For each flgi each node maintains a packet-identifier
list (e.g., UDP or TCP checksums) of the latsuccessfully transmitted packets
(typically, P = 100). In addition, each node runs in the promiscuous mode and
attempts to overhear packets forwarded bynkgt-hopnodes’(i). Whenever a
forwarded packet is overheard, nadean use the packet-identifier list to compute
an estimate of the occupanqyi of the next-hop queue. Nodesimply counts
how many packet identifiers have been added to the list since the identitfes of
overheard packet was added. This method gives an exact valuetinheaxt-hop
node uses the standard FIFO queuing policy.

For each flowj at nodei, the second phase uses the estimatqé(gfto adapt

p{ For a flowj, an update of the rate limiter paramepéris performed evenR
packets that are overheard froft(i). LetT} < T> < T3 denote queue thresholds
andq’ ) the per-flow time-averaged occupancyqé)&. computed over the lagk
overheard packets. Whenever an update oconeof this four cases takes place
(see Figure 6.6):
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1. qg(i) < Ti: The queue at the next-hop is under-utilized and should be in-
creased (positive expected drift). Thus, if the node has packets in its ow
queuey is linearly increased.

2.1 < cjg(i) < Ty: The queue at the next-hop is neither empty nor over-
flowing. This is a desirable situation apgi should remain unchanged (zero
expected drift).

3.1 < (71(2-) < T3: The queue at the next-hop builds up aojdshould be
decreased (negative expected drift). (}'gé) < T3, a small decrease @fj

might be enough to maintain a reasonable number of packets at':n@jdis
linearly decreased.

4. T3 > ‘Z«Z(i): The next-hop queue is close to overflowing (e.g., due to a sudden

environmental change) amj should be quickly decreased to avoid packet
losses (large negative expected drift):is multiplicatively decreased.

The role of Ty, T5 and T3 is to describe the number of packets that need to be

maintained in the queues. They depend only on the buffer size of thesegque

Typically, these are fixed and well-known. ‘
Finally, in order to avoid the complete starvation of a flow, we do not afibw

to go below the minimal value of packet per second. This is necessary for the

nodes to estimate the next-hop queue occupancies at any time. The parBmeter

represents a tradeoff between reactivity and stability: a 1&djes a highly stable

environment and smooths short-term variations. On the contrary, smRallgiues

are better for highly time-varying environments that require a quick regcto¥

the protocol. In our experiments, we always Bet 40.

6.3 Inter-Flow Fairness

The intra-flow congestion control mechanism is required in order to avad th
gueues of relay nodes from overflowing. Nevertheless, it is not gmoly it-

self, to ensure fairness between different competing flows. In factptbldem is
particularly serious when &hop flow competes with other multi-hop flows. For
instance, let d-hop and &-hop flow send traffic to a gateway. TRehop flow

will be rate limited by the congestion control mechanism (in order to avoid that the
gueue of the relay builds-up), but thehop flow will not be rate limited, because
no information about the next-hop queue can be used for intra-flowestiog
control.

We propose a solution for networks with a tree topology, the typical config-
uration for a mesh network where all traffic is directed to and from the gatew
The gateway has a global view of the throughput achieved by the difféosvs,
and, in particular, of the fairness of their allocated rates. It can threrefge this



92 CHAPTER 6. JOINT CONGESTION-CONTROL AND FAIRNESS

information to set the rate of the rate limiters of its directly connected neighbors.
A network with multiple gateways is a straightforward extension. Indeed, thhe mu
tiple gateways can use their wired links to exchange information, thus making the
problem similar to the case of a macro-gateway making the scheduling decisions
for the whole network.

We believe that it is relevant to consider this fairness problem separiately,
single-hop scenario. Indeed, any rate adaptation on the last hop thdyeefair-
ness enforcement policy will propagate along the mesh using the intra-fiow c
gestion control mechanism, as discussed in Section 6.4. The experimenttd re
in Section 6.5 confirm this behavior.

6.3.1 Model Description

We focus on a single-hop scenario, whétélows j (j € {1, ..., F'}) send traffic
to the gateway. We assume that the capacity redior is unknown, but for the
purpose of the analysis, also time-constan{{) = A) and convex. In these set-
tings, the fairness problem can be modeled as the utility maximization of a slotted-
time system. A time slot corresponds to the fixed duration of a rate limiting (rate
limiter) assignment.

We adapt the notation of Sections 6.1.2 and 6.2. We drop the nodedraek
extend the notation to consider the time-slotted behavior.

e Service rate Z(n) € R, wherez’(n) is the amount of traffic received at
the gateway from flowj during time slotn.

e Limiting rate : p(n) € RY, wherep’(n) is the maximum amount of traffic
set by the gateway for floyr during time slotn.

e Capacity region: A(n), which is the set of all the achievahi&n) by the
system

e Ultility function : We consider a concave, continuously differentiable and
strictly increasing utility function: : R — R. We denote(n) = u(%(n))
the utility achieved at slat that can be computed by the gateway.

The achieved throughput vectd(rn) obviously depends on the value of the
rate limiters wherp(n) € A(n). Indeed, we have

#(n) = pn) (6.4)
whenp(n) € A(n). Otherwise, we can only write that
Z(n) € OA(n),

wheredA(n) is the boundary of the capacity regidiin). This constraint means
that the gateway has full control of the service rate achieved by eaghnten
p(n) € A(n). However, it loses this control, when going out of this region.
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6.3.2 Algorithm Description

The optimization problem we focus on is equivalent to answering the following
question‘How should the gateway set the limiting ratg&:) in order to maximize
the utility u(n) without knowing the network capacity(n)?”.

To answer this question, we note that the utitityt’) is a scalar field over the
capacity region. A standard tool for performing optimizationain a convex
set is a gradient ascent. In practicen) is time-varying and may not always
be convex, but Section 6.5 demonstrates experimentally that our algoritbm als
performs well in these scenarios. The key difference between ottigabproblem
and the standard optimization problem is that the gateway matesrectly control
the achieved throughpai(n). Instead, the only variables it can control are the rate
limiters p(n). The gradient ascent gf{n) can only be performed when the rates
are set within the capacity region (i.jf{n) € A(n)). Outside this regionp(n)
does not determin@&(n) anymore.

To tackle this problem, we introduce a new algorithm that we call E&E (Ex-
plore & Enhance). The E&E algorithm is detailed in Algoritinand it combines
two phases.

e Theenhancephase is applied whenever the allocated rates— 1) at the
previous time-step. — 1 were feasible, i.e. whenever the system measured
thatZ(n — 1) = p(n — 1), indicating that the previous allocation was within
the capacity regionk (n — 1). The algorithm tries then to increase the utility
by performing a gradient ascent. This is done at lifi®f the algorithm. If
it is successful, it updates the rate vegiion), and repeats a new enhance
phase. If it fails, then it means that the new attempted rate allocation was
outside the (unknown) capacity region. The algorithm then backtracke to th
previous rate vector, which was within the capacity region, and moves to the
explore phase described next.

e The explorephase is applied whenever the allocated rates at the previous
time-step are not feasible. It first choses two flows at random amongj the
flows. Then it decreases the rate of the first one by a random amouhnt, an
increases the rate of the second one to reach the same value of the utility
function. Note this is an easy operation that only requires to solve one equa
tion with one unknown. This allows the algorithm to explore a new part of
the capacity region, which provides the same level of utility) but which
may be a better point to successfully perform an enhance phase. flbesex
phases are crucial to avoid being locked in a local maximum, at the boundary
of the capacity region.

The E&E algorithm starts from an initial condition that is the allocation ob-
tained from running the underlying MAC (in our case IEEE 802.11). Then
show in Lemma 6.1 that the algorithm improves the utility function during each
successful enhance phase, and leaves it unchanged betweemseautive suc-
cessful explore phases (during which the last stable assignfmentains equal to
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the measured achievable ratésit the end of the last successful phase). A con-
vergence proof appears, however, beyond reach becauseptigtgaegion is not
known, and even possibly time-varying.

Algorithm 2 E&E (Explore & Enhance) Algorithm

1: Init: picka > 0

2: Attime slot n = 1:

3: denotez(0), the service obtained during slot 0, and start the algorithm from
the allocationp(1) = Z(0)
store thdast stable assignmemt1) = (1)

At each time slotn > 1:

denoter(n — 1), the service obtained during slot— 1

if Z(n —1) = p(n — 1) then
gotoEnhance phase

10: else

11: gotoExplore phase

12: end if

13: broadcast one packet that contajfis )

14:

15: Enhance phase:

16: seti(n) = p(n — 1)

17: setp(n) = Z(n — 1) + a - uEn 1)

ITu@n—1))|

© o N O

18:

19: Explore phase:

20: pick randomlyi, j € {1,..., F'}, withi # j
21: pick randomlyg € [0, ]

22: setp'(n) =ri(n—1) -8

23: find p?(n) that satisfies

u(rt(n —1),...,0'n),....p°n),...,rF(n —1)) = u(@

24: set ' '
pn) =[rttn=1),...,p\(n),....pP°n),...,r"(n = 1)]

We stress that Lemma 6.1 proves that the time-evolution of the utility achieved
by the last stable assignmefit:) is non-decreasing, but this does not imply that
the evolution of the network utility.(#(n)) is necessarily non-decreasing. In fact,
the network utilityu(Z(n)) might decrease if an allocation outside the network
capacity is choserp(n) ¢ A(n)). However, the non-decreasing propertyrof)
is still interesting to have, because the algorithm can slightly be modified to take
advantage of this. Indeed, an additioeaploitation phasean be added during
which the mechanisms exploits (i.e., uses) at tintbe best achievable allocation



6.4. JOINT CONGESTION CONTROL AND FAIRNESS FOR WMNS 95

it discovered at this point in time (i.e., it sefn) = 7(n)). This exploitation
phases can then be scheduled to happen periodically and from Lemmaet.1, w
know thatwu(#(n)) is guaranteed to be non-decreasing during these exploitation
phases (because we ha@) = g(n) = 7(n) for a time-constant capacity). As

the addition of arexploitation phaseloes not modify the main methodology of the
algorithm, we do not consider the addition of this third phase in the remainder of
the chapter.

Lemma 6.1 The utility function evaluated in the successive last stable assignment
rates,u((n)), is non-decreasing with.

Proof: We note that’(n) is the last stable assignment, and thereftre = g(n —
k) = #(n — k) for somek > 0. At the end of a successful enhance phase, one can

takek = 0 in the previous relation, hence
vu(F(n))

Iva( @)

andu(r(n+1)) > u(r(n)) because(-) is concave (see Theorem 21.4 in [CZ08]).
At the end of an unsuccessful enhance phase the last stable asdigemains

unchanged. In addition, its utility remains unchanged at the end of an explor

phase. As a result, in these two cases we haveudté@h + 1)) = u(7(n)).

O

rn+1)=7n)+a-

We highlight that the E&E algorithm works for utility functions that are con-
cave, continuously differentiable and strictly increasing. The standardnmia
fair utility function does not satisfy these conditions, as it is not continuadisly
ferentiable. Nevertheless, a well-known solution exists to solve this optimization
problem (i.e., water-filling). Therefore, the E&E algorithm can easily berelad
to achieve max-min fairness by (i) starting from a feasible allocation where all
flows achieve the same throughput and (ii) following the water-filling policy at
each enhance phase (as the gradient may not be defined).

6.4 Joint Congestion Control and Fairness for WMNs

The complete framework that we propose results from the interaction betivee
intra- and inter-flow mechanisms. Indeed, we solve both the congestitdreto
and fairness problem by adapting the per-flow link throughput at eadb.nFor
flow j at nodei, the parametep; is set by the inter-flow mechanism if the node is
a one-hop neighbor of the gateway and by the intra-flow mechanism asieerw

In the first case, all one-hop neighbors receive the value tp’dey the gate-
way. To ensure fairness, the gateway runs the E&E algorithm to contilyuous
update the rate allocation. The gateway sends a single broadcast messzdie
ing rate limiter parameter settings to its one-hop neighbors at regular time intervals
(typically every three seconds).
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Figure 6.7:The12-node testbed.

In the second case, the paramaﬁ{erof rate limiter for flow j is controlled
locally at node: by the intra-flow mechanism (without any message passing).
Hence, the intra-flow congestion control mechanmopagateghe fair allocation
obtained at the one-hop neighbors of the gateway with the inter-flow mischan
deeper into the network.

In the next section, we demonstrate the effectiveness of this approach.

6.5 Experimental Evaluation

In this section, we extensively evaluate our solution on a real wireless natsh
works. We begin by studying the performances of both the intra- and fioter-
schemes in isolation, and then we evaluate their interaction in order to solve the
initial starvation problem introduced in Section 6.1.

6.5.1 Hardware and Software Description

We usel2 IEEE 802.11 nodes of our testbed as depicted in Figure 6.7. Each
node is an off-the-shelf Asus WL-500gP wireless router equipped witimgle
omni-directional antenna. Each router runs the ver8@9.2of the openWRT
firmware [OPE] with theClick modular router [KMC 00] used in user mode. We
implemented our mechanisms in C as five nélick elements that use the Multi-
FlowDispatcher [SL09] functionalities in order to create a new queueratime

only when the corresponding flow appears at a node. Additionally, Whsesize

of the MAC interface buffer td0 packets and the size of the per-flow buffers to
100 packets. We set the parameters of the intra-flow mechanism accordingly to
maintain a small amount of packets in the per-flow queues. W&use 20 (a

little larger than the MAC queue size to maintain some packets in the per-flow
queue), 7> = 40 andT3 = 80 (close to the buffer size limit to avoid overflows).
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Figure 6.8:Experimental results for 4-hop (F4) and a5-hop flow (F5). We show the effect of
our intra-flow congestion control described in Section 6.2 (with c-c) ergteue size (left) and the
median end-to-end throughput (right) with tbeand75 percentile confidence intervals.

Finally, we make two practical extensions to the E&E algorithm: (i) we handle the
time variability of the capacity region by testing the last stable assignmafter

10 unsuccessful explore phases in order to check whether it remaitzsnsine;

and (ii) we limit the possible loss of the control messages sent by the gatgway b
using a pseudo-broadcast packet (addressed to the neighbor witieakest link

and overheard by the other nodes), instead of a pure broadcast one

6.5.2 Evaluation of the Intra-Flow Congestion Control

We evaluate the efficiency of our intra-flow congestion control mechabjsoon-
sidering onet-hop flow (F;) and oné&s-hop flow (F5). These scenarios are relevant
because IEEE 802.11 is known to perform poorly and introduces muaestion

in such configurations, as we showed in ChapteFdand F; consist in the fol-
lowing paths through the network:

e fFy:4—-3—-2—->1—0
e F5:5 —+4—-53—-2—1—0.

To assess the level of congestion, we look at the queue occupantiesratay
nodes (the source is fully-backlogged and its queue is full at all time)itibaddlly,

we look at the end-to-end throughputs. We run each experimemfaninutes
and each minute we measure the queue size and average throughpue &8jur
shows the median value with i#5 and 75 percentile. We display the results for
each of these two flowsF{ and (F5) both for the case when UDP is used alone
(i.e., without a congestion control scheme) and for the case with our retayar
congestion-control scheme.

We observe that, when UDP is used alone, the queue size of the first relay
for flow Fy, and the queue sizes of the first and second relays, for figware
very close to their size limit and often overflow. This creates packet |pksssof
efficiency, and high end-to-end delays.
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In contrast, the intra-flow mechanism efficiently performs congestion @ontr
by keeping a small queue at all the relay nodes. This translates into a sighific
reduction of end-to-end delays, because both the queuing delay atrduekng
delay (i.e., higher end-to-end throughput) are reduced.

Other solutions exist to achieve congestion-control, the most obvious orge be
TCP. Although TCP may behave relatively well when only one flow is prigties
end-to-end throughput is reduced due to the explicit ACK messagesmexch-
anism performs congestion-control without suffering from this drakbadt im-
proves the end-to-end throughput and maintains small queue sizes.eak thiat
when TCP is used, the performance is exactly the same whether or not e intr
flow congestion control mechanism is used. Indeed, as TCP ensurésethalay
queues are small, the rate set by the rate limitérare such that all packets go
through (i.e., the rate of the flow is limited by TCP and not the intra-flow mecha-
nism).

In an attempt to assess how close to optimal the obtained throughputs are, we
compute aroptimalvalue as follows: we divide by the capacity of the bottleneck
link when transmitting in isolation (assuming2ehop interference model). This
represents the best throughput that one could expect in such aisq@rdoes not
take into account the losses due to collisions).

We stress that our scheme is not intended to be a replacement to TCP,as we d
not focus on reliable delivery. Nevertheless, our results give ingitihtlecoupling
the goals of congestion-control and reliable delivery. Indeed ourflivamecha-
nism ensures that packet losses are, mostly, not due to buffer evéctiogestion)
at a relay node anymore.

6.5.3 Evaluation of the Inter-Flow Fairness

We evaluate separately our inter-flow fairness mechanism by considbrewj -
hop flows. We fix each flow at a different rate and measure its capacityanidh
without RTS/CTS enabled.

e F]:1— 0 (capacity:1.6 Mb/s; 1.5 Mb/s with RTS)
e F|':6 — 0 (capacity:852 kb/s;806 kb/s with RTS)
e F/": 7T — 0 (capacity:3.2 Mb/s; 2.6 Mb/s with RTS).

Using these three flows, we evaluate all the four possible scenarios:

Inter 1: Fy with F

Inter2: Fy with F}”

Inter3: F}" with F}”

Inter4: F| with ' andF}".
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Figure 6.9: lilustration of the normalized utility and throughput achieved with and withaut o
E&E mechanism for the four inter-flow scenarios. We show its perfagador both utilities: pro-
portional fairness (left) and throughput maximization (right).

As the sources fron#y’ and F}” are hidden from each other, we turn on the
RTS/CTS mechanism in the scenarios Irg@nd Inter4, otherwise we turn it off.
We test the efficiency of our algorithm for both the proportional fairr{&sg 6.2)
and max-throughput (Eq. 6.1) utility functions. We present our resultgjur€ 6.9
by showing both the achieved utility (normalized with respect to the theoretical
upper-bound) and the per-flow throughput obtained for each Eoen&le obtain
the theoretical upper-bound by assuming an idealized MAC that preventoHhi-
sion from happening between flows. In such a case, the proportioaallydtimal
allocation for each flow is C; /', whereC) is the flow capacity when transmitting
in isolation andF' is the number of flows transmitting concurrently. Nevertheless,
this upper-bound allocation is not necessarily achievable by IEEE 8@i4 1o
collisions (e.g., in the case of hidden nodes). Therefore, in order to &losvfair
comparison of our algorithm, we measurbenchmarlallocation that is obtained
by setting the source traffic rates at the rate given by the upper-bdlocdtaon.
We stress that our benchmark point is not necessarily the optimal point casiee
of collisions (as the sources need to send at a lower rate due to collistdos}.
ever as the exact capacity region is unknown, the optimal point is alscwmkn
Thus our benchmark is a good comparison point in addition to the perfoamanc
achieved by IEEE 802.11 without the E&E algorithm. Our results show that the
inter-flow algorithm improves the performances in all scenarios (compareath
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IEEE 802.11 and the benchmark). Furthermore in the case of scenatisitv
collision, our algorithm reaches the theoretical optimal fair allocation.

For the case of throughput maximization, the optimal point is trivially obtained
by giving all the throughput to the flow with the better link quality and by starving
the other flows. Nevertheless, the policy of E&E is to never completely starve a
flow so that the gateway can maintain a global view of all the flows existing in
the network (i.e., it is impossible to detect whether a flow exists or not if it is
completely starved by a rate limiter). Despite this difference, in the case without
collision (Inter1 and Inter3), the E&E algorithm reaches a point that is very close
to the optimal allocation, even though it does not starve the flow with the wieakes
link capacity.

In the case of hidden nodes (the scenarios I2t&nd Inter4), the E&E algo-
rithm improves the performances of IEEE 802.11, but it reaches a locahmaax
and not the global maximum. This is due to the non-convexity of the capacity re-
gion in the case of collisions. A solution to this challenge is to allow the explore
phase of the algorithm to try larger steps from time to time in order to discover
the existence of a disjoint sub-set of rate allocations that achieve the sgitge u
(and from which an enhance phase would be possible). We are ttuisardying
different variations of théZ& E algorithm to overcome these limitations.

6.5.4 Evaluation of the Complete Framework

We conclude our experimental evaluation by an evaluation of the complet@asolu
that combines both the intra- and inter-flow mechanisms. We consider po@dr
fairness for this experiment. Toward this goal, we revisit the initial starvatioh-

lem between &-hop (F3) and al-hop flow (F}). To evaluate this scenario, we use
exactly the same flows as in the experiments of Figure 6.2. In our testbed, thes
flows correspond to

o [1:7T—2
e [5:14 11 —-7— 2.

For benchmark purposes, we follow a similar methodology to the previous sub
section and we derive the optimal allocation by allocating to each flow half of the
throughput that it achieves when transmitting in isolation (note that there is no
spatial re-use in this scenario). The experimental results are shownurefdLO.

We see that IEEE 802.11 starves #hkop flow and it achieves a utility that is less
than 30% of the optimal allocation. On the contrary, our solution benefits from
both our intra- and inter-flow mechanisms and it results in an improvement of the
utility by a factor of3.
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Figure 6.10:llustration of the normalized utility and throughput achieved by our schiemie
introductory starvation problem of Figure 6.2 betweesrlaop and al-hop UDP flow. The E&E
algorithm together with the intra-flow mechanism improve by a factor threetility achieved by
IEEE 802.11.

6.6 Concluding Remarks

We proposed and implemented a fully distributed scheme that allows us to con-
trol congestion in a wireless multi-hop mesh network with a tree topology, by de-
coupling the fair rate allocation scheme between flows and the congestitsnlcon
within the different hops of each single flow.

The fair rate allocation is performed by the gateway, using an “Explore and
Enhance” stochastic optimization that alternates gradient ascent onnaujivey
function (Enhance phase) with avoidance of local maxima (Exploratiosg)ha

The intra-flow congestion control adapts the transmission rates of eaeh no
along a flow by estimating the queue sizes of the downstream nodes. Ihdbes
require message passing, as this estimation is made possible by the broatlzast
of the wireless channel. Furthermore, this algorithm operates at the hdayer
and does not interact with any parameter of the MAC. This makes our algorith
potentially compatible with multi-hop networks using another underlying MAC
protocol than IEEE 802.11.

In our complete solution, message passing is limited to exchanges of messages
between the gateway and its first hop neighbors: once the gatewaydigiseals
rates on the first hop links, the intra-flow mechanism propagates them testhef r
the network. Some key advantages of the solution described in this cheptkat
it does not require to know the capacity of the network (which is indeed dliffio
obtain) and that it is transparent to the MAC and upper layers. Finally, ttial in
condition of the algorithm is given by the default rates obtained by an IEREL&
network, which are progressively modified to increase the utility functiohis T
avoids a long transient phase during which the network would not bextpesl.

The experimental results show indeed a significant improvement in termg-of fa
ness and throughput. Our next step is to analyze theoretically the cencergf
the E & E algorithm when the capacity region is time-constant and convex.
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Chapter 7

Multi-Hop Networks Beyond
Capacity

7.1 Background

7.1.1 Problem Statement

The throughput of wireless multi-hop networks has received much attanttbe
case where the network operateithin the capacity region, but natboveit. In
this chapter, we study the answers to this question for IEEE 802.11 netwark
the simplest non-trivial topology, which is a linear network. We chose todan
this topology for the following reasons: (i) it is found as a part of almosirgv
wireless multi-hop network; (ii) its capacity region is easy to compute, but the
network dynamics may be complex outside the capacity region, as indicatee by th
non-monotonic curve of Figure 7.1; (iii) despite the complexity of the dynamics,
we can prove the non-monotonicity of the curve of Figure 7.1, first, mathealfigtic
on a Markov chain model and, next, experimentally through measurements in a
real testbed. We compute the different phases that the throughputienaloes
through at different input rates, and the values at which the transitimns.o

In order to have a better idea of the counter-intuitive relation between tineeso
rate A and the end-to-end throughput we present simulation results fortehop
network in Figure 7.1. In this scenario, only nod€i.e., the source) receives
fresh packets at a rate whereas node, 2 and3 do not inject any new packets
and solely act as relays for the packets to the destination #i¢siee Figure 7.2).
We consider that the IEEE 802.11 protocol is used with its standard set{ihgs:
without RTS/CTS, (ii) with a transmission range lehop, and (ii) with a sensing
range of2-hop. In other terms, this means that nadean successfully transmit
only if the nodes: + k are silent, witht € {1,2}. The results show that the
relation between the input rafeand the throughput can be divided into three
distinct phases according o
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Figure 7.1:Simulation results for &-hop network show that after an optimal valugthe end-to-
end throughput decreases framto 2 (when the input rate i&2) and remains constant thereafter.

e )\ < \p: Itis the case generally considered, where the source rate is within
capacity. We note that in this cageis an increasing function of and it
reaches its maximum at (1 = A1).

e )\ > )\, It corresponds to the saturated regime, where the source always has
packets to send. We note that in this situation, we havey, independently
of the value of)\.

e \; < A\ < A9 Itis the phase during which a form of congestion collapse
occurs. Indeed, we highlight the counter-intuitive results showingthaa
decreasing function of in this region.

Moreover, we note that these results are not an artifact of particutimgsewe
would have adopted. Indeed, a similar phase-transition behavior is notiosel
simulations for a&-hop network with RTS/CTS [LBDCO01].

transm|SS|on range of Nodez

Nodeo Node1 Nodeg Node3 Nodes

Data flow >

Figure 7.2:Simple4-hop linear scenario leading to stability problem and throughput degradatio
with IEEE 802.11.
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7.1.2 Related Work

The IEEE 802.11 protocol is known to perform poorly in a practical mulp-&ovi-
ronment, both in the case of TCP and in saturated UDP traffic. IndeedSK(&]
Gambiroza et al. show the inefficiency of the protocol in providing optimefbpe
mances, as far as delay, throughput and fairness are concemadndre recent
work [JP09], Jindal et al. show with a simulation that, if the sources are rate
controlled, IEEE 802.11 achieves a max-min allocation that is at (&&6tof the
max-min allocation obtained by a perfect scheduler. If the sources amates
limited, we presented experimental evidence that the performance can lbe muc
worse (see Chapter 5 and 6). The performances of linear networksaveitiu-
rated source (i.e., nodealways having packets to send) are studied both through a
continuous-time model by Denteneer et al. [DBvdVHO08]. By considerighap
interference model, they derive the exact value of the throughput inteydar
case and make conjectures for the general case. Our work diffenstfrese pa-
pers, because we focus on: (i) understanding how the performanies from an
environment that is rate-controlled (sma)l to one that is not (large); and (ii)
elucidating the reasons that cause these transitions.

In order to overcome the inefficiency of IEEE 802.11, enormous pssgnas
been made since the seminal work on back-pressure by Tassiulas BE@2] [
Back-pressure is based on a centralized scheduler that selectsnfamisaion
the links with the greatest queue difference. Such a solution works wel fo
wired network, but it is not adapted to a multi-hop wireless network where de
centralized schedulers are needed, due to the synchronization probéemard
this goal, Modiano et al. introduce the first distributed scheduling franmietiat
uses control messages to achieve throughput optimal performancg®@y & ur-
ther extensions to distributed scheduling strategies are discussed in sumtks
as [CKLS08], where Chapokar et al. propose a scheduler that adtginaranteed
ratio of the maximal throughput. Another effort to reduce the complexity okba
pressure is presented in [YSTO08], where Ying et al. propose to eslsalability
by reducing the number of queues that need to be maintained at eachTiczle.
tradeoff that exists in each scheduling strategy between complexity, utilitgend
lay is discussed in depth in [YPCO08] by Yi et al. Despite their multiple advastage
one of the drawbacks of these previous methods is that they requirengtion
about the queue from other nodes. The usual solution is to use messEjegp
which produces costly overhead even if it is limited to the direct neighbors.

More recently, researchers have proposed decentralized andltipudeoptimal
CSMA schemes that do not require queue information from other nad§SLE07],
Gupta et al. propose an algorithm that uses the maximal node degree irtthe ne
work. Proutere et al. [PYCO08] propose another algorithm, where each node makes
the scheduling decision based solely on its own queue. Shin et al. [SPRB9]
pose an algorithm that achieves stability and where each node makesilgaied
decisions based on a logarithmic function of its own buffer occupance af
pealing property of these algorithms is their throughput optimality with perfect
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CSMA, but they require very large queue sizes (i.e., in the order of @mulssof
packets), which can seriously degrade delay performances. Adliffapproach

is taken by Jiang et al. who introduce an adaptive CSMA algorithm thattadjus
the transmission aggressiveness based on a differential betweerihksad ser-
vice rate [JWa]. To summarize, significant theoretical progress hasrieeently
made on algorithms that are based on variations of the back-pressurithahgo
(i.e., MaxWeight). Nevertheless, we emphasize that MaxWeight is basegloon
assumptions: (i) the set of nodes and the traffic demands are fixedjipatl (
the sources are rate limited to transmit only at a rate within the capacity region.
In [vdVBSO09], van de Ven et al. show that MaxWeight policies might faipto-

vide stability in the case that the first condition is violated, due to the variability
in the system. Our work differs, because we focus rather on the secmadition

and we are interested in analyzing how the source rate affects the stabiity of
IEEE 802.11 multi-hop network. Indeed, the capacity is generally time varying
and difficult to measure exactly in practice [SSGG09]. Hence, it is impottant
know what type of performance losses can be expected when thesoeoeives
packets at a rate above the physical capacity of the network (whichgfiftem the

link capacity).

7.1.3 Network Model

We introduce a model that is based on the common assumption of a slotted discrete
time axis [CKLS08, ES05, LE99, TE92, YST08, AST09], that is, eachsimas-
sion takes one time slot and all the transmissions, occurring during a doten s
start and finish at the same time. Moreover, we consider that ddasi¢he only
source and that the packets arrive at the source following a randdrbwaki®n

of mean\. Moreover, the number of arriving packeig(n) is i.i.d (independent
and identically distributed) in different time slots € N. The destination of all
packets is NodeV, and noded to N — 1 act as relaysg~o(n) = 0 for all n).
Every node has an infinite buffer for storing messages, and usesdetr&luling
policy, with transmissions from nodgto its nearest right neighbor, noder 1.

A packet leaves the system once it reaches the destination Mod&/e capture
the restriction linked to the wireless medium by assumirlgheop sensing range
(which eliminates collisions). A nodecan therefore only transmit in a slot if the
nodesi + k are not scheduled for ali € {1, 2}.

Under these assumptions, we describe the state of the system by the sariable
{bi(n),n € N}, with 0 < ¢ < N — 1, whereb;(n) represents the number of
packets at time instant in the queue of nodé At the beginning of each slot the
transmission pattern

Z(n) = [20(n) z1(n) z2(n) ... zy—-1(n)]

is selected, where;(n) = 1 if nodei is scheduled for transmission at stoand
zi(n) = 0 otherwise. In order to pick(n), each node with a non-empty queue
competes for the access to the channel and picks a uniform bagkojf € [0; 1],
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and the nodes with an empty queue 8gt:) = oo. Next, if there is at least one
node with a non-empty queue, the nadeith the smallest backoff

Bi(n) = ‘min_B;(n)
is scheduled for transmission;(n) = 1) and the nodes within it8-hop sensing
range are removed from the competitigh,(x(n) = oo for k € {0,1,2}). Then,
the node with the next smallest backoff is selected. This process repeHtsntd
no more nodes compete for the channel (j%&(n) = oo for all ) and the final
transmission patterg(n) is obtained. We stress that this model is simpler than the
real IEEE 802.11 protocol as we do not take into account the expohietiease
of the contention windoww; (i.e., the doubling of the contention window after
an unsuccessful transmission). Nevertheless, we note that if IEEEBB2used
with a fixed contention window (i.eC'W,in = CWiee = cw;) the protocol
selects its backoff uniformly if0; cw; — 1], which is equivalent to the selection
of B;(n) € [0;1] in our model. We will validate that the results predicted by this
model with experiments with the real IEEE 802.11 protocol in Section 7.4. Fjnally
the dynamics of our system is captured by the relation

bi(n +1) = bi(n) + zi—1(n) — zi(n) + &(n).

We note that the relatiot;(n) — z;(n) is always non-negative, because only the
nodes with a non-empty queue (i.&(n) > 0) can be scheduled for transmission
(i.e., havez;(n) = 1).

7.2 Simulations

Before providing a quantitative analysis in the next section, we will firgh ga
gualitative understanding of the phase transition in throughput; &nd A, in
Figure 7.1, by using time-slotted simulations of the model of Section 7.1.3. For all
our scenarios, simulations are repeated to sweep all0, 1] with increments of

0.01. We stress that we assume, without loss of generality, that all the links have a
capacity ofl and thus we do not consider the cases 1. The theoretical capacity

of the network\ = 1/3 is reached by a perfect centralized scheduler.

7.2.1 4-Hop Networks

Simulating the4-hop topology of Figure 7.2 fot0° slots, we find that the two
transition points\; = 0.32 and Ay = 0.43 correspond to two specific behavioral
changes in the queue evolution of the nodes.

Indeed, a perfect centralized scheduler reaches the capaeity/3 by always
scheduling node8 and3 concurrently. With IEEE 802.11, there is a non-zero
probability of having these two nodes scheduled independently (e.g.aflgxae
of these two nodes has an empty queue), which yieldsthat 1/3. We see that
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the transition poini\; is the source rate where the queue of nbdaarts to build up
in the network. Interestingly, it is at the first relay nadand not at the source node
0 where this happens. Because the congestion takes place after thegirsinly
increase in the source rate beyokd(up to A2) maps to a proportional decrease
in the end-to-end throughput Indeed, as the queue of nodeloes not build up
for A € [A1, A2], we have that an increase lnmaps to a proportional increase
in the number of packets transmitted by nddeMoreover, the shared nature of
the wireless medium implies that each time n@deansmits a packet that will be
gueued up at node(i.e., A\ — \; packets per time slot in average), it prevents both
nodel and node2 to forward the packets waiting in their own queues. Resources
are thus wasted on the queue build-up of nadend the end-to-end throughput
decreases linearly with.

The point)\; corresponds to the threshold rate above which the queue of node
0 eventually begins to build up. After this threshold, the input rates no result-
ing effect on either the throughputor the queue growth at node because the
(saturated) source always has packets to send anyway and thuseas@on\
does not make any difference in the network, except that the queue ebthce
grows faster.

7.2.2 5-Hop Networks

Having shown the relation between the phase transition in the end-to-engdthro
put i and buffer build-ups in d-hop network, we confirm that the relation remains
for larger K-hop topologies.

Toward this goal, we begin by simulatingsehop network in the same setting.
Our results, depicted in Figure 7.3, show that there are in this case, nobivo
three transition points at;, Ao and A\3. Again, each one of these points cor-
responds to a threshold rate above which a new queue begins to build up in th
network.

We note that, in &-hop network, the first transition poitN; = 0.3 occurs
again before the theoretichl3 capacity of the network and this is due to the queue
build-up at node. To explain why node is the first to have its queue explode,
we highlight that it is the only node that cannot transmit concurrently witthesmo
(due to the2-hop sensing range). Hence, it has a smaller channel accessifitpbab
than the other competing nodes and it is the first one to build-up when thessourc
rate )\ increases.

The second transition poit, = 0.35 is the source rate where nodestarts
to build up. We observe that this build-up has two effects: (i) it reducesltpe
of the throughput decrease relatively to the input pgtend (ii) it linearly reduces
the amount of buffer build-up at node The explanation for the second effect is
that the build-up at nodé implies additional transmissions from no@gwhich
proportionally reduce the number of transmissions from nigdend as result re-
duce the backlog at node This also explains the first effect, because the packets
gueued at node2 consume more resourcestfansmission slots) than the packets
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Figure 7.3:Simulation results for &-hop network. The transition points in throughpytcorre-
spond to the threshold rate above which a new queue starts to build up intth@rkeThe queue
of nodesk > 2 are not displayed because they never build up (i.e., they follow a pos@aurrent
evolution).

queued at nodé (1 slot). Hence, as in the regidns, \3] the additional packets
are queued at nodeinstead of nod®, they consume less transmission resources
and this reduces the slope of the throughput decrease relativily to

Finally the last transition points = 0.45 happens after the build-up of node
and the effect is similar to the one &f in the4-hop case.

7.2.3 Larger K-Hop Networks

We end our simulation study by extending our investigations to lafgdrop
topologies. We repeated our simulations for networks of upOtthops and we
find that (i) the only nodes where the queues always build-up when thi¢ riafe

is above a threshold; are node (at \y), nodel (at A1) and nodé (at \»); (ii) for
networks larger thafi hops, the queue of nodebuilds up when the input rate is
in the range).28 < X\ < 0.30, whereas the queue of nodduilds up only for the
rate A = 0.28; and (iii) the queue of nodée > 4 always remains bounded for any
input rate. Table 7.1 shows the values of the transition pointhat we obtained

Network size| M\ 1 A9 2 A3 3
4-hop 0.32 0.31 | 0.43 0.29 - -
5-hop 0.30 0.29 | 0.35 0.27 | 0.45 0.26
6-hop 0.29 0.29 | 0.35 0.26 | 0.46 0.25
7-hop 0.29 0.28 | 0.35 0.26 | 0.46 0.25
10-hop 0.29 0.27 | 0.35 0.26 | 0.46 0.25
15-hop 0.29 0.27 ] 0.35 0.26 | 0.46 0.25
30-hop 0.29 0.27 | 0.35 0.26 | 0.46 0.25

Table 7.1:Simulation results for the transition poinfg,, u.; } for different network sizes.
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for different network sizes.

7.3 Mathematical Analysis

In Chapter 3, we showed that théhop model is the simplest and smallest topology
to suffer from congestion and throughput reduction in the saturatédee¢dence,
we focus our mathematical study on this scenario.

7.3.1 4-Hop Network
A 4-hop network is completely defined by the state
{bo(n), by (TL), ba (n)7 b3 (TL)}

and, if{by(n), b1(n), b2(n), bs(n)} = {bo, b1, b2, b3}, then its transmission proba-
bilities can be expressed as

P(zo(n) =1) = Lpys0(Mpe>0 + Lpy>0)/ D, Lp>o0

P(z1(n) =1) = 150/ 22 Lo>0 (7.1)
P(z2(n) =1) = lp,50/ Zz Ty, >0 '
P(z3(n) =1) = lpz=0(Mpg>0 + Lpg>0)/ D25 Lo >0,

wherell 4 is the usual indicator of event, which takes valué if event A occurs
and0 otherwise. Based on this model, we derive a series of lemmas and theorems.

Lemma 7.1 If A < 1/4, then the Markov Chaifib(n)} is positive recurrent.

Proof: We will use the well-known Foster-Lyapunov technique for proving posi-
tive recurrence of the Markov Chain. Let us define the function

L(bo, b1, b2, b3) = 4bg + 3b1 + 2ba + b3

and prove that it is an appropriate Lyapunov function. Note that thetibmc
represents the workload of the system (i.e., the total number of time slots for
all packets in the system to leave). Note also that every successfuimigans
sion by any node in the system reduces the function by exactlyinally, note

that if at a given time slot there is at least one packet in the system, then at this
time slot there will be at least one successful transmission. Define als@tthe s
V = {(bo, b1, ba,b3) : by + b1 + ba + b < 1}. Then we have

E (L(B(n + 1)) — L(b(m)) [b(n) = B) < 4

for all b and

—

E (L( (n+1)) — L(b(n))|b(n) = 5) <4N-1<0

forall b ¢ V, therefore the conditions for positive recurrence are satisfied. [J
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—

Lemma 7.2 If A > 1/3, then the Markov Chaifib(n)} is not positive recurrent.

Proof: We again use Foster-Lyapunov techniques. Take the function
L(bo, b1, b2,b3) = 3bo + 2b1 + ba,

which represents the workload of nodgd and2. Note that the maximal number
of transmissions accomplished by these nodes in one time slot is edydlgnce,

E (L(E(n +1)) — L(b(n)[b(n) = 6) >3A—1>0

for any vector, and the lemma is proved. O
Lemma 7.1 and 7.2 suggest that there exigts < A\; < 1/3 such that the

system is stable for all < A; and unstable for alA > \;. We will show that

in fact \; < 1/3, which implies that the maximal end-to-end throughput is not

achievable by an IEEE 802.11 network.

Theorem 7.1 The value of\; defined above is strictly smaller thar3.

Proof: We showed already that at > 1/3 the Markov chain representing the
state of the system is not positive recurrent, which, in particular, meahshtha
total number of packets tends to infinity. However, for our analysis wd nese
detailed information, specifically, we need to know at which node the qualee b
up occurs.

For this, consider first node. From the equations about the probability of
node0 transmitting (i.e.,P(zo(n) = 1)) we conclude that whenever nodeis
non-empty, its transmission probability is larger than or equéf 8oand whenever
node3 is also non-empty, this probability becomes strictly larger théh These
two facts imply that the number of packets at ndd#nes not tend to infinity with
probability 1, or lim,,_,o, P(bg(n) = 0) > 0.

Similar arguments allow us to show thatat= 1/3 the queues of nodek
and2 grow infinitely. Indeed, the total number of packets in these queues grows
infinitely due to Lemma 7.2 and the previously-established fact that the quieue o
node0 stays bounded. Note from (7.1) that the probabilities of transmission of
nodesl and2 are equal in the case both these queues are non-empty and regardless
of the states of queu@sand3. Indeed, both probabilities are equal to

1
24 Tpy>0 + Lpyso”

and hence, the expected change in the queue size ofniodais case i9. If we
assume now thdim,,_,~, P(b1(n) = 0) > 0, then whenever the queue of notle
empties, the expected change in the queue size of hadeegative, which yields
that the queue of nodestays bounded. This contradicts however Lemma 7.2 and
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hence, the queue of nodegrows infinitely. Now we make use again of the fact
that whenever both queug@sand?2 are non-empty, their transmission probabilities
are the same, hence, in all these states the expected change in the sizee® qu
is equal to zero, and hence the queue builds up.

We have now established that)at= 1/3 the queue of nodé stays bounded,
whereas the queues of nodieand2 grow infinitely. Assume thak; = 1/3. This
would imply that the throughput of the system grows linearly witlp to the point
A1 =1/3 and henceitis equal to = 1/3 when\ = 1/3.

Consider nodg at A = 1/3. As both noded and2 are non-empty, we have
from (7.1) that the probability of nod®transmitting in any time slot is equal to

I+ 1Tpy>0
3=
3+ Ip,>0
and the probability of nod2 transmitting in any time slot is equal to
1
p2= g
3+ Ip,>0

As A > 0, the probability for queue of nodeto be non-empty is strictly positive,
implying that the queue of nodestays bounded becaugg > p». Note that this
analysis is valid for any\ > 1/3, hence the queue of nodeis always bounded.
As the queues of noddsand2 become infinite ah = 1/3, the state of the sys-
tem may be described by the Markov Chéin(n), bs(n)} which has steady-state
probabilities

The throughput of the system (or, equivalently, of n8jlean then be written as

po= 173 p(0,7) +1/23 3 p(i.j)
j=1

i=1 j=1
= 1/3P(0,1) + 1/2P(1, 1) (7.2)

with obvious notations?(0, 11) and P(1, 1). The throughput of node is, how-
ever, also equal tp and to

1= 1/2P(0,0) 4+ 1/3P(0,1) 4+ 1/3P(11,0) 4 1/4P(1, 1)

where P(0,0) = p(0,0) and P(1,0) = ;2 p(¢,0). The two last equations
imply that
P(1,1) = 4/3P(1,0) + 2P(0,0).

The throughput of node is equal tol /3 and to
1/3=1/3P(1,0)+ 1/2P(1,1) = P(1,0) + P(0,0),

due to the latter equation. Recall now ti#40, 0)+ P (0, 1)+ P(1,0)+P(1, 1) =
1 and conclude thaP (0, 1) + P(1, 1) = 2/3. From (7.2) it finally follows that

pw=1/3P(0,1)+1/2P(1,1) < 1/2(P(0,1) + P(1,1)) = 1/3,
and the contradiction proves that < 1/3. O
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Theorem 7.2 If node0 is assumed to be saturated (i.e. to have a packet to transmit
at every time instant), then the throughput of the system is eq@dlito

Proof: We will use an idea from [SdV10]. From the proof of Theorem 7.1 it
follows that noded and2 are also non-empty with probability and as the queue
of node3 stays bounded, we can introduce time instaptsy + 71, .., where

7o = inf{t > 0: b3(t) = 0}
and

Tiv1 = inf{t > 0:b3(m; +t) = 0and there exists0 < s <t such that
bg(Tl‘ + 8) > 0}

fori =0,1,... In words, we mark the time instants when ngdeecomes empty.
Due to the stability of nod8, the sequence, 71, .. consists of a.s. finite integers
that are independent. Moreover, the random variahles, .. are identically dis-
tributed, and the behavior of the system in each cycle is statistically the same as in
any other cycle.

Thus, we can conclude that the throughput of the system is equal to

u=ET/Em,

whereT is the (random) number of transmissions accomplished by Addea
typical cycle. Let us now find the expected value§ adndr. We can write

T =1+ V1,

wherev is the time until node transmits a packet to nodg andw; is the time
until node3 becomes empty again. First note thxgthas a Geometric distribution
with parametei /3. Indeed, when nod&is empty, the othe3 nodes compete for
the channel and have equal probabilitieg}each) to get the access. Hence, it will
take aGeom(1/3) — 1 time slots until node gets the access and themore slot
for the transmission itself. Note also that we can write

T
v = E Pis
i=1

wherep; is the time taken by nod&to successfully transmit one packet. Note that
the random variableg, , ps, .. are independent and each of them has a Geometric
distribution with parametet /2. Indeed, when all nodes are non-empty, the prob-
ability for node3 to successfully transmit in any given time slot is equal t@,
hence, it will take aGeom(1/2) — 1 time slots until node3 gets access to the
channel and then an additional slot for the transmission. Taking into atoou
representations fary andv,, we write

Er = 3+ 2ET. (7.3)
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The expected value of the number of transmissions of Boaleer a typical cycle

now remains to be found. For this we will use a method similar to the one used to
obtain the value of the expected length of the busy cycle in/aid7 /1 queue. It

is clear that every packet that is transmitted by nddeer p; — 1 slots generates

its own cycle, and the distribution of the number of successful transmiseions
node3 in this cycle is exactly the same as the number of successful transmissions
of node3 in the cycler;. Moreover, all these cycles are independent. Hence, we

can write
p1—1

T=1+ Z 1, (ny=1Tn, (7.4)
n=1

wherell ,,)— is 1 if node 2 is transmitting at time slot, and isO otherwise, and
where eaclT,, is distributed ag’. Note that in any time slot during the time slots
when node3 is not transmitting (implying also that nodeis not transmitting),
node2 has a probability oft /2 of getting access to the channel (nodeand 2
compete for the channel), which means that

El,,(ny=1 = 1/2.
This, combined with (7.4), implies that
ET =1+ 1/2(Ep; — 1)ET = 1 + 1/2ET
and, hence,
ET = 2.
Plugging this into (7.3) leads to the claim of the theorem. O

Lemma 7.3 There exist a\2 = 3/7 such that the queue of nofedoes not build
up if A < A9 and grows infinitely if\ > \,.

Proof: We shall concentrate on the case- )\, so that queues of nodésand2
are non-empty with probability. Assume that the queue of nodés non-empty.
We shall use Foster-Lyapunov techniques. Consider

E (bD(Tl) — b0(0)|b0(0) = bo) y

wherer; was defined in the proof of Theorem 7.2. It is clear that duringme
slots node) will on average receiveEr; = 7\ new packets. Let us now count
how many packets on average will leave nédever a typical cycle. Recall the
representation

T =1+ 1

used in the proof of Theorem 7.2. Note that during thdime slots nodé will
transmit exactly as often as nodei.e., will transmit7" (see again the proof of
Theorem 7.2) packets. Among thg time slots there aré&eom(1/3) — 1 time
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slots when node8 or 1 transmit, and node transmits on average in exactly half
of them. Taking this into account, we can conclude that the average nurhber o
packets transmitted by no@ever a typical cycle is equal ty/2(Evy —1)+2 = 3.

Now we write

E (bo (1) — b0(0)[bo(0) = bg) = T\ — 3,

concluding the proof based on the standard arguments of the Fostaurguatype.
O

7.4 Experimental Validation

We validate the results from our simulations and our model on a testbed cainpose
of five wireless routers.

7.4.1 Topology Description

The testbed is composed 6fAsus WL-500gP routers in which we change the
mini-PCI WiFi card to an NMP-8602 Atheros card in order to benefit from th
open-source driver. Each router runs the OpenWRT firmware [@fRE}he Mad-
Wifi driver [MAD] that we extended with new commands: (i) to modify the maxi-
mal buffer size (front0 to 100 packets), and (ii) to monitor the queue size evolu-
tion. Each node has a single interface that operates in the the chanofelEEE
802.11g with the RTS/CTS mechanism disabled (i.e., standard setting) and with
the data rate set tbMb/s. We chose to deactivate the auto-rate and set a fixed rate
instead, in order to limit to the minimum the effect of factors external to our study
Moreover, we avoid the problem of interference by launching our mieasnts
during the night.

We deploy the topology over one floor of a building as depicted in Figure 7.4.
As opposed to the simulation and the mathematical analysis, the measurements in
a real testbed show that different links do not generally have the sgraeitta We

[ | ;
2am Tl S | I N i =
No | N3 N N3
!—— |O - |1 |2
- 66 m -

Figure 7.4:Deployment map of the testbed composed of five Asus WL-500gP wsretegers
that form a4-hop network.
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presentin Table 7.2 the link capacity that we measured each min@&feeconds

(i.e., 11 measurement points). From these measurement points, we compute and
show the median value together with th&’ confidence interval. We perform

all our throughput measurements by usingifresf  software. From our results,

we see that: (i) the links is the bottleneck of the network and (ii) tfehop
interference model can accurately capture some practical deploymehts dee

case for the one of Figure 7.4.

7.4.2 Measurement Results

We consider thel-hop flow going from nod® to node4 with the bottleneck in
the3"® hoply. We perform our measurements by launching traffic at different rate
A for 660 s and measuring the queue evolution and the per-minute throughput
Then we compute the median throughput that we depict in Figure 7.5.

First, we note that our experimental results show a similar trend as the simu-
lation results introduced in Figure 7.1 (except for the case of the two oudters
1 Mb/s and2 Mb/s that we discuss later). Even though we never have exactly
A = pin practice due to the packet losses due to collisions or poor channet cond
tions, we note that the throughputincreases as a function of the source rate until
a first transition point\; = 125 Kb/s (u; = 113 Kb/s). Moreover, the logs show
that this transition poind; corresponds to the threshold after which the queue of
one relay node builds up (it is no@en our experiment due to the low capacity of
l2), before the queue of the source.

This queue build-up is synonym of wasted resources due to the packets th
are lost because of buffer-overflow. It results in a reduction ofuiphput with
112 = 102 Kb/s.

Then, we investigate the presence of two outlayers at 1 Mb/s and\ =
2 Mb/s. Itis interesting to note that, for both rates, the median throughpui 08
(109) Kb/s is close to the optimum, but with a large confidence interval range.
Moreover, our logs show that the queue of the source odeeady builds up
(i.e., saturated) at a rate 600 Kb/s. This is even more counter-intuitive as we
would expect that once the source rate is above the saturation threshiblel o
source, it would have no influence on the end-to-end throughput. Aftdtiple
repetitions of the experiment to validate this artifact, we conjecture that it is due

Link | Median Throughput Confidence Interva
lo 836 Kb/s [836 — 839
Iy 858 Kb/s [857 — 863]
Iy 222 Kb/s [213 — 230]
I3 830 Kb/s [824 — 837]

Table 7.2:Measurements of the link capacityfor each nodeé when transmitting alone. We show
the median throughput with th#®% confidence interval.
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Figure 7.5:Measurement results showing the evolution of the end-to-end throtigepending
on the source ratd. We plot the median value together with th@&% confidence interval.

to the performance limitation of our wireless routers that run a6aMHz CPU.
Indeed, we note that the packets generated at aadesume the device resources:
() when they are generated at the application layeipleyf , and (i) when they
are passed to the MAC driver that has to check its queue to decide whether
accept the packets or not. This extra workload on the machine slows dmet n
that ends up transmitting less packets on the lin&nd this results in an increase
of both the median and the variability of the throughput.

Finally, we run an experiment with TCP traffic for comparison purposdsamn
find that it only reaches a throughput @ Kb/s, which corresponds to on8%
of the best performance achieved by UDRuat Obviously a direct comparison
between TCP and UDP is not fair, because TCP delivers more than amjeso
tion control (i.e., it guarantees reliable and in-order packet deliveyg.find it
interesting to note that the gap between UDP and TCP is large. Hence, thilte is
a significant room for improvement for new protocols that decouple tbbl@m
of congestion-control from the problems of reliable in-order delivangl that deal
with them with separated mechanisms at a different layers.

7.5 Hop-by-Hop Congestion Control

IEEE 802.11 is unable to reach the theoretical network capacity, even ifedimp

ear topologies. Indeed, given an optimal capagitfy™ = 1/3 in linear networks
with 2-hop interference model) we show, both in the simulations of Table 7.1 and
analytically in Theorem 7.1, that there exist no source kagach that the network
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achieves a throughput = p*. A key implication of this finding is that it igm-
possible for any end-to-end congestion control scheme that rungeker802.11

to be throughput-optimalThis supports the idea that doing congestion control in
a hop-by-hop manner, instead of end-to-end, allows the system to adaigher
throughput. In order to see how well hop-by-hop schemes performanag/ze
through simulations some state-of-the-art scheduling algorithms. We cotiside
four following scheduling schemes in addition to IEEE 802.11:

e Policy 1 - IEEE 802.11: Each node with a non-empty queue selects its
backoff uniformly in the same interval (recall that we do not consider the
exponential backoff mechanism)

B =U(0,1).

e Policy 2 - linear own queue policy: This policy comes from an algorithm
introduced by Shin et al. for a non-slotted time model [SSRO09]. In this algo-
rithm a nodei wakes up at a clock tick and if the channel is idle it transmits
with a probability%, whereW;(t) is a function oflog(b; + 1) with
b; being the queue size ofg nodeWe simulated a similar policy for a slotted-
time system by making each nodselect its backoff3; as a function of its

queue
1

bi +1
e Policy 3 - logarithmic own queue policy: Another approach studied in [SSR09]

is to select the transmission probability dependingit) that is a func-

tion of log(log(b; + ¢)). We captured this policy in a slotted-time system

by making each nodéeselect its backoffs; as a function of théog(-) of its

queue

Bi

U0,1).

1
1+ log(b; +1)

e Policy 4 - next-hop queue policy:This policy is inspired from the EZ-flow
algorithm that we presented in Chapter 5. In this scheme each:ramtigpts
its transmission probability depending on the queue at the next-hop node
i+1. When the queue at node 1 goes above a threshold (i.8,11 > biaz)
the transmission probability is increased (j%edivided by two), and when it
goes below another threshold (i&..1 < b..in) the transmission probability
is decreased (i.e5; is doubled). In our simulation, we simplify this policy
by neglecting the dependence betwegm) and 8;(n — 1). Instead, we
consider that each nodeselects its backoffs; as only a function of the
queue at its next hop

1
= (1-————) - U,1),
’ < bi+1+1+€) 0.1

for a smalle > 0 that is used in order to avoid having exactly= 0 for all
the nodes having their next-hop node with an empty queueii,g.= 0).

Bi -U(0,1).
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e Policy 5 - airtime-limiting policy: This policy comes from an algorithm
proposed by Jang et al. for TCP traffic in [JPG10]. In their scheme, the
authors find the allocation timd; of a link /; by using the notion of.V;

(the link[; and its interfering links)JV; (the number of flows traversing the
link ;), and NW; (the number of flows traversing a link iN;). Finally the
allocation is obtained by trading some efficiency for stability (i.e., not taking
advantage of spatial reuse) and computing

W

A= .
maxpen, (N W)

Each linkl; has then its airtime transmission restricted to be not more than a
fraction 4; of the time.

We study each one of these algorithms and we present the throughput evolu
tion as a function of the input rate for multi-hop networks of various sizes in
Figure 7.6. We obtain analytically the throughput of the airtime-limiting policy
and we simulate the other policies ftd” time slots using the same settings as in
Section 7.2.

In order to derive the throughput of the airtime-limiting policy (poligy we
note that we havél’; = 1 for all 7 and thus we have

NW = [3,4,4, 3]

for a4-hop network and
NW = [3,4,5,4,3]

for a5-hop network. That gives a limitation for link of A, = 1/4 for all  in the
case of at-hop network, and4; = 1/5 for a 5-hop network. The advantage of
this policy is that it never decreases witt{i.e., robustness) as opposed to policy
and2. However, this is achieved at the cost of a decrease in efficiency Wbé&h
traffic is used. Indeed, when the sources send traffic at exactly tvenkecapacity
A = 1/3 this policy only delivers a throughput @f4 (75% of the optimum) on /5
(60% of the optimum). One should stress that this scheme was designed for TCP,
where robustness to different ratess critical — remember from Section 7.4.2 that
TCP performs poorly over 802.11 linear networks.

As expected, our results show that, in thkop case , both policiesand3 (i.e.,
own queue policies) are throughput-optimal when the source rate reméilis w
the network capacitx < 1/3 (i.e., efficiency). For larger topologies, we find inter-
esting results as we note that polizys still throughput-optimal, whereas polidy
appears to suffer a throughput degradation, even though it ha$drewaily proven
to be throughput-optimal [SSR09]. This simulation result illustrates the impartanc
of having very large queues in order for polityo be indeed throughput-optimal.
Based on these results we can conclude that palisythe policy delivering the
bestefficiency However, this is performed at the costrobustnesss we note that
both policies suffer from throughput degradation when the sourevescpackets



120

at a rate\ > 1/3. Furthermore, we see that this degradation is a serious problem

CHAPTER 7. MULTI-HOP NETWORKS BEYOND CAPACITY

for the linear case (policg), but it is less severe with thieg(-) function (policy
4). This result supports the proposition of Shin et al. to usédge) as it provides
more robustness that the linear counter-part.
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Figure 7.6:Simulations for a multi-hop network with different hop-by-hop scheduiobgemes
used for congestion control. Scheduling policies based on a node’'sjoaure (policy2 and 3)
reach high throughput at capacity, whereas policies based on eitheextiaop queue (policy) or
airtime-limiting (policy 5) provide robustness to source ratethat are above capacity.
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Finally the next-hop queue policy (poliey results in a nice tradeoff between
robustness vs. efficiency. Indeed, it also achieves the robustragsesy of policy
5, and it delivers a throughput that is closer to the optimum and is always bette
than IEEE 802.11 in all the topologies that we tested (we simulated networks up to
14 hops).

7.6 Concluding Remarks

The capacity region of a multi-hop network is usually assumed to be known in
most of the recent congestion-control schemes and they, moreogaitere¢his
information in order to be throughput-optimal. Nevertheless, contrary todwire
networks, wireless capacity is time-varying and usually unknown. This snake
it almost impossible to know whether a network is operating within the capacity
region or not.

Up to our knowledge, we are the first to study, both analytically and experi-
mentally, how a multi-hop network behaves at different source rates bihmy or
above the capacity. Our contributions are threefold: (i) we proved tisteexe of
the different transition point§)\;, u;} (see Figure 7.1) and explained the rationale
behind them; (ii) we formally proved that it is impossible for an end-to-end con
gestion control scheme to be throughput-optimal if it runs over IEEE 80%il)1
we studied through simulations some state-of-the-art hop-by-hop damgesn-
trol mechanisms and we highlighted the tradeoff betwegtiimality (throughput
optimality) androbustnesgno throughput collapse beyond capacity) that should be
taken into consideration when designing new hop-by-hop schedulingtaigs.
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Chapter 8

Conclusion

8.1 Discussion of the Results

Throughout this thesis we have focused on the scheduling problem #Hutst den
IEEE 802.11 multi-hop network to be unstable, where we defined instability to
happen when the queue of at least one node in the network builds umitelgfjin
practice this takes the form of buffer saturation and overflow). Firstyalidated
experimentally th&-hop stability boundaryhat means that in the source-saturated
regime a3-hop network is stable, whereas larger topologies are intrinsically unsta-
ble. The effects of this stability boundary have been reported experityenya
some researchers who stated thaith current commodity wireless technology it
does not make sense to handle more than three’HopEo the best of our knowl-
edge, we are the first to propose an analytical model to understandothearses
behind these phenomenon. In Chapter 3, we proposed a Markovian aratele
introduced the notion aftealing effect The stealing effect takes the form of col-
lisions that are the result of the hidden node situation and non-zero transmis
time. We showed that, interestingly, these collisions have the beneficial effec
stabilizing the3-hop network. Indeed, &-hop network would be unstable if the
stealing effect was not accounted for (i.e., if it has a zero probabilitgodiming).

In practice, however, the stealing effect probability is always strictlytipesdue

to the non-zero transmission times

In addition to explaining the instability problem, we proposed, implemented
and evaluated some practical solutions to solve it. The first approach estinv
gated is to perform the congestion control at the MAC layer i@#flown The
key idea behind EZ-flow is to work in a hop-by-hop manner by using dt aade
1 two separate modules (i) that passively compute the queue size at theopext-h
gi+1, and (i) that automatically adapt the channel access probability acctyrding
by varying the contention window parameter;. We showed experimentally, an-
alytically and through simulations that EZ-flow successfully stabilizes a multi-hop

Lunar project: http:/cn.cs.unibas.ch/projects/lunar/
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network without requiring any form of message passing.

A second approach that we considered is to perform the congestitmolcainthe
network layer instead of the MAC layer. Toward this goal, each naages one
IP queuey’ per flow; (a flow is the tuple< src IP; dst IP > within the mesh).
Each IP queue is throttled by a rate limiter of rafeand all the IP queues are then
scheduled to the MAC queue through a Round-Robin scheduler. Similarlgto th
MAC approach, the per-flow next-hop queue sqﬁés obtained passively by tak-
ing advantage of the broadcast nature from the wireless medium. Nevssthiate
channel access probability is adapted by varying the Iimiting;rfatastead of the
MAC contention windowcw;. This modification allows us to decouple the prob-
lem of congestion from contention, because it does not abuse the M#t€rtmn
mechanism when performing congestion control.

In order to complement the hop-by-hop congestion control scheme that op
ates within a flow, we proposed an additional mechanism that runs at the mesh
gateway and that achieves a level of fairness between the differarg @bthe
mesh. This algorithm calleBxplore & EnhancgE&E) optimizes a given util-
ity function without having a prior knowledge of the network capacity region
order to perform its task, it runs (i) exploration phases to discover thaciy
region and (ii) enhancement phases to improve the utility by a gradienttascen
E&E does not require network-wide message passing to propagate tialoate
tion. Instead, it only uses a broadcast message to inform its direct megbihthe
new allocation and this information is automatically propagated passively by the
congestion-control scheme. We showed in a real deployment both tttécphisy
and the efficiency of the E&E algorithm. The exact dynamics during the explor
phases, however, are difficult to analyze mathematically and, even in $keota
a fixed capacity region, it is hard to provide a formal proof of convecgeo the
optimum. In order to overcome this limitation, we are currently investigating slight
variations of the E&E algorithm that are simpler to study analytically.

After having mostly focused on the source-saturated scenario, wezadaly
the effect of the source rateon the end-to-end throughputof an IEEE 802.11
multi-hop networks. We reported, both through simulations and experimentally,
some counter-intuitive results that showed that the relation betwesmd X is
non-monotonic. We proposed an analytical model that allows us to dexive se-
sults concerning the transition points of the curve showing the relation betwee
andy for a4-hop network. Using both our simulations and our mathematical anal-
ysis, we showed that if a multi-hop networklfops or larger) uses an unmodified
IEEE 802.11 MAC layer, it cannot reach the network capagityor any possible
source rate\. This results implies that it is impossible for an end-to-end conges-
tion control scheme to be throughput optimal when operating above an ifiedod
MAC layer. It supports, therefore, the idea of performing the congestomtrol
in a hop-by-hop manner (at the MAC or network layer) rather than erehtb(at
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the transport layer). As a result, we compare through simulations the'perice

of different state-of-the-art methodologies to perform hop-by-t@mestion con-
trol in a network. This study showed the important tradeoff that exists legtwe
efficiency(i.e., throughput-optimality) ansbbustnesgi.e., no throughput collapse
when the sources attempt to operate at a rate above the network cap@city).
rently, most of the work in the literature focus solely on the efficiency pahne T
wireless capacity, however, is in practice both difficult to measure exautlyie
varying. Hence, in reality it is almost impossible to guarantee that the sources
always operateavithin the capacity region without being too conservative. As a
result, the robustness criteria is at least as important as efficiency astilomgly
believe that it should be evaluated when considering new schedulingnsster
wireless multi-hop networks

Finally, a practical outcome of this thesis is the design and deployment on the
EPFL campus of the first large-scale multi-hop testbed based on IEEEL802i-1
tially we planed our network to span over the six buildings of the 1&C Department,
in order to support our experimental research on wireless mesh netarther-
more, we designed our testbed to be as flexible as possible in order to ke able
meet research needs in other fields. The fact that our testbed wagusetbus
other research projects [Epil0, Becl1, JSP& EFLBA10] is an indicator that
we reached our objective of building an efficient platform to suppgregrmental
research. For the future, we plan to continue using the testbed and aeaetly
looking at different possible upgrades and extensions.

8.2 Possible Extensions

In this thesis we used our Markovian model to study the stability or instability of
the network using the Lyapunov-Foster criterion. Furthermore, additsindies
based on this model provide more detailed information about the network-beha
ior. An example of possible extensions has been recently performedibgr@n

et al. [GKvL10]; they further study our model in order to derive vasiagymptotic
expressions for the stationary large buffer probabilities of a 3-hoparktw

Another possible direction for the extension of our model is to adapt it tercov
topologies more general than the linear ones that we focused on. |nvdeatud-

ied more general topologies through simulations and experiments, butalgtian
cally. The challenge there is that, using our methodology, a network corgaihin
nodes would be modeled as a random walkiih—2 and thus the number of states
to consider in the analysis of the Markov chain would rapidly explode.

The experimental studies we performed on a real wireless multi-hop deploy-
ment allowed us to draw attention to the fact that the shared nature of thessirele
medium brings both new features and new challenges.
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On the one hand, our measurements showed that the multi-hop wirelesgycepac
highly variable through time, especially in the indoor setting. This implies that the
traditional static scheduling schemes from wired networks cannot direetipb
plied to the wireless setting and more adaptive techniques need to be usad.inste
In this thesis, we followed this methodology both in EZ-flow and the Explore &
Enhance algorithm, and we stress that a similar adaptive approach cdagiec

to other protocols

On the other hand, the shared nature of the wireless medium also impliesthat ad
ditional information is available at a node (i.e., a node hears more than only the
packet targeted to it). In the original IEEE 802.11 protocol, this information is
wasted because at the MAC layer the nodes discard all the packetsgetethto
them. However, the new trend in the network community is to take advantage of
this free information delivered by broadcast wireless medium. Toward this goal,
the nodes are set in the promiscuous mode and use all the sniffed packetsrin

to better perform this task. In this thesis, we showed how EZ-flow follows this
strategy to derive the queue occupancy at the next-hop. Other exdolfdesng

this strategy are found in topics such as in opportunistic routing. Nevesthele
we think that this topic is still in its infancy and there are still many directions to
explore in order to take full advantage of the possibilities offered by thadwast
medium.

In Chapter 7 we showed that no end-to-end congestion control scremigec
throughput-optimal if it runs directly above an unmodified IEEE 802.11 |alfeis
results supports the idea that the congestion control in wireless multi-hopnstw
should be performed at the network or MAC layer instead than at the tensp
layer. Yet, in practice congestion control is currently performed mostly®p at
the transport layer. The key advantages of TCP over UDP are thap@)firrms
congestion control and (ii) it provides reliable in-order packet defiver
Hence, in order to propose a credible alternative to TCP, it should mateh tve
features. In this work, we showed that the first mission of congestiotnataran
be performed more efficiently in a hop-by-hop manner at the network. |ayer
second mission of in-order packet delivery is still an open issue andtarest-
ing extension of this work would be to develop a transport layer that gtesga
in-order packet delivery without the congestion-control part. Sucévatransport
protocol, coupled with a hop-by-hop congestion-control mechanisoh(as EZ-
flow) would be a serious alternative to TCP in wireless multi-hop networks and
wireless mesh networks.

Beside the scheduling problem, the experimental framework that we devel-
oped at EPFL is general enough to allow for the extension of our studyrefess
multi-hop networks into many different directions. Below we describe fiviedif
ent directions that we studied or that are possible extensions.

Indoor Localization:The problem of localization has been solved outdoors by
the Global Positioning System (GPS), but this technique is not applicable to the
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indoor scenarios. An alternative solution to the indoor localization problem is
use the IEEE 802.11 indoor Access Points (APs) to localize a mobile use0[BP
HLLO6, KKCP10]. We consider an approach where the differentesodry their
transmission power and we evaluated its efficiency in our te$tfigu10]. Our
results showed that an important factor for the precision of the estimatiomis de
sity of the APs. Indeed, the denser the network, the more precise the estimatio
We think that this tradeoff would be interesting to investigate analytically in more
detail, in order to derive a mathematical expression of this relation.

Opportunistic Routing:Recently, opportunistic routing algorithms have been
proposed to take advantage of the broadcast nature and the variabilig wire-
less medium [BM05, RSMQOQ9, LDFKQ9]. To evaluate the performance egeh
protocols, most authors only consider throughput. We agree that thpatics im-
portant, but we argue that delay and congestion metrics are at lea#ly éapper-
tant. Our large-scale multi-hop testbed is an ideal platform to evaluate opjsertu
tic as it provides independent routes across different buildings. ¥eiarently
investigating these aspects through a deployment on our testbed [Beohig
the congestion results are obtained, the next step would be to adapt thigjtech
of congestion-control discussed in this thesis to the case of opportumstiog.

The challenge there would be to deal with the fact that the next-hop is wetrkn
beforehand and that the packets might be forwarded out-of-order.

Security Attacksin the field of network security a large amount of problems
and solutions have been studied both analytically or through simulations. Ve thin
that our testbed would be an adequate platform to evaluate experimentadhediff
attacks and counter-measures. Indeed, we show in one of our prbjatiisis rel-
atively easy to perform ARP spoofing with off-the-shelf hardwars of yet, we
have not investigated more complex attacks, but this small example showsiithat o
experimental infrastructure can be used as a tool to support experimesgarch
in this field.

Multi-Channel: In this thesis, we mainly focused on the single-channel sce-
nario, but an interesting extension of this work would be to study the similari-
ties and differences between single-channel WMNs and the multi-anterurid,
channel WMNs. Indeed, in the multi-antenna setting there are two ap@®ach
possible.

In the first approach, a form of graph coloring could be used to s#t kak to
one specific channel so as to maximize the spatial reuse. Following suelemgtr
implies that a node is very likely to use different channels when communicat-
ing with nodei — 1 or ¢ + 1. Therefore, either the queue estimation mechanism
of EZ-flow should be adapted accordingly (when the number of chaisklsyer
than the number of antennas, this may require an additional interfacedplarite
messages need to be used for a node to inform its previous-hop of its gjizeu

In the second approach, the number of channels used is the same astes obi

2Aziala testbed - IEEE 802.11 Indoor Localization: http://icawww1.epflzibfa(Video 3)
3Aziala testbed - ARP Spoofing Attack: http://icawww1.epfl.ch/azislldeo 1 and 2)
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antennas and all the nodes use all their interfaces independently (niotieishia
similar to having a single channel of larger capacity). If this methodologyed,us
the results and solution that we proposed for a single-channel meshrketare
then directly applicable to this setting.
Obviously the first approach could result in higher throughput if the nurobe
channels is larger than the number of available interfaces. Unfortuniieligvel
of complexity is also higher due to the channel attribution step. It would be-ther
fore interesting to study both approaches in order to evaluate their pemice and
to see how the single-channel results apply to this multi-channel setting.
Cooperative APsAs a last extension, we suggest the possibility to consider
our entire testbed as an infrastructure WLAN and to study how cooperagion
tween the APs could help significantly improve the performance [WKSKO07].
In current deployments, such as the one from the EPFL IT, a user isahbsar
many access points in his range. Nevertheless, he usually transmits haetspack
a single destination AP. In case a packet is not correctly received lgedtmation
AP (e.g., due to poor channel conditions), it is retransmitted by the usandiegs
if another AP was able to correctly receive the packet or not. Instaslyalterna-
tive could be to have the different APs collaborate (as they are typicatiyemied
to a wired infrastructure), then they would send an acknowledgment iést ¢se
AP receives the packet correctly.
Even though such a mechanism is a relatively drastic change to the qoroémt
col, it is still an interesting alternative to evaluate. Indeed, there is an ititeges
gain that can be obtained from spatial diversity (i.e., different APsrexpee dif-
ferent collision and noise levels). Furthermore it is possible to perforrevalkela-
tion of such a mechanism in our testbed by implementing new elements irf Click
that (i) send broadcast packets instead of unicast, and (ii) perfornethacknowl-
edgment mechanism.

“Click Modular Router: http://read.cs.ucla.edu/click/
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Useful Theorems

A.1 Foster's Theorem

Theorem A.1 (Foster [FMM95], p. 30) Let the transition probability matrixP

on the state spacg? be irreducible and suppose that there exists a positive func-
tion h : Z> — R such that for some finite sét, somee > 0 and some positive
integer-valued functiort : Z* — R wheresup;,_,. k(b(n)) < oo the following
conditions hold

E [h(l?(n +1)) | 5(n) :Z] = 3" ph(F) < % (A.1)
kez2
forall i € S and

E [n(B(n + k(B(n))[B(n) = 7] < (D) — ek(B(n)) (A.2)

for all Zgé S. Then the corresponding HMC é&godic

A.2 Transcience Theorem

Theorem A.2 (Transience [FMM95], p. 31) For an irreducible Homogeneous Markov

Chain (HMC) to be transient, it suffices that there exist a positive fundzt@é))f €
73, a bounded integer-valued positive functiefi), 7 € Z3, and numbers, c, d >
0, such that, setting. = {7 : h(i) > ¢} # 0, the following conditions hold:

—

1. sup; s k(i) = k < oo;
2. B[A(b, , 3 1h(Bn) = h(D)] = h(3) > €, n, forall i € S,;

3. for somel > 0, the inequality|(i) — h(j)| > d impliesp;; = 0.
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A.3 Non-ergodicity Theorem

Theorem A.3 (Non-ergodicity [FMM95], p. 30) For anirreducible Homogeneous
Markov Chain (HMC) to be non-ergodic, it is sufficient that there exifstrection

h(i),i € Z2, aconstantl ande, such that the set§ | h(i) > ¢} and{i | h(i) < ¢}
are non-empty, and the following conditions hold for every N:

— —

E [h(B(n+1)) | h{B(n) = h(@)] = h() = 0

forall i € {i: h(i) > ¢} and
B (A + 1)) | h(E(n) = b — h()| < d

forall i € Z2.
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Mesh How-To Guide

B.1 Building, Installing and Configuring OpenWRT

OpenWRT [OPE] is a great open-source firmware that allows you to irestall
Linux-based system in your router and to easily cross-compile your oggrams

for its architecture. For a first quick installation of OpenWRT, one carctlire
download from their website the binary source that corresponds to ther rar-
chitecture. Nevertheless, we recommend more advanced users to instiehe
WRT build-tree on their computer in order to build their own image for the router
and add any package they are interested in. In the remainder of this seation
describe all the step-to-step procedure to follow in order to install thesel@89

of OpenWRT on your router (note that additional information is also available
the wiki of the openWRT website).

B.1.1 Getting the Source and Compiling on Your Computer

The first step consists in downloading the openWRT buildtree and you gy so
deciding in which directory you want to install the buildtree (we calkitour-
path-to-openwrt) and typing the following commands:

# cd <your-path-to-openwrt-

# svn co svn://svn.openwrt.org/openwrt/branches/8.09

# svn co svn://[svn.openwrt.org/openwrt/packages/

Following this procedure, you end up with two director&89/and packages/
Then to make all the packagesmdckages/accessible to openWRT, you need to
type:

# cd <your-path-to-openwrt-/8.09/package

#foriin ../../packages/*/*; do In -s $i; done

The next step is useful to directly include the desired configuration filesttir
into the built image. First we create the useful directories as follows:
# cd <your-path-to-openwrt-/8.09

131
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# mkdir files
#cd files
# mkdir etc
#cd etc
# mkdir config
# mkdir dropbear
# mkdir init.d
Then we create the five following files inside those directories.

15t File: "files/etc/config/system”

#H# Set the hostname
config system
option hostname TAP1

2nd File: "files/etc/config/network”

#HH# VLAN configuration
config switch ethO
option vlan0 "1 2 3 5*”
option vlan1 "0 5”
option vlan2 "4 5”

#### Loopback configuration
config interface loopback
option ifname "lo”
option proto static
option ipaddr 127.0.0.1
option netmask 255.0.0.0

#HHH# LAN configuration
config interface lan
option ifname "eth0.0”
option proto static
option ipaddr 192.168.1.1
option netmask 255.255.255.0

#### DMZ configuration
config interface dmz
option ifname "eth0.2”
option proto static
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option ipaddr 192.168.10.1
option netmask 255.255.255.0

#### WAN configuration
config interface wan
option ifname "eth0.1”
option proto dhcp

#### Wireless configuration
config interface wifi
option ifname "ath0”
option proto static
option ipaddr 10.10.10.1
option netmask 255.255.255.0

37 File: "files/etc/config/wireless”

#### WiFi settings
config wifi-device wifi0
option type atheros
option channel 13
option agmode 11b

# REMOVE THIS LINE TO ENABLE WIFI:
# option disabled 1

config wifi-iface

option device wifi0

option network wifi

option mode adhoc

option ssid aziala

option bssid 02:ca:ff.ee:ba:be
option encryption none

4% File: "files/etc/dropbear/authorized_keys”

133

# File containing the SSH public keys of all the authorized machines:

ssh-rsa AAA...VhZw== adel@adel-desktop
ssh-rsa AAA...ISgw==julien@icsill-pcl2
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5th File: files/etc/init.d/done”

#!/bin/sh /etc/rc.common
# Copyright (C) 2006 OpenWrt.org

# REGULAR TASKS to be done when booting:
START=95
boot() {
[ -d /tmp/root] && {
lock /tmp/.switch2jffs
firstboot switch2jffs
lock -u tmp/.switch2jffs
}
# process user commands
[ -f/etc/rc.local] && {
sh /etc/rc.local
}

# set leds to normal state
. letc/diag.sh
setstate done

# Then add your OWN TASKS to be done when booting:
# TASK 1: Launch WPA
ifconfig eth0.1 promisc
wpasupplicant -c /etc/config/wpaupplicant/wpasupplicant.conf -i eth0.1 -D ro-
boswitch -B

# TASK 2: Set the channel rate to 1M
iwconfig athO rate 1M

#TASK 3: Mount USB drive
mkdir /root/mnt
mount /dev/sdal /root/mnt

}

Once you are done editing the above configuration files, you are alnaabt re
for cross-compiling in your computer an image that will be ready to be flashed
your wireless router. The only remaining step consists in selecting yotarnoro-
file (to set for which architecture the compilation should be done) and tlyggrs
that you want to be included as packages in the image. To do so, you ntyeé to
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# make menuconfig
and this makes you enter a pretty intuitive graphical configuration menu with the
following categories.

e Target System This fields allows you to specify the platform of your router.
Our Asus WL-500gP routers are based on the Broadcom BCM94704 pla
form, thus we select "Broadcom BCM947xx/953xx [2.6]". The number in
bracket ([2.4] or [2.6]) is the version of the Linux kernel that is selgcta
the earlier version of our testbed, we had our routers running the [8r4] v
sion without any problem. Recently, we flashed all our router with a [2.6]
version for a reason of compatibility with the Click package [KM@D]. In
case you are using other routers than the Asus WL-500gP and doowt kn
the platform they are based on, you may find this informatioh.on

e Target Profile: This field allows you to specify the model of your router.

e Base system This category allows you to include additional library in the
image of your router (this is useful if you start coding your own progtiaat
require a specific library).

e Network: This category provides you with a huge amount of package that
you can include in your image. However, before adding too many paskage
you must keep in mind that the more selected packages, the larger the size of
your image after compilation and the allowed image size is restricted by the
Flash memory of your router (4Mb for most routers and 8Mb for the Asus
WL-500gP1!). In our testbed, the package we were interested in adding to
the standard configuration are: click, iperf, tcpdump and wpa-supplican

e Kernel modules This category allows you to include useful modules and
driver. In our case, we were particularly interested in (i) adding the-ope
source madWiFi driver to our image by selectkigod-madwifin the "Wire-
less Driver” directory; (ii) adding USB support to benefit from 2Glrax
memory through USB sticks. To do so, we had to select the mo#&uiesl-
usb-core kmod-usb-oh¢ikmod-usb-storagé&kmod-usb-uhcandkmod-ush2
in the "USB Support” directory. Additionally, we also had to include the
moduleskmod-fs-ext2 kmod-fs-ext3kmod-fs-hfs kmod-fs-vfat kmod-nls-
cp437 kmod-nls-cp85kmod-nls-iso8859-in the "Filesystems” directory.

The above list describes the package that we found, given our eedsore
useful to be included in our image. However, it is clearly not an exhaudasgcrip-
tion of the multiple possibilities of available configurations, and we would recom-
mend the interested readers to go quickly through the different categdribe

Thttp://wiki.openwrt.org/oldwiki/tableofhardware

2As explained further in Section B.2.3, we are interested to have 802VPA] available on the
routers. However, the default version available in openWRT does adk with our configuration.
Section B.2.3 explains what to do in a scenario similar to ours.
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configuration menu in order to have a clearer idea of what is availableedwer,

if you know the name of a program you would like to include without knowing its
location on the configuration menu, a useful command is the search command tha
is obtained by typing/” in the menu.

Now that you are done with the configuration, you are ready to launchfirst
compilation of OpenWRT by typing:

# make V=99
where the "V=99" parameters provides you with all the debugging mesgagst
typemakeif you do not want to see them). During this first compilation, your com-
puter needs to be connected to the Internet as openWRT will download¢idea
source code and cross-compile it. All this process takes a pretty long amioun
time for the first compilation, so you may want to launch it over night. Note that
OpenWRT only compiles everything at the first compilation (or if you execute a
make clean). In the future compilations, only the modified files will be compiled
and thus, the whole process will be significantly faster.

If you followed all the previous steps correctly and went through the daitigm
process without any errors, you should now obtain, intitré directory, differ-
ent imagepenwrt-*.trxandopenwrt-*.bin(the .trx is the one used for the Asus
router). The next step is then to flash your router with the obtained imageend
describe two ways of going it either through: (i) TFTP or (ii) SSH.

Flashing the image through TFTP

In order to follow this procedure, you need to start your router in thePrFibde.
For the Asus WL-500gP, this is done by keeping pushed down the REETOR
ton (in the back of the router), while plugging in the power cord. If the Asus
cessfully started in TFTP mode, you notice it by seeing the READY light blinking
Once in this mode, the router has a TFTP server running that accdptsmage
(i.e., the firmware) to be flashed. To do so, you need to plug your computéeo
LAN port of the Asus router and type the following command

# cd <your-path-to-openwrt-/8.09/bin

#1tftp 192.168.1.1

# tftp > binary

#tftp > rexmt 1

# tftp > put openwrt-brem47xx-squashfs.trx
Once the TFTP upload is completed, the router initializes itself with the new
firmware and this is a critical phase. Indeeld, NOT turn off your router dur-
ing the2 minutes following the TFTP transfer or you might break it without being
able to recover. After, thi3-minute delay, you can unplug the power cord and plug
it again and then you can start connecting to your router and configitirifgr
details on how to do this, see the Section B.1.1
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Flashing the image through SSH

This alternative way of flashing the router can be relatively useful ifpplesas that
you can access the router in the normal mode, but not in the TFTP mode (we do
not know the cause of this problem, but it sometimes happened to us). foorper
your flashing through SSH, you need to plug your computer on the LANgdor
the Asus router and type the following command

# cd <your-path-to-openwrt-/8.09/bin

# scp openwrt-brcm47xx-squashfs.trx root@192.168.1.1:/tnip

#ssh root@192.168.1.1
Then once logged in the router TAP1, you type

root@ TAP1#mtd write openwrt-brcm-2.4-squashfs.trx linux && reboot
At the end of this process the router will automatically reboot by itself (yonato
need to touch the power plug) and you will be able to connect to it and cwafig
by following the instruction of next section.

First connection to the router and its configuration

A router that has been just flashed cannot be directly accesses$lyibecause
the connection is blocked. To activate this connection and allow the conmectio
through the wireless and WAN port, you need to set a password and fallew
following steps:

#telnet 192.168.1.1

root@ TAP1#passwd

root@ TAP1#/etc/init.d/firewall disable

root@TAP1#iptables -F
After this you should be able to connect to your routes$hand use your router
normally. Moreover, if for security reasons you want to disable the ection via
password, you can easily do that by editing the/gie/config/dropbear.

B.2 Extending OpenWRT with Some Useful Packages

In the previous section, we explained how to build your own image of opehWR
by including some of the existing packages directly into the image through the
menuconfigwindow. However, one might be interested in adding later on some
extra packages to a working router without wanting to go through the gsaufe
flashing it once again. In this section, we will show how this can easily be don
and how you can easily cross-compile add your own packages/progmtorthe
menuconfigwindow.

3Instead of /tmp, you might want to adapt the directory in which you copintiage in the router.
Indeed, you need to copy it onto a volume with enough free space.
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B.2.1 Basics for Adding a Package on your Router

After having compiled openWRT, one can see that many packagesifikeiles)
are created in the folddin/packages Moreover, in case you want to create a new
*.ipk file (for example you want to add the vpnc package to an already flashed
router), you just need to select this package inrttemuconfigwindow and to run
make once again. Once the compilation process ends, you have a new package
created and you install it following the procedure below (note that this ebeaisip
for the Asus router that is built on a mipsel architecture, router baseaather
architecture should follow a similar methodology):

# cd <your-path-to-openwrt/8.09/bin/packages/mipsel

# scp vpnc0.5.3-1mipsel.ipk root@192.168.1.1:/root

#ssh root@192.168.1.1
Then once logged in the router TAP1, you simply type

root@ TAP1#opkg install vpnc_0.5.3-1mipsel.ipk

B.2.2 Adding the Click Modular Router

Before describing the procedure of how to cross-comgiiek [KMC *00] for
openWRT, we note that this is a relatively big package. Therefore, it mhightise
to directly incorporate it in the flashed image instead of installing it afterwaitths w
the opkg command.

In our deployment, we chose to use the MultiFlowDispatcher library [SLO9],
which allows to dynamically span sub-element at run time (e.qg., in per-flon-queu
ing, we only create a queue once a new flow appears in the networkjdén @
compile Click with new library included (in this case MultiFlowDispatcher), we
needed (i) to add the filmultiflowdispatcher.ccin
<your-path-to-openwrt-/8.09/build dir/mipsel/click-1/lib,

(i) to add the filemultiflowdispatcher.hh in
<your-path-to-openwrt-/8.09/build dir/mipsel/click-1/include/click and

(i) to modify the Makefile in:

<your-path-to-openwrt-/8.09/build dir/mipsel/click-1/userlevel/Makefile.in
in order to addnultiflowdispatcher.o in the GENERIC _OBJS variable.

Now that you know how to cross-compitdick for your router, you might be
interested in adding your own elements to Click. To do so, you might want tb rea
a bit on the basics of how to add an element for click on a computer (i.e., with-
out cross-compilation) on the FAQ section of the Click web&it&hen once you
understand this process, the only difference to add your element in @my\GRT
buildtree, is that you should add your elements in the folder:

<your-path-to-openwrt-/8.09/build dir/mipsel/click-1/elements/local/

“http://read.cs.ucla.edu/click/learning
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Note that during the debugging process of your elements you might need to r
install many times thelick*.ipk package on your router, as any modification of
one of your elements is equivalent to a new version of click that containsetive
element and that needs to be installed. Personally, we find this procedies r
cumbersome and we even encounter problem re-installing click througltatie s
dardopkg command. Instead, we found that a quicker way to re-install click on
your router (that always worked for us) is to simply copy the binary fileyour
router. This simple technique is performed by typing:

# scp <your-path-to-openwrt-/8.09/build dir/mipsel/click-1/userlevel/click
root@192.168.1.1:/usr/bin/

B.2.3 Adding 802.1x Support for a Secure Wired Connection

Indeed, one of the main goal of wireless multi-hop networks is to avoid using
wires. However, if the network is deployed for research purposes,should
consider connecting the nodes to a wired network in order to be able taktontr
them, deploy programs and perform maintenance tasks. If the nodespoyed
within your research institution’s building(s), you hopefully will be able te as
already existing wired infrastructure.

In Section 4.3.2 we present an useful way of remotely controlling the nodes
We describe here the procedure that we followed to connect the nedegsthe
wired network that was already present in the buildings.

Connecting the wireless nodes to a regular wired LAN should not remirase
big issue, provided that ethernet interfaces are present on yalwaia. However,
some institutions require the users of the infrastructure to use securegisaach
as VPN or 802.1)¢ (also known as WPA).

We had successful experiences connecting our nodes through R Npen-
WRT, using thevpnc [vpn] open-source VPN client. However, the VPN gateway
is disconnecting the nodes once every couple of hours, changingRredidresses.

A much more convenient way of connecting the routers while using a legacy s
cure protocol available in our institution is to connect the nodes using 80ZHiX
way, each node is part of the school secure network and has a priblitdress that
almost never changes.

Indeed, such a configuration requires that each node connected \woréuke
network can access an 802.1X plug. In our case, we had to ask the@dftoent
of the university to install one such plug in every office where we were \giliin
install a node, as very few such plugs were active by default.

Once the plugs in place, we installed a WPA (802.1X) client on the nodes. We
use the well-knownvpa-supplicant program [wpa] for this purpose.

Shttp://en.wikipedia.org/wiki/Virtual_private_networ k
®http://en.wikipedia.org/wiki/IEEE_802.1X
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Here are all the steps that we follow to enable 802.1X authentication with
OpenWRT 8.09:

e Get thewpa-supplicant-0.6.9-2 package provided by Jouke Wit-
teveen ahttp://www.liacs.nl/ ~ jwitteve/openwrt/8.09/brcm-2.
4/packages/ , or on the Aziala website [AFBT].

e Install it on the nodes using the package manager :
opkg install wpa-supplicant _0.6.9-2 _mipsel.ipk

e Inourcase, the config file istc/config/wpa _supplicant/wpa  _supplicant.conf
and it looks like this:

ctrl_interface=/var/run/wpa_supplicant
ctrl_interface_group=root

ap_scan=0

network={

key_mgmt=IEEE8021X

eap=TTLS

identity="p-aziala"
password="xXxXxXxXx"
phase2="auth=PAP"
ca_cert="/etc/config/wpa_supplicant/Thawte_Premium__ Server_CA.pem"
priority=5

}

Of course, this file is relevant to our own configuration. In particular, the
.pem file is the certificate required by the authenticator. In order to avoid to
copy it on every node, we include it in the OpenWRT build free

e The WAN interface is eth0.1 with our configuration. We need to set this
interface in promiscuous modéfconfig eth0.1 promisc

e The command to launch wpa-supplicant is:
wpa_supplicant -c /etc/config/wpa _supplicant/wpa  _supplicant.conf
-i eth0.1 -D roboswitch -B . The optionB is to run wpa-supplicant
as a daemon in background.

We added this line at the end ftc/init.d/done so that the nodes
automatically authenticate on the wired network at boot time.

"files/etc/configiwpa _supplicant/Thawte _Premium _Server _CA.pem
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B.2.4 Adding your Own Program/Package

Now that you master the technique of including existing program, you might be
interested in including your own program (for examplelloWorld.g in the open-
WRT tree in order to cross-compile it and produce a hieloWorld.ipkfile that

you will be able to install on your router and share with other people. Teeageh
this goal, you have to follow the procedure below:

1. Create the OpenWRT Makefile: The role of the Makefile is to make your
package appear correctly in th@enuconfigand to tell the cross-compiler
where it should look for the source code (most likely locally for your own
code, but it can also be online if you provide an URL). The Makefile tary
program (here HelloWorld) is easily created by typing:

# cd <your-path-to-openwrt-/8.09/package
# mkdir Helloworld

# cd Helloworld

# cat > Makefile

include $(TOPDIR)/rules.mk

PKG_NAME:=HelloWorld
PKG.VERSION:=1
PKG_RELEASE:=1

PKG_SOURCE:=$(PKGNAME)-$(PKG_VERSION).tar.gz
include $(INCLUDEDIR)/package.mk

define Package/HelloWorld
SUBMENU:=C

SECTION:=lang
CATEGORY:=Languages
TITLE:=Simple "Hello World” Program
# URL:=http://website/.../helloworld

# DEPENDS:=+libpcap @'mips
endef

define Package/HelloWorld/description

HelloWorld is a basic program that prints the message "Hello World” on
standard outputs and then exits.

endef
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define Build/Compile

$(MAKE) -C $(PKG.BUILD DIR) \

CPPFLAGS="$(TARGETCFLAGS) -I$(STAGINGDIR)/usr/include -I$(STAGINGDIR)/include
\

all

endef

define Package/HelloWorld/install

$(INSTALL_DIR) $(1)/usr/bin

$(INSTALL _BIN) $(PKG_BUILD _DIR)/HelloWorld $(1)/usr/bin/
$(INSTALL _DIR) $(1)/usr/share/HelloWorld

endef

$(eval $(call BuildPackage,HelloWorld))

2. Put your source code in the buildtree: To do so, you first need to create
the .tar.gz file that contains your program with its Makefile (note that this is
a second Makefile different from previous point). For our Asus thasethe
mipsel architecture, you create thiglloWorld.tar.gz file by doing:
#> mkdir HelloWorld-1
#> mv HelloWorld.c HelloWorld-1
#> cd HelloWorld-1
#> cat > Makefile

CC = mipsel-linux-uclibc-gcc

all:
$(CC) Helloworld.c -o HelloWorld

#>cd ..
#> tar czf HelloWorld-1.tar.gz HelloWorld-1/
#> mv HelloWorld-1.tar.gz <your-path-to-openwrt-/8.09/dI

Once you follow this process, you should be able to see and select ok p
age through thenenuconfigwindow. After selecting it and launching a compi-
lation with make, you should see your package HelloWorld.ipk created under the
bin/packages/mipsélirectory and you can then install thigpk file using the stan-
dard procedure shown at the beginning of this section.
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B.2.5 Cross-compiling your Program without Making a Package

Creating a package is a cleaner way to transfer your program into ORENMév-
ertheless, you might be interested in the first debugging phase to quiakiyileo
your program without going through the work of dealing with the Makefiles.

If that is the case, you can also easily compile your program by using the
cross-compiler that are available int thagingdir directory from your Open-
wrt buildtree. For example, in the case you want to compile your prograim He
loWorld.c (or HellowWorld.cpp) for the Asus WL-500gP router (mipsel &gt
ture), you only need to type:

# cd <your-path-to-openwrt-/8.09/stagingdir/toolchain-mipselgcc4.1.2/bin/

# ./mipsel-linux-uclibc-gcc HelloWorld.c -o HelloWorld

# HelloWorld root@192.168.1.1:/root/mnt

B.3 Hacking the MadWiFi Driver

B.3.1 Unlocking the Modification of MAC Parameters

The IEEE 802.11e uses four different classes of service: BesttEBE), Back-
ground (BK), Voice traffic (VO), and Video traffic (VI). Neverthetedy default

in IEEE 802.11, all the traffic is queued as BE traffic. Moreover thempatars

for BE traffic are locked by default in the MadWifi driver and this pravesfrom
changing MAC parameters such@$V;,,i, CWinaz, €tc. In order to unlock these
modifications, the MadWifi driver needs to be hacked by commenting the-corre
sponding part of the code in the functimee8021wme_updateparamslocked()

of madwifi-trunk-r3314/net80211/ieee8021proto.c. Note that a patch contain-
ing all the needed modification is availablé®at

B.3.2 Enabling MadWifi to Announce the FULL_BUFFER Status to
Upper Layers

By default MadWifi does not inform the upper layer when its queue is fudl ia
directly discards the packet instead. This is pretty annoying if one plarsetan
additional queue at the IP layer (for example with Click). Indeed this quellie
always be empty, because it will always gives any new packet to the §lAgDe
regardless of whether the MAC queue has space to accept new paickets

In order to overcome this problem, we patch the driver by modifying some files
both in MadWifi and Linux.
First, in MadWifi the files that need to modified are

e madwifi-trunk-r3314/net80211/ieee8021butput.c.
e madwifi-trunk-r3314/net80211/ieee8021proto.h.

8http:/licawww1.epfl.ch/aziala/Rdnlock BEparammodif.patch
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Inieee8021loutput.c the modifications take place in the methdese8021 hardstart()
andieee8021lparent_queuexmit() (that has its return value changed from void
to int). These changes consist in returning a value (i.e., an int) in order theell
upper layer if the MAC has space available in its queue to accept newtpamke
not. Finally, the change ilreee80211proto.h consists simply in updating the type
of the functionieee80211parent_queuexmit() from void to int.

Then in Linux, the modifications consist in using this new feedback detivere
by the MAC in order to only transmit a packet to the MAC if it has enough
room to accept it. The modifications of the code take place in the [filex-
2.6.26.8/net/core/dev.andlinux-2.6.26.8/net/packet/afpacket.c

For the readability of this report we do not discuss all the changesihgree pro-
vide the links for the patch we created with details modification both for MadWifi
and for Linux®.

B.3.3 Adding New Commands to Access MAC Parameters

In our research, we were particularly interesting in knowing the quecepaacy
of a node, but unfortunately this information is not given by default byMiA«
driver. In order to satisfy our needs, we hacked the MAC driver tteoto add
some new commands that allow to:

e Enable/disable the use of tHeMAC queues existing in IEEE 802.11e (by
default this is disable).

e Get/Set the maximal MAC buffer size (by default thi$ispackets).
e Access the current MAC queue occupancy.

In order to achieve this goal, we extended wWanconfigcommand with our own
commands, and we note that a similar methodology than the one we used can be
use to access/modify some other parameters of interest. More specifiafijesh

that we needed to modify to reach our objectives vidikes in the foldemadwifi-
trunk-r3314/ath/ (see the details frt)

e if_ath.c
e if _athioctl.h
o if_athvar.h
2 files in the foldemadwifi-trunk-r3314/net80211/(see the details i)

e ieee8021loutput.c

®http:/licawww1.epfl.ch/aziala/P2 enablefulBuffer_MACsignalmadwifi.patch
Ohttp:/licawwwl.epfl.ch/aziala/RP2_enablefull Buffer _MACsignallinux.patch
Uhttp:/icawwwl.epfl.ch/aziala/PB_enableadditionalMAC. commands.patch
http:/licawwwl.epfl.ch/aziala/P3_enableadditionalMAC. commands.patch
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e ieee8021lvar.h
and1 file in the foldermadwifi-trunk-r3314/tools/ (see the details #3)

e wlanconfig.c

B.4 Installing and Using Net-Controller

B.4.1 Installation

You can download Net-Controller from Sourcefottje The latest version of the
code can be downloaded with SVN using the following command:

svn co https://netcontroller.svn.sourceforge.net/svnr oot/netcontroller
netcontroller

Since the user interface is written in Python, it does not require to be compiled
One simply needs the following installed on the machine:

e Python (>= 2.5)

e PyQT

e Matplotlib

Then, once in the source folder of the user interfégk (), it suffices to launch:
python NetController.py

cidaemon needs to be compiled in the following way (usiggc in this ex-
ample):

$YOURGCC -Wall -Im -pthread -o cidaemon cidaemon.c
Where$YOURGCGCdenotes your version @jcc .

B.4.2 Configuration

Net-Controller uses one main configuration file and needs at least onele)aipefi
maps node indexes to IP addresses.

Bhttp:/ficawwwl.epfl.ch/aziala/P3.enableadditional MAC.commands.patch
http://sourceforge.net/projects/netcontroller/
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netcontroller.cfg

The file netcontroller.cfg describes the main options of the program. We
explain them here.

e interval is the period (in seconds) between two updates of the plots.
It can be useful to increase the plot update interval when the conttrol ne
work has large delays. However, setting intervals smaller than a typical RTT
should not hurt much (although in this case the curves may be drawn in gray
if the values are not received fast enough from the network).

e flow _interval is the period between two updates of the list of flows.
This typically does not need to be small.

e log _dir is the directory in which the logs of the commands launched on
the nodes will be saved.

e trace _dir isthe directoryin which the traces containing all the values that
have been plotted.

e map is the name of the file that contains the mapping between the node
indexes and their IP addresses on the control network. Specifyinda va
file name is mandatory here, as pretty much every operations done by Net-
Controller requires to communicate with the nodes through the control net-
work.

e trafficMap is the name of the file that contains the mapping between the
node indexes and their IP addresses on the actual wireless netwaskis Th
used by the traffic manager of Net-Controller in order to start/stop traffic.

e max.commands is the maximum number of simultaneous running com-
mands. Each command is launched in a separate thread. If the limit is
reached, new commands will wait until running commands are done. A
value around 100 is probably good for most situations.

e default _nbPoints is the default number of points of the plots. For ex-
ample, if the update period is one secondjediault _nbPoints value
of 60 means that the plots will represent the values received during the las
minute, by default. Indeed, this value can be changed by the user once the
GUl is launched.

e direct _time represents the direction of the time in the plots. If 'True’
(direct time), the plot moves from right to left. If 'False’ (reverse time), the
plot moves from left to right.

e ip isthe IP address of the central host that runs Net-Controller on the tontro
network.
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e port is the UDP port on which the user interface on the central host is
listening. This is used to receive the values to plot and the lists of flows.

e client _port isthe UDP port on which the nodes of the network are lis-
tening (on the control network). This is used to transmit the requests for the
values to plot, or the requests for the lists of flows.

B.4.3 Using the Graphical Interface

In Net-Controller, the nodes are represented by integer indexes. hfsftérg spec-
ified a set of indexes, one can choose actions to perform related tabse The
main actions that are available at the time of writing are related to plots, commands
or traffic.

The nodes one which perform actions can be selected on the left of the GU
(Nodes’ section). Shortcuts for selecting the nodes with indexes 1 ttl thea
nodes at once, or the node with the highestindex, are provided in theofarheck-
boxes. To select any arbitrary set of nodes, one should use the '@tkidox. In
this textbox, it is possible to specify simple regular expressions. Set tifjoons
indexes are noted using “-” between the smallest and the highest indeseaeral
such expressions can be combined separated by “,”. For example viamts to
select the node§3, 5, 6, 7, 8}, the expression to use i8,5-8 .

Plotting stuff

The section 'Live plots’ allows to select one or several parameters to Alpa-
rameter is just a keyword that uniquely identifies a quantity to plot. The 'Plot!
button opens a new window representing a plot of all the indicated paranaster
measured in each of the selected nodes. The GUI offers shortcuts inrthe f
of checkboxes for three parameters. 'CW’ denotes the value of thE BER.11
CWpin parameter, read directly from the Madwifi driver. For example, in our
previous example, if one checks this box and clicks the 'Plot!" button, aewind
will appear showing the temporal evolution @%V,,,;,, for each one of the nodes
{3,5,6,7,8}. The parameter 'buffer’ denotes the occupancy of the MAC layer
sending queue (here to, as read from Madwifi).

The parameter 'throughput’ is a bit particular. Indeed, the throughpats th
the nodes measure are related to the notion of flow. A flow denotes a<uple
1 Psouree, I Piestination >- All the measured throughputs guer flow that means
that the throughput represents what the selected nodes have ddoeitigs flow
That also means that the parameter has to denote the flow in which one iseteres
in. All the nodes of the network report to Net-Controller the flows they arara
of, and Net-Controller assigns unique IDs to the flows and displays thenein th
'Flows’ section of the GUI. Now, if one wants to plot the throughput flow with
i, the name of the parameter thr%F i'. The checkbox 'throughput’ is simply a
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shortcut for throoFO0 .

It is possible to plot several parameters for the set of selected nodesVvr,
the parameters have to denote the same thing (i.e., use the same unit, since the same
y-axis is used). It is currently only possible to plot several throughpaltses (i.e.,
for several different flows) on one plot window.

An other particularity of Net-Controller is that it allows to plot parameters that
are read through a Click socket [KM®©O0]. In this case, a parameter name of
the form 'click->element.handler " will plot the temporal evolution of the
handlerhandler of the elementlement (see Click documentation for more
details about elements and handlers [KMID]).

If nothing is specified in the 'number of points’ textbox, the default value fo
the number of points will be used. If the number of points is 1, the plot will displa
bars instead of curves.

By default, all the values that are plotted are locally stored in trace files, in the
directory specified by thegace _dir option. If nothing is specified in the ‘file
name’ textbox, a default name (that takes into account the exact creatioartane
selected nodes/parameters) will be used.

Sending commands

Once a set of nodes is selected in the 'Nodes’ section, one can senccepme
mands to all of them. By default, the checkbox 'send it over ssh (as riot)’
checked. That means that all the commands that are typed in the textbox will be
sent with ssh root@%IP ' prepended to them, wher&6lP’ denotes the IP ad-
dress of the node to which the command is sent. For this to work properly, you
public key should be present in thauthorized _keys ’ file related to the SSH
configuration present on the nodes (for more details on how to setupsgsigec-
tion B.1). If you don't want to prependssh root@%IP ' (for example if the
user that you want to use on the nodes is not root), you can unchesthén this
case, you can launch commands over the whole set of selected nodgthediol-
lowing pre-defined variables%IP’ (the IP address of the node) arfdINDEX (its
index). For example, if you want to create a local directory for eacltslenode,
you can enter something likenkdir dir _%INDEX If you want to send a set of
SSH commands with a custom user, §a , you can enter something likesh
joe@%IP your-command . If you want to systematically be able to send SSH
commands a@e , you should modify the prefix string in tleendCommand()
method of Net-Controller (in the filsletController.py ).

In addition, Net-Controller allows to send a special kind of commands to inter-
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act with Click handlers [KMC 00]. A commands such aslick<-element.handler=value
will set the handlehandler of the elementlement to the valuevalue (see
Click documentation for more details about elements and handlers [KO{).

The status of the command for each of the selected nodes is displayed in the
'status’ textbox. The status can be among the three following states:

e running... . the command did not return yet.
e done: the command returned with an exitcode equals to zero.
e failed :the command returned with a non-zero exitcode.

For each command that is launched, stdout andstderr  outputs are
appended to a file that contains such outputs for all the commands launghed o
the same node. These files are located in the directory indicated Iygthelir
option. If the checkbox 'Auto display output of command’ is checked (Wwhsc
the case by default), the part of this file that concerns the last commaratiiamel
displayed on the right textbox once the command returns. That allows th&ouse
quickly see the outputs of the commands.

The traffic manager

The traffic manager can be send through the niéleu -> Launch traffic
manager or with the keyboard shortc@trl+T

The goal of the traffic manager is to easily start/stop traffic between thesnode
of the wireless network. Thierf  programt® is used to generate the traffic.
Therefore, it is needed at the nodes for the traffic manager to work.wHy the
traffic manager works is rather simple. One simply has to specify a few options
related to the traffic that is about to be generated, click the 'Start’ buttorki@ijc
'Start’ displays a new line after the current one, that allows to generade dlow.
Once a flow is properly running, its ’'status’ turns to 'On’ and the button @n th
right becomes 'Stop’. Clicking 'Stop’ stops the flows. It actually Kills eagérf
and SSH processes individually. Therefore, it is highly recommendeaitofev
the status on this line to be "Off’ before trying to start a new flow.

The different option for the flow generation are:

e 'source(s)’: That represents a set of nodes, that can be writteg the same
regular expression than for inputing the set of nodes on the main GUI (see
Section B.4.3). Anperf client process will be launched in each of these
nodes.

e ‘destination’: The node that acts as the traffic sink.iperf  server process
will be launched on this node.

Bhttps://sourceforge.net/projects/iperf/
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'port’: The port to use. For the moment, only UDP traffic is implemented.
The input for setting TCP instead should be added anytime soon. Entering
nothing here will select ports automatically (from 6000 and incrementing for
each new flow).

'duration (s): The duration of the traffic in seconds. Nothing defaults to
100,000 seconds.

'"ToS’: The type of service. Can be one of the four values recogriyetie
MAC layer (BK, BE, VI, VO). Default is BE (the usual Best Effort tfef
class).

‘throughput (Mbit/s)”: The desired throughput can be set using & thoa
integer value.
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