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Understanding and Tackling the Root Causes of
Instability in Wireless Mesh Networks

Adel Aziz, David Starobinski, and Patrick Thiran

Abstract—We investigate, both theoretically and experimen-

tally, the stability of CSMA-based wireless mesh networkswhere
a network is said to be stable if and only if the queue of each tay
node remains (almost surely) nite. We identify two key facbors
that impact stability: the network size and the so-called “$ealing
effect”, a consequence of the hidden node problem and non+ze
transmission delays. We consider the case of a greedy souraed
prove, by using Foster's theorem, that 3-hop networks are sthle,
but only if the stealing effect is accounted for. We also prog
that 4-hop networks are, on the contrary, always unstable (een
with the stealing effect) and show by simulations that insthility

extends to more complex linear and non-linear topologies. a
tackle this instability problem, we propose and evaluate a avel,
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Fig. 1. Experimental results for the queue evolution of ettty node in3-
and4-hop topologies. A3-hop network is stable, whereagiéhop is unstable
with the queue of its rst relaying node (nodg building up until it reaches
the buffer hardware limit 060 packets and starts over owing.

distributed ow-control mechanism, called EZ- ow. EZ-ow is
fully compatible with the IEEE 802.11 standard (i.e., it doe not

modify headers in packets), can be implemented using off-#+ ; ;
shelf hardware, and does not entail any communication oversad. where multiple nodes must cooperate to ef ciently transpor

EZ- ow operates by adapting the minimum congestion window one or multiple OW_S' In this paper, we show how gnd
parameter at each relay node, based on an estimation of the Why 802.11-based wireless mesh networks are Susceptlble to

buffer occupancy at its successor node in the mesh. We showturbulence that takes the form of the following: (i) buffer
how such an estimation can be conductegassivelyby taking  build up and over ow at relaying nodes; (ii) major end-togen
advan_tage of the broadcast nature of the wireless chan_nel.@l delay uctuations; and (jii) reduced throughput. In Figute
experiments, run on a9-node testbgd deployed ove#d different denict th f thi table behavior b .
buildings, show that EZ- ow effectively smoothes trafc and we depict the consequence of this unstable behavior by US.II’lg
impro\/es de|ay’ throughput, and fairness performance. data collected from measurements on a real network with
a greedy access point. The gure shows the instantaneous
buffer occupancy at the relaying nodes for a (stal@djop
network and an (unstable}-hop network. In this scenario,
IRELESS mesh networks (WMNs) promise to revoluthe end-to-end throughput in tehop case is about half that
tionize Internet services by providing customers witkh the 3-hop case. The intrinsic instability of IEEE 802.11
ubiquitous high-speed access at low cost. Thus, sevei@s$ Citnesh networks that are longer tharhops may explain why
and communities have already deployed, or are about to lepérrent implementations use only a few hops [3]. It is theref
WMNSs [1, 2, 5]. Nevertheless, several technical obstaclestmcritical to rigorously characterize the behavior of CSMA-

be surmounted to allow for the widespread adoption of thiike protocols in multihop scenarios and propose possible

technology. In particular, a key challenge is to ensure aosmo improvements when appropriate.

and ef cient traf c ow over the backhaul i.e., the multi-hop  \e prove that the network is stable or unstable, depending

wireless links connecting the end-users to the Internet.  on jts size and a phenomenon referred to asealing effect
The Medium Access Control (MAC) protocol, used that results from the hidden node problem and non-zero

manage contention and avoid packet collisions on the shakpghsmission delays. The likelihood of this phenomenon is

channel, plays a key role in determining the performance @fptured by the stealing effect probabiliy p 1, a

the backhaul of a WMN. Most WMNs use the IEEE 802.1karameter exp|ained in detail in Section IlI.C.

standard [8] as their MAC protocol for the following reasons  pfier detailing the problem and reviewing related work in

(i) It is based on Carrier-Sense Multiple Access (CSMA), 3ection 11, we introduce a discrete Markov chain model that

mechanism that naturally lends itself to a distributed ®Apl capiyres the stealing effect phenomenon in Section 1. We

mentation; (i) it has low control overhead; (iii) it is ubious  gemonstrate in Section IV that in the case @&hop network,

and (iv) it is inexpensive to deploy. . . the system is stable if and only if the stealing effect is pres
The IEEE 302.11 protocol, however,. was initially deslgr?ee) > 0). However, for larger lineak -hop topologiesk > 3)

to support single-hop, but not multi-hop, communicatiofhe network is always unstable, as proven in Section V for

A. Aziz and P. Thiran are with the School of Computer and Comimu K =4, and presumably so for largér W'th_a formal proof
cation Sciences, EPFL, Lausanne, Switzerland; e-maikamie@ep .ch, for the case = 0. Even though 802.11 multihop networks are

pagicgttgriz)%qglfipi.sd\:\./ith the Department of Electrical and C Engi known to suffer from unfaimess and starvation (see [16,21,
, P owep =Ng 36, 39]), to the best of our knowledge, to date the (in)sitgbil

neering, Boston University, Boston, MA, USA; e-mail: st@bu.edu ] )
Part of the results in this paper appeared in [9] and [11]. of 802.11 multihop networks has not been demonstratedreithe
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experimentally or analytically. B. Related Work

After elucidating the sources of instability, we focus oe th , )
g Y mé\/luch effort has been put into understanding how IEEE

problem of devising distributed channel access mechanis 5 11 beh . iti-h . t Previ K
to ensure stability in multi-hop networks. This issue has < ehaves in a mulli-nop environment. Frevious works
ow the inefciency of the protocol in providing optimal

received much attention since the seminal work of Tassiul3 ; ¢ del h h d fai
and Ephremides [41]. Most of the solid, analytical work ois th performance, as far as delay, t. roughput and faimess are
problem [14, 22, 40, 44, 46] follow a “top-down” approack, j. concerned [19]. In [33], Nangilraju et aI: propose a queue
they start from a theoretical algorithm that provably acbg management mechanism fo improve faimess. However, as

stability and then try to derive a distributed version. Thg1ey mention in their conclusion, a solution to the inherent

drawback of this approach is the dif culty of testing theunfairness of the IEEE 802.11 MAC layer is needed for their

P ; - ‘g ; mechanism to work properly. In [26], Jindal and Psounisclai
proposed solution in practice by using existing wirelessisa . . . .
Indeed, despite all the previous theoretical work, few ois that the performance of IEEE 802.11 in multl-hop settings is
have been implemented and tested to date [11,43]. To bri as bad as it COUId_ be e.xpected. For instance, they .ShOW
this gap, we instead resort to a bottom-up approach, i.e., example through simulation where IEEE 802.11 achieves

start from the existing IEEE 802.11 protocol, identify thaim a max-min ballgcagoq rt]hat |sfat Iear;§t4d/ol of ge max-min
causes of turbulence and instability, and then we deriveagoscat'c.m ol)t(amﬁ W'th a pﬁr ect ‘;‘C eduter. Sur expetnnlsf1eb
practical and decentralized mechanism to solve this pnmbleIn ection 1X, show that the performance may actually be

In Section VIII, we propose and analyze a new, distributetrﬂ;fr[]z\g]oies'u\r;vgsbﬂivivtga;rtg eraigffnﬁgﬁzz gltstcr:s pal:ﬁ)é °
ow-control mechanism, calledeZ- ow, that solves the tur- B

bulent behavior of IEEE 802.11 WMNs. EZ- ow requiresyvhereas we do not make such an assumption. To tackle the

no modi cations to the IEEE 802.11 protocol and is readil'nef ciency of IEEE 802.11, diffe.rent approache_s have been
implementable with off-the-shelf hardware. EZ- ow runs a?roposed and we reg““p them |n.to ve. categories. )
an independent program at each relaying node. By passivelyt) Throughput-Optimal Scheduling with Message Passing:
monitoring buffer occupancy at successor nodes, it adapté‘aSt analytical solution to the stability problem in muitiop
parameter of IEEE 802.11, the minimum contention windofetworks is discussed in the seminal work of Tassiulas and
CWmin (CWmin is inversely proportional to the Channe|Eph'remides [41], which introduces a back-pressure algorit
access probability). The standard way to obtain the bufféP€ir methodology uses a centralized scheduler that select
occupancy information is via message passing. Message p4Qk fransmission the link with the greatest queue diffeggnc
ing, however, may further exacerbate congestion and rediée the greatest difference in buffer occupancy between th
resources available for sending useful data [44]. To avisl t MAC destination node and the MAC source node. Such a
drawback, EZ- ow takes advantage of the broadcast nature ution works well for a wired network, but is not adapted to
the wireless medium to infer buffer occupancy at successdmulti-hop wireless network where decentralized schedule
nodes. Obtaining this information without message exchang'® néeded due to the synchronization problem. Toward this
is one of the major advantages of EZ- ow as it enables the n&0@l, Modiano et al. introduced the rst distributed schizuy
work to achieve stability without any communication oveatie framework that uses control messages to achieve throughput
and without requiring the knowledge of the capacity (whicAPtimal performances [32]. Further extensions to distabiu
is time varying and hard to obtain in real implementations)Scheduling strategies have been discussed in works such
We end the paper by validating the stabilizing properties 8f [14], where Chapokar et al. propose a scheduler thatsttai

EZ- ow experimentally in Section IX and summarizing our® guaranteed ratio of the maximal throughput. Another effor
ndings in Section X. to reduce the complexity of back-pressure is presentedah [4

where Ying et al. propose to enhance scalability by reducing
the number of queues that need to be maintained at each node.
Il. BACKGROUND The interaction between an end-to-end congestion coetroll
and a local queue-length-based scheduler is discussed by
Eryilmaz and Srikant in [17]. The tradeoff that exists in leac
We consider the case of a wireless multi-hop topology suétheduling strategy between complexity, utility and dekgy
as the one in the backhaul of a mesh network. The backhgigcussed in depth in [44] by Yi et al. One of the drawbacks of
is composed of three types of nodes: (i) a Wired Access Pothese previous methods is that they require queue infoomati
(WAP) that plays the role of gateway and is connected to tifi@m other nodes. The usual solution is to use message gassin
Internet, (ii) Access Points (APs) that ensure the acceds pe(hiCh produces costly overhead even if it is limited to the
of the WMN by having the end-users connected to them (ngdéect neighbors.
that usually the backhaul and access part of a WMN run on2) Throughput-Optimal Scheduling with CSMA and without
independent channels to avoid interferences) and (iiipgita Message PassingSome recent works propose schedulers that
Access Points (TAPs) that transport the data packets throufp not require queue information from other nodes. In [22],
multiple hops from the WAP to the AP and back. Gupta et al. propose an algorithm that uses the maximal
We then focus on the stability of these multi-hop networksode degree in the network. Proutiere et al. [34] propose
by analyzing the queue evolution at the relay nodes (TAPshother algorithm, where each node makes the scheduling
both analytically and experimentally. decision based solely on its own queue. Similarly, Marbach

A. Problem Statement
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and Eryilmaz propose a throughput-optimal approach thatv is the rst implementation that solves the turbulence
uses a backlogged-based CSMA mechanism for schedulamy instability problem in real 802.11-based multi-hogtied
and a congestion signal marking mechanism for source-ratghout modifying the packets and without any form of
control [31]. Shin et al. [40] have recently proposed amessage passing. We also point out that the novel passive
algorithm that achieves stability and where each node malgseue derivation methodology of our BOE (Buffer Occupancy
scheduling decisions on the basis of a logarithmic functidbstimation) module, detailed in Section VIII-C, is potextiy
of its own buffer occupancy. Nevertheless, even thouglr theibmpatible with new algorithms such as DiffQ; it could allow
algorithm is throughput-optimal for the case of a perfethem to eliminate the need to piggyback the queue informatio
CSMA, it requires a very large buffer size (i.e., in the ordgresulting in unmodi ed packet structure).
of thousands of packets). Such a requirement presents twd) Practical Approaches at Upper Layerg&nother line of
drawbacks: First, large buffers imply a large end-to-endye research, parallel to ours, tackles congestion at the pgoahs
second, the requirement of such large buffers does not malaper rather than the MAC (link) layer. In [35], Radunovit e
with current hardware that usually have a standard MAA&. introduce a new practical system architecture called-Ho
buffer of only 50 packets. A different approach was followedzon. Horizon uses back-pressure to perform load-balancing
by Jiang and Walrand who introduced an adaptive CSMa&nd multi-path routing in mesh networks using TCP. In [36],
algorithm that adjusts the transmission aggressivenessdbaRangwala et al. present limitations of TCP in mesh networks
on a differential between the arrival and service rate [244nd propose a new rate-control protocol named WCP that
To sum up, signi cant theoretical progress has been regen#ichieves performances that are both more fair and ef cient.
made on algorithms that are based on variations of or arouithilarly, Shi et al. focus on the starvation that occurs @PT
the MaxWeight algorithm, in order to provide queue stapilitwhen a one-hop ow competes with a two-hop ow and they
and maximum throughput for a wide range of scenariopropose a counter-starvation policy that solves the proble
Nevertheless, van de Ven et al. proved that this stabilifgr this scenario [39]. Garetto et al. also tackle the stioma
guarantee relies on the fundamental premise that the sysigmblem at an upper layer [21]. They propose a rate-limiting
consists in a xed set of nodes with a xed traf c demand.solution and evaluate it by simulation. Their main reasan fo
However, in case variability is accounted for in the systempt using the MAC-based approach is to ensure compatibility
MaxWeight policies may fail to provide stability [42]. Ther with 802.11-based mesh network currently deployed. EZ- ow
is therefore still a need to develop mechanisms that can capelso fully compatible with the existing protocol becaiise
with the network variability, as it is an inherent charaisiic  only varies the contention windoC Wy, , a modi cation
of a practical wireless network. allowed by the standard. Our approach differs from previous
3) Practical Approaches at the MAC LayeDespite this work in the sense that we tackle the problem at the MAC
signi cant body of analytical work, almost all the existinglayer without using any form of message passing. The work
solutions are still far from being compatible with the cuntre of Yi and Shakkottai showing that a hop-by-hop congestion
IEEE 802.11 protocol, and require in general knowing theontrol outperforms an end-to-end version further suspout
feasible capacity region. One possible solution is to es#m approach [45].
it before running the MAC algorithm and to then use an 5) Practical Approaches Exploiting Broadcadtinally, an-
optimization-based rate control at the network layer [8fr other kind of work, which is similar to ours in the idea of
approach differs from the previous works in the sense that wg&ploiting the broadcast nature of the wireless medium, is
propose a practical solution that does not require estimgatifound in cooperative diversity and network coding. In [27],
the capacity region. Our solution is implemented on off-thé&atti et al. propose that relay nodes listen to packets trat a
shelf hardware and takes advantage of the broadcast natwenecessarily targeted for them in order to code the packet
of the wireless medium to derive the queue information @bgether later on (i.e. XOR them together) and thus increase
neighboring nodes. Another practical scheme, developedtie channel capacity. In [12], Biswas and Morris present a
parallel with our work, is the hop-by-hop congestion corrouting mechanism named ExOR that takes advantage of the
trol mechanism DiffQ in [43], which implements a formbroadcast nature to achieve cooperative diversity and thus
of backpressure (i.e., prioritizing links with large bamfl increase the achievable throughput. Note that EZ- ow can
differential). To achieve this implementation, DiffQ ledach potentially work with routing solutions such as EXOR. Indge
node inform its neighbors of its queue size by piggybackirthe fact that the forwarded packets are not all sent to theesam
this information on the data packet (i.e., modifying thekmc successor node implies that the forwarding process mayenot b
structure by adding an additional header) and then it sdbeduFIFO (First-In, First-Out) anymore and thus the informatio
the packets in one of the four MAC queues (each one withderived by the BOE becomes more noisy. Nevertheless, by
differentCWn,n value) depending on the backlog differenceusing a larger averaging period to smoothen the noise, this
Our approach differs in two ways: (i) We use the nexinformation could still be useful for congestion controlohé-
hop queue information instead of the differential backlogyver, to perform congestion control, a node does not always
which results in an implicit congestion signal being pusheateed to know precisely which successor (i.e., which next-ho
back more rapidly to the source; (ii) as opposed to DiffQelay) gets its packets: It just needs to keep to a low valae th
we do not modify the packet structure in any way as wetal number of packets that are waiting at all of its successors
passively derive the next-hop buffer occupancy without ang be forwarded. This could be done using a methodology
form of message passing. To the best of our knowledge, Eglmilar to the one presented in this paper for the unicast
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case. A similar extension of a congestion-control schenBe Discrete Markov Chain Model
from unicast to multicast is discussed by Scheuermann et alyya now formalize the model previously described math-

in [38]. Finally, in [23] Heusse et al. also use the broadcaghyatically. All packets are generated by the WAP (node 0),
nature of IEEE 802.11 to improve the throughput a_md faimessy are forwarded to the last TAP (noHle) by successive
Of. single-hop WLANS by repIagng the exp_onentlal baCImfﬂ‘ransmissions via the intermediate nodes (TAPs) Kto 1.
with a mechanism that adapts itself according to the nUMbRLime stepn 2 N corresponds to the successful transmission

of slots that are sensed idle. Our work follows the samg , packet from some nodeto its neighbori + 1, or if

philosophy of taking advantage of the “free” informationen | g large enough, of a set of packets from different non-

by the broadcast nature. Apart from this, our approach iﬁterfering nodes:j:::: to nodesi +1:j +1::::, provided
dlﬁqrent, bec.ause we do not use cooperaupn and netwcfﬁlése transmissions overlap in time (the transmitters and
coding technlqugs at relay nodes. Instead, in a CompetitiG-aivers must therefore not interfere with each other). We
context, we derive and use the next-hop buffer occupangyyme that node always has packets to transmit (in nite
information to tackle the traf c congestion occurring in fiu queue), and that nodé consumes immediately the packets
hop scenarios. as it is the exit point of the backbone (its queue is always
l1l. M ODELING THE SOURCES OF INSTABILITY 0). We are mterestgd in the evolutlor) of the queue skyesf
relaying nodest i K 1 over time, and therefore we

Figure 1 shows that a particul@hop network is sta_ble, acfopt as a state variable of the system at timthe vector
but not ad-hop one. In order to understand these experimenta

results showing a drastic behavioral transition, we ini B(n) = [by(n) be(n) 11 b 1(N)]";

an analytical model inspired from the behavior of CSMA/CA ) N .

protocols (e.g., 802.11-like protocols) with some necgssaVith T denoting transposition. We also introduce a seKof
simpli cations for the sake of tractability. We emphasipat, auxiliary binary variableg;, 0 i K 1, representing

. . . . . - h . .. . . —_ .
given the mathematical assumptions, our analysis is exactthe i"" link activity at time slotn: zi(n) = 1 if a packet
was successfully transmitted from nod® nodei +1 during

A. MAC Layer Description the n™ time slot, andz (n) = 0 otherwise. Observing that

The rst common assumption [14,17, 30, 41, 46] is that df (N*1) = b(n)+zi 1(n) zi(n), we canrecast the dynamics

a slotted discrete time axis, in other words, each transoniss©f (e system as
takes one time slot and all the transmissions occurringnduri Bn+1)= Bn)+ A 2(n) (1)
a given slot start and nish at the same time. We consider a
greedy source model, i.e., the WAP (gateway) always has netsvere
packets ready for transmission. Assuminlg ehop system, the

- .. T

packets ow from the WAP tdT APy , via TAP1, TAP,, :::, Z(n) = [fO(n) z1(n) z2(n) it 2z 31(”)]
TAPyx 1. TAPs do not generate packets of their own. Each 1 1 0 ::x O

TAP is equipped with an in nite buffer. :

. _ 0 1 1 0 .
We assume that the system evolves according to a two- A =
phase mechanism:limk competition phasand atransmission 0
phase The link competition phase, whose length is assumed 0O :x: 0 1 1

to be negligible, occurs at the beginning of each slot. IZngir]:

. ) inally, the activity of a linkz; depends on the queue sizes of
this phase, all the nodes with a non-empty buffer compet 4 -
. "Il the nodes, which we cast as= g (b) for some random
for the channel and a pattern of successful transmissi

S . . :
o ; . YRction g f th ize vector, or in vector form
emerges, referred to a@sansmission patterrin this paper. unctiongi() of the queue size vector, 0 ectorform as

Given the current state of buffers, the link competitionqass Z(n) = g(B(n)): (2)
is assumed to be independent of competitions that happened o _ _
in previous slots. This assumption is similar to the commonlThe speci cation ofg = [go;:::;0« 1]" is the less straight-

used assumption of exponentially (memoryless) distributéorward part of the model, as it requires entering in some
backoffs. During this phase, non-empty nodes are seqligntigdditional details of the CSMA/CA protocols, which we defer
chosen at random and added to the transmission pattéhthe next sections. We will rst expose it in Section IV for
if and only if they do not interfere with already selecte@ K =3 hops network, and then move to the larger networks
communications (with the notable exception of tstealing With K = 4 andK 5 in the subsequent section, as the
effectdescribed below). The nal pattern is obtained when ngpeci cation of g comes with some level of complexity as
more nodes can be added without interfering with the othel$. gets larger. Nevertheless, we can already mention here two
The second phase of the model is fairly straightforwaigimple constraints thatmust verify: (i) nodé cannot transmit
as it consists in applying the transmission pattern from ttikeits buffer is empty, and therefora = gi(t) =0 if bh = 0;
previous phase in order to update the buffer status of tfi§ nodes that successfully transmit in the same time skastm
system. This buffer status information is of utmost impocea be at least 2 hops apart, as otherwise the packet from node
for our analysis because it is the parameter that indicadeuld collide at nodé + 1 with the packet from nodée+ 2.
whether the network remains stable (no buffer explodes) dence
suffers congestion (one or more buffers build up). ziziwx =0 fork2f 2; 1;1;2g: 3)
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Collision

Zi Zi+2 b W 1=3
é‘ # # a efs"? D@ p=s
VN _
> o 1competition phase @+ p=2 (1+ p)=3
:::/::/::/ é A(ltransmission phase A 1) l:;\ 1=2
— > A ® b

Fig. 2. Stealing effect scenario. Fig. 3. Random walk itN?2 modeling the 3-hop network. where the 4 regions

are: (A)f0;0g, (B)fby > 0;0g, (C)f0;b, > Ogand (D)fby > 0;bp > Og.

We observe that (1) and (2) make the model a discrete-time,

irreducible Markov chain. The (in)stability of the networkjownstream links over upstream ones, it creates a form of

coincides with its (non-)ergodicity. virtual back-pressure that prevents packets from beinggulis
too quickly into the network.

C. Stealing Effect Phenomenon

The stealing effect phenomenon is a result of th@. Stability De nition

well-known hidden node problem that occurs in multihop A puffer is stable when its occupancy does not tend to

topologies. Indeed, the existence of directional mul@-hdncrease inde nitely. More formally, we adopt the usual
ows in the backbone of mesh netWOI’kS, from no@eto de nitions of Stab”'ty (See e.g. Section 2.2 of [13])

nodeK may induce unfairness in a way that does not arise

in single-hop scenarios. Figure 2 illustrates an examplepe nition 2 (Stability): A queue is stable when its evolu-
where the stealing effect occurs. When nodest enters the tjon is ergodic (it goes back to zero almost surely in nite

link competition phase, nodie+ 2 may be unaware of this time). A network is stable when the queues of all forwarding
transmission attempt. Because it senses the medium tofgies (i.e., all TAPSs) are stable.

idle, nodei + 2 may therefore start a concurrent transmission

to nodei + 3 even though it lost the competition phase IV. 3-HOP NETWORKS STABILITY

(|.e.. 'T'Ode' *+2 selecteq a larger backoff than node As a Let us rst analyze the 3-hop topology, which remains
collision occurs at node+ 1 (due to the broadcast nature of

the wirel di dewil : ; Irelatively simple because only one link can be active at a
e wireless medium), nodewill experience an unsuccess ugiven time slot. Indeed, the only three possible transmissi

transmission, whereas the trangmission from nodle will patternsz are[1 0 Of, [0 1 O] and[0 0 1] . We can now
succeed. We re_zfer to this unfalrnes_s artifact as the S@ah@omplete the description of the functigh ), before analyzing
effect, whlc_:h differs from the cllassmal capture effe_ct_.eThthe ergodicity of the Markov chain.

latter pertains to packets transmitted to the same deistinat

De nition 1 (Stealing Effect):The stealing effect occurs A. System Evolution
when a node + 2 successfully captures the channel from an The role of the stochastic functiag( ) is to map a buffer

upstream nodé, even though it accesses the medium lateftatusb to a transmission patterawith a certain probability.
We de ne p to be the probability of the occurrence of the First, in the case of an idealized CSMA/CA model without

stealing effect. the stealing effectg(= 0), all non-empty nodes have exactly
the same probability of being scheduled. That is, if onlyenod

In IEEE 802.11, the stealing effect corresponds to the evéh@nd nodel (or, respectively, nod&) have a packet to send,
where nodei + 2 captures the channel, even though it ha2oth patterng1 0 0] and[0 1 O] (resp.,[0 O 1]') happen
a larger backoff value than node The probability of this With a probability of 1=2. Similarly, when all three nodes
event depends on the speci ¢ protocol implementation. ¢ tHhave a packet to send, each of the three possible transmissio
optional RTS/CTS handshake is disabled, thed 1. If patterns happens with a probability b#3.
RTS/CTS is enabled, thep is typically much smaller, but More generally, when we include the stealing effect, we
still non-zero because RTS messages may collide [39]. thdegapture the bias towards downstream links that are two hops
the transmission time of a control message (e.g., the R#&ay. When only nodé and nodel compete for the channel,
transmission time at the 1Mb/s basic rate362s ) is non- nothing is changed and the probability of success rentsifis
negligible compared to the duration of a backoff sip@¢ ). as they are only separated by one single hop. However, when
In our model, the stealing effect is captured by having tH¥deO and node2 compete together, there is a probability
functiong( ) in (2) depend orp. As revealed by our analysis, that node2 steals the channel.
a positive and somewhat counterintuitive consequenceef th This leads us to de ne functiog( ) differently for each
stealing effect is the promotion of a laminar packet owf€gion of Z? as shown in Figure 3.TFirst, in r$gi0A =
namely, a smooth propagation of packets. Indeed, by fagoriiPr(n) = 0;bx(n) = 0g, g([bx(n) 2(n)] ") =[100]".
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Queue evolution (p=1) Queue evolution (p=0)
" 20 5000
[} i(n)
815 8 4000 (0) o1t
= @ 3000 Step 0
N0 4
> S0 AN U AN
S I 3 1000
[} [}
8’ IIMHW.\‘M\HH I “mn‘ﬂl‘lwm\m\l.ldhdw‘\‘\lmMnum‘m\‘LIJL‘\L.\M J\ 8' 0 Step 1
0 2 4 6 8 10 0 2

8

4 6 10
Time [in slot] x 10° Time [in slot] x 10°
Queue evolution (p=0.1) Queue evolution (p=0.01) Step 2

— 80 — 500
8 E D (105 k) (1-53)
g o0 g W Pegsp) (5
® © 300 sl st
@ (IpsriT) S5 7) 0
-§ © -§ 200 S_lﬁ ? (4) 1-pS3 w So° Sl{
2 20} | 300 ®) pr2r (5)pS! 6)1 ®) 10
) ) S5+ S sl+sl
] muﬂmnmm«.mmmu‘mmmmmhluw.m.m 3 o o b
0 2 4 6 8 10 0 2 4 6 8 10 . . .
Time [in slot] «10° Time [in slot] «10¢ Fig. 5. Decision treeto obtainz = g(B) for the 4-hop model.

Fig. 4. Queue evolution for 3-hop with differeptvalues.

where ,.p, (n) can be interpreted as the drift of the random
walk at timen. Then we verify Foster's theorem for all the

In regionB = fhy(n) >( 0;bz(n) = 0g we have that three regions oN?nF . After some computations, we nd that

T«_  [100] with probability 1=2 for RegionB nF, p,;0(n) =2 by(n)=2< 0. Likewise, for
g([bu(n) k2(n)]") = [010] with probability 1=2. regionC nF, we get op,(n) =1 (3+ p)bp(n)=2 < 0.
Finally, for regionD n F, we have p.n,(n) = 5=3
In regionC = fby(n) = 0;bp(n) > Og, p(bi(n) + bp(n))=3 < 0. Consequently, the two conditions
of the theorem are satis ed and stability is proved. [ |

[10 0]: with probability (1 p)=2 Finally, in Figure 4 we present the effect pfon the queue
[001] with probability (1 + p)=2. evolution through a simulation of our model. We also mention
that our theoretical results give insight into monitorirtge t
gueue of node 1 in order to assess the stability of the system
(the function of (4) only considers; to prove instability).

g([bi(n) b(n)]") =

Finally, in regionD = fhby(n) > 0;by(n) > 0Og, all three
nodes compete, and no@ecan still steal the channel from
node0, hence

2 [10 O]T with probability (1 p)=3 V. 4-HOP NETWORKS INSTABILITY

g(lr(n) ba(n)]") = 5 [01 0]  with probability 1=3 The 4-hop system is relatively similar to the 3-hop, except
[001] with probability (1 + p)=3. that the functiorg( ) becomes more complex to derive. Indeed
the ve possible patterng are now[1 0 0 O], [0 1 0 O],
B. Stability Analysis [0010],[0001] and[100 1T

The queue evolution from (1) is a random walk N7,
as depicted in Figure 3. Theorem 1 shows the stabilizify System Evolution
in uence of the stealing effect. The drastic difference when moving to 4-hop topologies is
that nodes that can transmit concurrently wdinforce each
Theorem 1:A 3-hop network is unstable for the case 0 other and will increase their transmission probability,[16].
and it is stable foralD<p 1. This interdependence makes the determinatiog(df less
straightforward than in th&-hop case. We capture this com-
Proof: The instability of the casp = 0 is readily proved plexity by adecision tree depicted in Figure 5, which maps
with the Non-ergodicity theorem ( [18], p. 30) using theill the sequential events that can occur for the selectidheof

Lyapunov function transmission pattern (one of the states in bold in Figure 5).
ThY — - Before describing the exact mechanisms behind our decision
h(by; k) = by; 4) . , )
tree, we introduce some necessary notations. First, weede n
and setting the constants= d =1 in that theorem. the iteration stepm that represents the step between two

Next we prove the stability of the cas@s p 1 by using sequential events (an event corresponds to either thesinalu
Foster's theorem (see Appendix) with the Lyapunov functioof a node in the transmission pattern or the removal of a node
s ] from the competition). As shown in Figure 5, the decisiaretr
h(bybp) = b + b5 biby; process ends in two iterationm (2 f 0; 1; 2g) and this is due
the nite setF = fO by; b, < 5=pg, the functionk =1 and to the fact that at most two links can be active concurrently

the notations h . in the transmission pattern of&hop network.
| . T
_ . _ ) Secondly, we introduce the two indicator vectofs) andS™ .
oo, () = B h(®n+1)) jh(n) = h(by;b) The four entries ;(n) = 1y, (n)>og indicate which buffers

b (N) = by (N)  h(br; k), are occupied ((n) = 1) or empty (;(n) = 0). The vector
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by b B. Stability Analysis
© \_‘(l;p)/z b Similarly to the 3-hop network, we model the queue
(1+p)2 | /,\:; evolution by the random walk itN® depicted in Figure 6.
3

However, contrary to the 3-hop case, the 4-hop case presents
a structural factor that makes the system unstable eithibr wi
or without the stealing effect as stated in Theorem 2.

@

f%ﬁ Ezzfpp)}? Theorem 2:A 4-hop network is unstable forall p 1.

3) El-pg/\?) @ 1) (1-p)a

(4) (1+2p)/6 - N\__(6) 2)(2+p)/8

%(%2),3 R E?é g;%;g’ff Proof: Starting withp 6 1, we introduce the function

(M A

RS - oy by bs) = by + 0 (5)
Fig. 6. Random walk iN® for a 4-hop network. the constants = 3, d8: 1, =1 p)=36and

< 3 ifi2 regionB
T o ) ) . k(iy=_ 2 ifi2regionD ; (6)

S™ =[S ::: S§'], which is obtained through an iterative * 1 otherwise

process, indicates the set of nodes that are still in cotimpeti ) .
for the channel at iteration step. Initially, all the nodes with Furthermore we introduce the notation

a non—em[gty Euffer compete. for the channel at sbepnd kbabybs (M) = E[N(B(N + K)jh(B(n) = h(by; bp; bs))]
thereforeS® = ~(n). Then the indicator vector at step, S™, _ .

is obtained by removing froB™ ! the node that was selected kibubzibs (M) = kebaboiog (M) (b1 oy bo);

at iteration stepm and its direct neighbors. For example, ifwhere ., .n,:n,(n) is the drift of thek-step random walk, and
we start from the fully-occupied cas¥® = 1 and follow the veri es condition2 of the Transience theorem (see Appendix)
path where nodé is selected4; is set to 1), the node8, 1 in Table I.

and2 are removed from the competition and the new indicator
vector becomeS! =[000 1]" for this path.

o . L [ Region | -value
The exact probabilities of each link of the decision tree are A\ S, Too0o0=1
denoted in Figure 5. The intuition behind these probabditi B\ Sc 3;b1’;(;;0’ = LT
is that at stegm all nodesi that are still competing for the C\ Sc 10py 0= Gt PP =S
channel (i.e.,.S™ = 1) have an equal probability of being D\ Sc | 20100 = L2+ 2 for by > 1
selected for transmission. Furthermoreziif , is already set 0= AP
to 1 at stepm, the selected node has a probabilityp of E\ Sc 100bs = g
successfully stealing the channel, in which case is set to F\ Sc Lb1;0bs = G gy
0 andz is set tol instead. Otherwiseg; is set to0. G\ S L0bybg = 46+(1p+ p)z
;0025 + p
The computation of the different transmission pattern prob H\ Sc 1bybybs = Sp‘iﬂ
L . L . . . D102, (1+ p)
bilities (i.e., the determination of the functigg )) is obtained TABLE |

by summing up thepath probability of each of the paths  proor oF conpiTiON2 OF THE TRANSIENCE THEOREM FORD 6 1 .
leading to one of the ve possible transmission patternstést

circled in bold in Fig%lre 5). In other ¥vords, the probability Consequently, as conditiorisand 3 are trivially satis ed,
of the pattern[1 0 0 0] (resp.,[0100]) is the probability i, system is unstable f@ré 1.
of havingzo (resp.z;) set to 1 at sted, multiplied by the | the casen = 1, we prove the instability of the network

probability of keeping this selection at stdp(i.e., no addi- by using the non-ergodicity theorem ( [18], p. 30) with the
tional active link or stealing effect). Similarly, the prattility Lyapunov function

of the pattern[0 0 1 Of (resp.,[000 ﬂ) is obtained by

adding: (i) the probability of having, (resp.zs) set to 1 at h(by; bp; b3) =21y + bs; (7)
step 0, multiplied by the probability of having this selection
maintained at stefh and (ii) the probability of havingg (resp.
z;) set tol at step0, multiplied by the probability of having the
stealing effect at stefr. Finally, the probability of the pattern 2 0 ifBn) 2 regionB;D;F

[L10O0 1f is obtained by adding: (i) the probability of having (B(n)) = 1 if B(n) 2 regionC; E; G 8)
Zo set tol at step0 multiplied by the probability of havings > omg it Bn) 2 regionH' ’

set tol at stepl and (ii) the probability of havings set tol '
at stepO multiplied by the probability of havingy set tol at Therefore, as we have non-negative values for all the region
stepl. As in Figure 3, Figure 6 summarizes the transmissiaf the space such th&i(t(n)) > ¢ and as the drift is upper-
patterns probability (i.eg( )) for each of the8 regions ofZ®: bounded byd, we end our proof fop = 1 by applying the
A=10;0;0g;:::;H = fby(n) > 0;»(n) > 0; bz(n) > Og. non-ergodicity theorem.

and setting the constants= d = 2 in that theorem. Indeed,
by computing the drift ((n)) = 1.b,b,:b;(N), We obtain
8
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Fig. 7. Validation of the experimental results from Figurer a different Fig. 8. Validation of the experimental results from Figurer a different

setup running at various data rate.

These results are fundamental for real networks as th
reveal the tendency of CSMA to naturally produce instapilit
for 4-hop topologies.

C. Extension to LargeK -hop Topologies

In the case without the stealing effeqg € 0), we can
easily prove the network instability foKk = 2, as we did
in the previous sections foK = 3;4. Whenp = 0, the
instability of aK -hop topology for anyK > 4 follows then
from the following lemma.

Lemma 1 K -hop Instability): If p =0, a suf cient condi-
tion for a linearK -hop network to satisfy the conditions of

setup running at various data rate.

V1. INSTABILITY AT HIGHER RATES

ey he analytical model of Section Il allows us to explain why
a’stable3-hop network becomes unstable whed®™ hop is
added (see Figure 1). Nevertheless, the results from Fiyure
are obtained with a xed data rate df Mb/s, a buffer size
limit of 50 packets, and a small-scale testbed where the routers
are used without their external antennas (better contrahen
experimental environment). In order to validate our resoh
a different setting, we modify the MadWi driver to unlock
the buffer size limit and to allow the modi cation of its vadu
at run time through a simple command. We then set the buffer
limit to 100 packets and repeat the experiment from Figure 1
on the real-scale deployment of Figure 9, with differentadat
rate settings.

Figure 7 and 8 depict the queue evolution of3ahop

T

the non-ergodicity theorem and thus to be unstable is thfit ba ook (from node0 to node3 in Figure 9) and a-hop

the(K 1) and(K
of the non-ergodicity theorem.

Proof: Let us denote the next step expectation df a
hop network by X (n) = E[h((n + 1)) j h(B(n))].
Hereh(b) = by and therefore we can write

KM= sMm=+@ ) IMm
where = P(zx 1(n)=0) and
6 (N) = E[bi(n+1) jbi(n) = bi;z¢ 1(n)=0]
K l(n)
Elbu(n+1) jbi(n) = bi;zc 1(n) =1]
Efoi(n+1) jbu(n) = bi;zx 3(n)= z«x 2(n) =0]
K 3(n)
where we have used (3) and the independencdy @f +
1) k), 1 i K 3, frombc 2(n) andb 1(n),

conditionally to zx 3(n) = zx 2(n) = 0. Therefore (9)
becomes

9)

£ (n)

“m= *tm+a )" Py

which implies that ¥ (n) veri es the inequalities of the non-
ergodicity theorem if ¥ 1(n) and X 3(n) do. [

3) hop networks satisfy the conditions

network (from nodé to node4 in Figure 9) at data rates of:
1 Mb/s, 2 Mb/s, 11 Mb/s and auto-rate. Additionally, Table I
presents the link throughputs and the end-to-end throughpu
achieved at the different data rates.

Our results show that even thoughis the bottleneck link
for all the data rates (i.e., the link with the smallest caiyac
when transmitting alone), th&hop network does not become
unstable and this is because of the stealing effect destcribe
in Section I11.C. Moreover, the simple addition of4' hop
turns the network from stable to unstable (i.e., the queue
remains close to the buffer limit). We note that the queue
size variations are larger than in Figure 1. This is because t

throughputrate 1 Mb 2 Mb 11 Mb auto-rate
lo 894 kb/s | 1:67 Mb/s | 6:71 Mb/s | 5:79 Mb/s

I1 858 kb/s | 1:52 Mb/s | 5:82 Mb/s | 2:03 Mb/s

P 754 kb/s | 1:28 Mb/s | 4:23 Mb/s | 1:95 Mb/s

I3 813 kb/s | 1:6 Mb/s | 5:98 Mb/s | 5:49 Mbl/s
3-hop 241 kb/s | 493 kb/s | 1:05 Mb/s | 373 kb/s
4-hop 194 kb/s | 354 kb/s 791 kb/s 260 kb/s

TABLE Il

MEASUREMENTS OF THE LINKS THROUGHPUT AND THE ENBTO-END
THROUGHPUT OF A3- AND 4-HOP LINEAR TOPOLOGY FOR DIFFERENT
DATA RATES.
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real-scale deplqyment IS a Iess.qontrolled enVlronmememqfig. 10. lllustration of the evolution of the median of thelajeand the
prone to changing channel conditions. Nevertheless, vesStraveraged throughput (with con dence interval) dependimgtioe throttiing
that, despite these variations, the change in stabilitywéen factor g. We note that the static valup= 1 =128 stabilizes the network (i.e.
a 3-hop and4-hop network is seen for all the different dat Oga(ﬂ?g)d g?ﬂgo?g'g“'yeéﬁgeﬁd%%?,dvﬁzrgggi';?,“; gigg;?fﬁr'ggcgftgl
rates that we tested, as predicted by our analytical model. that approaches the static performance.

Our experimental results at higher rates also provide an
interesting nding that is worth mentioning. Indeed, whergii) the throughput. Figure 10 shows the average performanc
observing the3-hop results, we see that the queue variatiagichieved by the network as a function of the throttling facto
of nodel increases at higher rates. for the static stabilization strategy. We compute the tghgut
To understand this nding, we need to recall that the tranand the delay by measuring the average on disfsireeconds
mission duration decreases at higher rates. This means ihadrvals. Then we plot the median value with t86%
the period of vulnerability to the stealing effect decresaae con dence intervals. We note that standard 802.11 ¢=.1)
higher rates and, therefore the probability of stealingetfp performs poorly as expected, with lower throughput and high
decreases as a function of the data transmission rate. end-to-end delays. Furthermore, using an appropriatélihm
Finally, once we understand the relation between the dé&ta réactor larger than for the single- ow case [9] (hege 1=128),
and the probabilityp, we note that our experimental results aperformance are signi cantly improved by achieving both
higher rates con rm the simulation results of our analyticanegligible delay and higher global throughput due to a lower
model presented in Figure 4. In other words, we see thadcket loss rate (as no buffer over ows in stable regime).
the higher the rate (i.e., the smallg), the closer the queue Nevertheless, the optimal throttling factor is hard to gues

evolution gets to a null recurrent system. beforehand as it is topology dependent. Moreover, diseover
ing it at run-time requires network-wide message passing in
VIl. SIMULATIONS ON MULTI -ELOWS TOPOLOGIES general topologies as the congestion might occur at any node

f the network while only the source throttles itself. In erd

Up to this point in the paper, we have focused on singg avoid message passing, we designed EZ- ow, a dynamic
ow linear topologies as they are the building block of more, | ' '

general mesh topologies. However, to show that the Slﬁbllﬁe
problem also arises in more complex topologies, we present

. . ) . . ) . e static stabilization strateggs depicted in Figure 10. EZ-
this section the simulation results obtained with the ng2 s gn P 9

) L ow does not require message passing, because all the nodes
ulator. Moreover, we evaluate thgtatic stabilization strategy adapt their contention window, thus implicitly pushing kac

proposed in [9] that uses a throttling factpthat reduces the the congestion information to the source.
channel access probability of the source, compared to the ot
nodes. This factor is de ned as the ratio= CWsrc =CWelay |
where cWsrc (CWrelay ) is the CWmin  contention window at VIIl. EZ-FLOW
the source (relay). We note that this strategy ensures hieat N System Requirements
rst link becomes the bottleneck of the ow and Gao et al.
show that in this situation offered load congestion conisol [N the design of our mechanism we focus on developing a
not needed as it does not improve performance [20] praCtical, Stab|I|Z|ng Solution that iS Compatible W|thrmnt
We analyze the multi- ow topology depicted in Figure 10€quipments and protocols used in IEEE 802.11 wireless mesh
Where two concurrent ows Compete for the medium_ We Séletworks. TOWard th|S goal, we set four main requirements:
the simulator to use the standard parameters of 802.11 ad- Network stabilization: EZ- ow is designed mainly to
hoc networks (RTS/CTS disabled, Tx rang@®&0m, Cs range: ensure network stability, where we de ne a network to be
550 m) and let the simulations run fdr0G, 000 s. stable if all the relay nodes have their queue nite when
The two performance metrics we focus on are: (i) the end- equipped with in nite buffers. In practice, when buffers
to-end delay (low delays means that the network is stable, are nite, this means that no queue builds up. Further-
whereas high delay is a symptom of saturated buffers) and more, as the environment changes in real networks, we
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require EZ- ow to automatically adapt itself to changesjueue size, EZ- ow aims to keep the number of packets at
in the traf ¢ matrix. a successor's queue small. This design choice preventse nod
End-to-end delay reduction The rst implication of from starving itself due to non-cooperative neighbors (not
network stability is a reduced end-to-end delay thaterforming congestion control).

should be maintained low with EZ- ow, compared with To perform its task, the BOE keeps in memory a lisbf
IEEE 802.11 alone. Such a requirement of low delays ike identi ers of the lastLl000 packets it sent to a successor
of utmost importance in cases where a mesh netwonkbde. In our deployment we use tié-bit checksum of the
supports real-time, multimedia services such as VoIPCP or UDP packet as an identi er so as not to incur any
video-on-demand or online-gaming. computational overhead due to processing the packet. Ve not
Unmodied MAC layer : We require that the |IEEE that this identier, present in the packet header, could be
802.11 MAC layer remains unmodi ed in order to ensur@sed by any mesh network based on TCP/UDP and IP, and
the compatibility of our solution with the mesh networkshis is clearly the standard in currently deployed networks
already deployed. To meet this objective, we propose Kevertheless, we stress that this design choice is usedutith
implement EZ- ow as a separate program that interactsy loss of generality. Even if, in the future, the standard
with the MAC layer solely through the contention win-would be to run IPsec or to use non-TCP/UDP packets, our
dow CWy,, parameter of IEEE 802.11. mechanism would simply need to use a lightweight hash of
Backward compatibility : We ensure the backward com-the packet payload as an identi er instead.

patibility of EZ- ow by having each node derive the The second information needed is the identi er of the packet
needed information without message passing. This agat is actually forwarded by the successor node. This piece
proach allows for the possibility of an incremental deef information can be obtained by taking advantage of the

ployment of EZ- ow in an already existing mesh. broadcast nature of the wireless medium. Indeed, riote
on the range of +1 and is thus able to hear most of the
B. EZ-Flow Description packets that are sent by node-1 to i +2. In the usual

First, we introduce the notion of ow, where a ow is asettmgs, the MAC layer at each node transmits to the upper

directed communication between a source and a destinatilgr)(.er only the messages that are targeted to it and Ignoees th
In the multi-hop case, the intermediate nodes act as retaysrqessages t'arg'eted to oth('ar.nodes. .However,.by setting a node
transport the packets to the nal destination. A noide 1 In the monitoring mode, it is possible to sniff packets that
is the successor node of nodealong a given ow if it are targeted t.o other nodes through a raw socket (as jtcpdump
is the next-hop relay in the multi-hop ow. We denote theOloes [7]). Using sugh a methodology, 't. is then possible fpr
buffer occupancy of node by b and its minimal contention a node to track which packets are being forwarded by its

: successor node without it requiring any message passing.
window (CWp,r ) by cwi. In order, not to starve forwarded™" " : o . )
(CWrin ) by cw (finally, as the standard buffering policy is "First In, Firs

traf ¢, each node that acts both as a source and relay sho ; .
y (?Jut” (FIFO), node can accurately compute the number of its

maintain 2 independent queues: one for its own trafc an kets stored at noder 1 h time it h ket f
the other for the forwarded traf c. Furthermore, a node th4f2CKets stored at noder 1 each ime It hears a packet irom

has multiple successors should maintaiqueue per successornOde' +1. Indeed, it only needs to compare the identi er of

(2 if it acts as source and relay). Indeed, different successgPe packet it hears with the identi ers of the sent packetmi

may encounter different congestion levels and thus EZ- oW the listL . The number OT packets between the corresponding
tch (the packet that node 1 forwards) and the last packet

erforms best if it can adapt the channel access probabili ; ; .
P P b t nodei sent (the last entry in the lidt) corresponds to

per successor. Note that, this requirement is scalable as o
ow does not need queuing per destination, but per successgr - It is important to note that the BOE module does not need

and the number of successors is typically limited to a singﬁg overhear all t.h'e packets forwarded by nodel in order to
digit in the case of a WMN. work. Instead, it is enough for it to be able to overhear some

ackets. Each time nodeoverhears a forwarded packet from

Second, we describe the two modules forming EZ- ow: (igod +1 (which h fthe i . tall
a Buffer Occupancy Estimator (BOE) that derives the buff €l (W Ich happens most of the time, experimenta .y)f
can precisely derive the buffer occupancy and transmit it

status of the successor node along a ow and (ii) a Chanrb i . .
Access Adaptation (CAA) that uses the information from th the CAA that will react accordingly. Obwously , the more
orwarded packets nodecan overhear, the faster it can detect

BOE to adapt the channel access probability throcgh and react to congestion. Nevertheless, even in the hypcahet
) . case where node is unable to hear most of the forwarded

C. Buffer Occupancy Estimation packets, it will still adapt to the congestion and evenjuaét

One of the major novelties of EZ- ow lies in the BOEits contention window to the right value.

that passively derives the buffer occupancy at the successo

node by+; without requiring any type of message passing.

We emphasize that our BOE works differently than estimati

approaches, such as [25], that sends probe packets to &stimaThe second module of EZ- ow is the CAA that adapts the

the total queue size. Instead, in our approach each modehannel access probability accordingae; , which is the50-

passively computes how many of its own packets are quewsimple average of the,; derived by the BOE. The intuition

at nodei + 1. Using this information, instead of the totalbehind EZ- ow is that in the case a successor node has already

. Channel Access Adaptation
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Algorithm 1 EZ- ow mechanism at nodé CW; .
BOE module: bnin < b+1 < bmax : it is the desired situation as the
if transmission of packei to nodei + 1 then buffer is correctly utilized by being neither empty most
Store checksum op in PktSent[] (overwrite oldest of the time nor saturated. In this case, nédeoncludes
entry if needed) that it has a correct channel access probability and thus
LastPktSent = checksum op keepscw; unchanged.
else ifsnif ng of packetp fromi+1 toi+2 then Other policies than multiplicative-increase, multiptive-
if checksum ofp 2 PktSent[] then decrease could be used to update in order to have a higher
b+1 = number of packets iR ktSent[] betweerpand range of possible values. Yet, we chose this policy due to the
LastP ktSent hardware constraint that requires setting at powers of2.
retun b,y to CAA module Furthermore, we provide a better inter- ow fairness in EZ-
end if ow by using two parameters:
end if

county, counts the number of successive times the con-
dition (b+1 > bmax ) happens (overutilization).
countgown counts the number of successive times the
condition @41 < bmin ) happens (underutilization).
These two pieces of information are then used to update the
contention window parameter according to the curremt
value, where nodes with a higtw; react both quicker to
underutilization signals and slower to overutilizatiogrsils
than nodes with a lovew; react.

Finally, the selection of the parametdys, andbnax can
affect the reactivity and the speed of convergence of EZ-
ow, depending on the topology. Indeed, the smaller the gap
between these two values, the higher the reactivity of E&- o
to slight variations, whether due to variations of the trabad

CAA module:
Require: Reception o060 b.; samples from BOE
b+1 = Average of50 b+, samples
if (041 > bmax ) then
countgown  O; count,,  county, +1
if (county, >= log(cw)) then
CW cw;  2; countyp 0
end if
else if (041 < bmin ) then
count,,  0; countgown  COUNtgown +1
if (countgown >=15 log(cw;)) then
CW CW; =2; countgown 0

end if :
or not. These parameters can thus be ne tuned depending on
else . :
. the desired behavior, but fortunately the general valudg,pf
countyp 0; countgown 0 o . . .
end if andbnax already signi cantly improve the situation compared

to standard IEEE 802.11. Indeed, the most important paemet
to set isbyin , Which has to be very small (i.e., 10 %) in

many packets to forward, it is useless to send it more packe%der to ?}VO'd that thte ;Odei too_l%l‘ten become 00 agggresswe
Even worse, sending more packets degrades the performan@@g reach unsupportable rates. tne parantatgg. can then
Indeed, every time nodesends a new packet to be forwardetpe set with more exibility depending on the desired reaityiv

nodei + 1 looses a chance to transmit.

Following this result, we propose a simple policy for th&. EZ-Flow Dynamical Model
CAA that uses solely two thresholds: @hin and (ii) bmax - Using the same notation as in Section Ill, the dynamics of a
Then it adapts the channel access of each node by changiegvork using EZ- ow are captured by the recursive equation
its value of the contention windoww;. Indeed, every time
nodei needs to send a packet when the channel is not idle, cwi(n+1) = f(cw (n); bes () (10)
it randomly chooses a backoff value that is inside the iratlerv b(n+1)= b(n)+ z 1(n) z(n); (11)
[0;cw; 1] and it waits for this amount of time before retryinqN
to transmit (see [8] for more details on how the backoff elyact
works in IEEE 802.11). Therefore, we note that the higher thef (CV\@(I’]); b+ (n)) =

heref (; ) is de ned by

cw; is, the lower the channel access probability is. < min(cwi(n) 2;maxey) if (B+1(N) > bmax )
Our policy makes the decision based on a time average of  max(cwi(n)=2mincy)  if (B+1 (N) < bmin )
the buffer occupancy at the successor ndglg §. We set the © cwi(n) otherwise,

time average parameter to 68 samples and then one of three . . . .
cases may occur: with bnhax and bnin  being, respectively, the maximal and

Bar <bo - th t nodle 1 is bel minimal threshold values for the buffer amding, = 2™
B4 min - (N€ average queue at node L IS below 4 maxey = 2M being the bounds between which the

the lower threshold. This shows that the buffer is unde ontention windows can evolve. Practical values @re= 4

utilized. Thus node should increase its channel accesg, \1 = 15 thus we always tak® >m +1. This discrete-
probability by dividingew; by a factor of two. time model is a Markov chain with the tupfé(n); ew(n)g

bh+1 > bmax : the average queue at node 1 is above K +1 .
the upper threshold. This shows that the buffer is overu S state, Wﬁemﬂz N oM and whereew(n) satis es both
wi(n) 2 f2m;2m*. .2 gand

lized (or even over ows). Thus node should decrease .
its channel access probability, which it does by doublingcwi(n)  2™*™nC ™M M) \whenb,y (N) > bmax + I (12)
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| Re£i°n| [1_0?0_ o) | E(i) and the nite setS = fcwp; Cwy; CWy; CWs 2M:0
B [1;0; 0 O] [ cwi=(cwo + ow1) b ;b bs ”bmax + M m+3g. We need to verify' that
0;1;0;0] | cwo=(cwp + cwy) both conditions (15) and (16) of this theorem are veri ed for
c 0,010 | 1 s all pointsf(n); ew(n)g within the state space.
D 0;1,0,0 012 16 W) We note rst that (15) is satis ed by the de nition dfi and
EO’ 8’ é’ 0} ! =012 jei OV the non-zero transition probabilities of the random walk.
E 1,0;0; 1 1 .
= [0-0-0- 1] | cwo=(cwo + owi) Colr;;alt(ees some more work to verify (16). One needs to
[1,0;0;1] | cwi=(cwo + cwi) u
G [0;0;1,0] | cwz=(cw2 + cws) h i
SRR L s o) (M) = E h(B(n + k(B(n)) jo(n) ~ h(B(n))
+ 50 Sk dew b ] cw3
[0:0:0:1] FR L B for all possibleew and with®(n) in each of the7 regions
T o 0 R ow ks wo B-H outsideS, similarly to the proof of Theorera.
001 | ® R R A First, we note that the transition probabilities from Talble
R i=0 323, 6l CWi W2t OWs imply that:
+ P CW'g CW W o CW 1 .
i =f 9. CW; Cwgp+ Ccw
10128 el —0 — 1p(N) > 0 for By(n) 2 B;
TABLE Il '

PROBABILITY OF OCCURRENCE OF THE TRANSMISSION PATTER® FOR
THE DIFFERENT REGION OF THE SPACKS.

1;b(n) < Oforn(n) 2 F[ H;

wherel > 0. The lower-bound condition (12) comes from 15(N) =0 otherwise

the recursive application of (10) for the lakttime slots
(b+1 (k) >bmax forn <k nimplies thatcw; (k+1) = ) ) . .
min(cwi (k) 2:2M)). The state space is divided 2K * Srlﬁz))l |s”\|/?rr1| etzd. In regionsF andH, we directly have from
regions, which differ by the entries df that are zero and ale a
non-zero (i.e., the queues that are empty or not). Figure 6
illustrates thes® regions for a4-hop network (denoted-H ).

In each region, one can compute rst the possible outcomggregionsD andE, we note that there is a strictly positive
of the back-off timers that depend on the contention valuggobability of havingd(n+1) 2 F[ H and a zero probability

ew(n), and next the resulting transmission patterns that depegythavingt(n + 1) 2 B. Therefore, we derive that
also on the possible collisions due to hidden terminals. The

enumeration of all the possible outcomes is not includeé her

for lack of space, but it follows the same reasoning as in

Section V. It is summarized in Table 1l for thehop network In regionG, we see that there is a strictly positive probability

with a stealing effecp =1 (i.e. no RTS/CTS). of having{n+1) 2 D[ H and a zero probability of having
™(n+1) 2 B. Thus, this gives us that

Then, we nd that after some computations that for @M,

k(®(n)) =1 when®(n) 2 F [ H:

k(@(n)) =2 whent(n) 2 D[ E:

F. Proof of Stability

Equipped with the model described above, we now formally . N '
prove the ef ciency of EZ- ow in stabilizing the network. We In regionC, there is a probability. of havingt(n +1) 2 G.
give a proof, which holds when Hence, we conclude that

bmin > M k((n)) =4 whent(n) 2 C:

This condition further reduces the state space of our malel go regionB, the demonstration is a little more complex. First,

following a similar recursive argument than for (12), itibes \ye yse that fol(n) 2 B nS, we have
that

k(@(n)) =3 whenb(n) 2 G:

m+1: (13)

cwi(n) =2™ whenhb1 (n) =0: (14) bi(n) >bmax + M m+3

When biin M m+1, the proof uses computer-assiste
computations, and is given in [11].

amd
bp(n) = b3(n) =0:

Theorem 3:EZ- ow stabilizes a4-hop network by main- Thus, it follows from (12) and (14) that
taining almost surely nite the queues of all the relayingles. ew(n) = [2M : 27: 27 2] for B(n) 2 B n S:

Proof: We apply Foster's theorem (see Appendix) with Next. we obtain
the Lyapunov function that

h(by; by; bs; cwo; cwa; cwa; cws) = by + by + by;

3:p(N) by de ning E*(B(n)) as the event

h((n +3))  h(B(n)) = x:
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[by +3;0;0] =9 E*3 We implement the two modules of EZ- ow, the BOE and
[y + 2_/0_'0] CAA, in C code as described in Section VIII. Two practical
/ \ constraints need to be accounted for. Both of them are not
[by +1;0;0] [y +1;1;0] = E*2 required in other implementations with different hardware
7 T~ [by: 1: 0] 1) Sniffer constraint: We initially intended to deploy both
[br; 0; 0] T the BOE and CAA module within the same wireless
\ [] — E* card (i.e., the same router), but we had to reconsider
.. o our design. Indeed, the BOE acts mostly as a sniffer
o 110] o 220] that collects the packets sent either by a node itself

[] —» E° or its direct forwarder. The problem is that a WiFi
/ card cannot transmit and receive at the same time and
b 10:1] therefore is unable to really sniff its own packet on
™~ b 1,0,0] 9= E 1 the air. Instead the best a sniffer can do is to capture
the packet before it is sent to the MAC layer to be
Fig. 11. Tree representing all possible transitions atsstep1, n +2 and actually transmitted in the air. However, the drawback

n + 3 starting fromb(n) 2 B nS. The ve possible resulting events are . . . .
are E+3 E+§’ E+1b(E)o E 1 whereEX :pEx(b(n)) is thf event that of this technique is that packets can be sniffed as sent

h(b(n +3))  h(d(n)) = x. by a node, even though they are dropped by the MAC

layer (for example a buffer over ow), and thus are

Then, we compute the probabilities for the ve possible  never really physically transmitted. To overcome this
events E*3 ((n)), E*2(®(n)), E* (B(n)), E°M(n)), and |(I'mlta:I0n, wetuse two Wlfl(;nttr?rfacehs perE\/t\ﬂreleSf nobolle)
1 : - i.e., two routers connected through an ernet cable).

E (X)) (see Figure 11). We obtain that One interface is responsible for sending the traf ¢ and
PE™) = 1=(1+2M ™m)3 running the CAA. The other interface does not transmit
P(E*2) = 1=(1+2M M)2 1=(1+2M m)3 any packet and acts only as a sniffer t.hat implemgnts
P(EL) = 1=1+2M M) 1(1+2M m)2 the BOE. We use this approach to simplify the practical
deployment. EZ- ow does not require the use of two

PE Y = 2™ m=1+2M ™) interfaces. Indeed, another approach could be to use
a 2M m=2 2M M 4+1)) only one interface and to directly implement EZ- ow
M M= 4M my. at the kernel level of the wireless driver (and not the
application level) in order for the BOE to capture only
Then, we nd that ,.(n) = 3 P(E*3 (B(n))) + 2 the packets that are truly sent at the physical layer.
P(E*2 (B(n)))+ P(E** (ﬁ(n))) P(E %(B(n))); and because 2) MadWi constraint: The second practical constraint
M m> 1, we have that comes from théwcon g command of the Madwi driver
to increase the contention windo@W,, . Indeed, it
ap(N) < O has no effect aboval® (even though the driver allows
Thus the command to execute up ®°). We noticed this
aw in the implementation of the MadWi command
k(b(n)) = 3 satis es (16) forb(n) 2 B nS: by checking a single-link capacity for differe@Wmin
values and observing that it signi cantly varies up to
Finally, as RegiomA S, the conditions of Foster's theorem 210 but it remains unchanged betwe2l? and 218,

are satis ed in allfB(n); em(n)g within the state space, and
it proves that EZ- ow stabilizes the network.
m B. Topology Description
We deploy our testbed ovef buildings of the university
IX. EXPERIMENTAL VALIDATION campus where at mog& ows are concurrently active. Fig-
ure 12 presents the exact map of our mesh network deploy-
ment. On the one hand, the oW, is a7-hop ow for which
The testbed is composed 4faptops running Linux, which the bottleneck link id, as shown in Table IV. On the other
act as source and sink of the trafc, ariwireless nodes hand, the ow F, is a shorter ow of 4 hops that shares
equipped with an omni-directional antenna that represeait the same path thaff, and produces a typical parking-lot
multi-hop backhaul of a mesh network. The wireless routeggenario. For the sake of comparability, we avoid the efféct
are Asus WL-500gP, in which we change the mini-PCI WiRhterference from other networks by running our experiment
card to an NMP-8602 Atheros card. Each router runs th@ channell2 during the night { am -5 am), but we stress
OpenWRT rmware [6] with the MadWi driver [4] modied that the instability problem remains also during daytime as
to perform both buffer monitoring and the modi cation of theshown in our demb Finally, we use the values from Table IV

contention window. The wireless cards operate in 802.11btgtobtain the theoretical optima from Table V that assume a
a xed transmission rate of Mb/s and with the RTS/CTS
mechanism disabled. Finally, we set the routing to be static 'Demo available at: http://icawvwwl.ep .ch/NetControligivideo 2)

A. Hardware and Software Description




IEEE/ACM TRANSACTIONS ON NETWORKING 14

n Buffer occupancy of F without EZ-flow Buffer occupancy of F with EZ-flow
PEO® B G : TR
@ 40 @
[T | I ) f : g g
nerH A ‘ H 0| AL € E‘:‘ > &30 g
— A N UL T T \N B 8 8
- ul — 020 °
= H 100§ 3 z
- g — ) 310 3
= g T|F2 la ‘
= I =1 2[5 1 AT |5\ =l % 500 1000 1500 2000 % 500 1000 1500 2000
1 ) Time [s] Time [s]
|O |l |2 Buffer occupancy of F2 without EZ-flow Buffer occupancy of F2 with EZ-flow
- " y - - . 50, 50
0 19 38 57 76 95m @

N
S
N
o

Fig. 12. lllustration of the testbed topology. The hardwased are Asus
WL-500gP routers with an Atheros-based wireless card.
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k-hop interference effect between the links wikh= 2 and

k = 3 (the experimental setup is somewhere between this tv of

ranges). To do sokwe compute the capacity of all paths _.
+k _ J+ 1 ;

interfering l'nkSCJ 1< ) for0 | 6 k,and Fig. 13. Experimental results for the queue evolution ofrtay nodes when

whereC; is the CapaCIty of ImH. The theoretlcal optimum is ow Fi or F, are active. The average number of buffered packets are: (i)

O+ k without EZ- ow 41:6 (N1), 43:1 (N2) and43:7 (N4) and (ii) with EZ- ow
then obtained by taking the capacﬁ)j of the bottleneck 29:5 (N1), 5:2 (N2) and5:3 (N4). The remaining queues are very small.
path of interfering links within a ow.

o
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to our mathematical analysis of Section V, we note that for

C. Measurement Results IEEE 802.11 the buffer of the rst relay node &6 (i.e., N4)

The rst scenario we consider is whefy is alone in the builds up and over ows, resulting in a throughput57kb/s.
network. Figure 13 shows the buffer evolution with standatdowever, EZ- ow completely stabilizes the network for gkt
IEEE 802.11 and with EZ- ow turned on. We note that forrelay nodes (no queue builds up) by making the source node
IEEE 802.11 both nodeN; and N saturate and over ow, N, increasecwy up to28. Thus EZ- ow works even better in
due to the bottleneck link (betweerN; andN3), whereas all this scenario where it is not blocked by the hardware lirigtat
the other nodes have their buffer occupancy negligibly Emadnd it achieves a throughput @85 kb/s.
similarly to N3. This results in an end-to-end throughput of Finally the last scenario is a parking-lot scenario wherté bo
119kb/s as shown in Table V (note that a similar throughp®; andF, are simultaneously active. Similarly to what is also
degradation for the backlogged case has been observegthrawported in [39] between & and2-hop ow, Table V shows
simulation in [29]). In contrast, EZ- ows detects and resatd  that IEEE 802.11 performs very poorly: the long of |s
the bottleneck at link, by increasingcwy, up to 28. This completely starved in favor of the short oW, becauseNo
action stabilizes the buffer o, by reducing the channelis too aggressive (even for its own ow) and thus prevents
access of linkl;. Similarly, EZ- ow detects that the buffer the packets from the longer owF; from being relayed by
of Ny builds up and makesl, increasecwy until it reaches the intermediate nodeN, N,, N3. However, by its nature,
our hardware limit of2° (see Sectiord:1). This hardware EZ- ow solves the problem by making the two source nodes,
limitation prevents EZ- ow from reducing the buffer occu-N, andNg, become less aggressive in order to stabilize their
pancy of N; to a value as low adN,. However, we stress own ow. This approach thus solves the starvation problem
that despite this hardware limitation, EZ- ow still sigrdantly and signi cantly increases both the aggregate throughput o
improves the performance by reducing the turbulence of tiFg¢ andF, and Jain's fairness index.
ow and increasing the throughput t48kb/s (close to th&- Due to space limitation, we point to [10] for additional
hop interference range theoretical optimum and mapping tegperimental and simulation results for dynamic ows with
41% reduction in the gap to th&hop optimum). Furthermore, more complex topologies (e.g., bi-directional traf c).
we show through simulation in [11] that EZ- ow completely
stabilizes the network once this limitation is removed.

Mean throughput| Theoretical optima | Jain's Fairness

In the second scenario, we consides alone. Similarly k=3 | k=2
Fi1 119 kb/s 151 kb/s | 190 kb/s
— F2 157 kb/s 183 kb/s | 242 kb/s
| | Mean throughput| Standard deviation| = = KDS 0ES
lo 845 kb/s 23 kb/s Fs 143 kb/s
. o7z kbis a9 Kbrs FE 148Kb/s__| 151 Kb/s | 190 Kbis
I3 748 kb/s 42 Kbls FZE 185 kb/s 183 kb/s | 242 kb/s
la 746 kbl's 28 kbl's FJE 71 kbls 0:96
Is 805 kb/s 27 kbls FEz 110 kbis
le 648 kb/s 43 kb/s TABLE V
TABLE IV MEASUREMENTS OVER1800 S WITH AND WITHOUT EZ-FLOW. THE
ILLUSTRATION OF THE CAPACITY OF EACH LINK OF FLOWF1. THE SUB-DIVISION IN THE TABLE SHOWS THE RESULTS FOR(l) ONE SINGLE

MEANS ARE OBTAINED THROUGH MEASUREMENTS OVERL200 s. FLOW, AND (I1) TWO SIMULTANEOUS FLOWS
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X. CONCLUSION irreducible and suppose that there exists a positive fancti

We addressed the problem of network stability in cSMA? @ N ! R such that for some nite sesk some > 0
based linear wireless mesh network and provided three mafid S0me positive integer-valued function N ! - R where
contributions. First, we identi ed two key factors impactSUPkzn« K(B(n)) < 1 the foIiIoww;? conditions hold
ing the stability: the network size and an artifact that we : e
called stealing effect. Second, we proved analytically and E h(dn+1)) jxn) =T = Preh(R) < 1 (15)
showed experimentally th&-hop networks are stable when
we account for the stealing effect, bdthop networks (and for aIIhTZ S and

presumably larger topologies) are not. Third, we proposed . _ .i i
and designed EZ-ow, a new ow control mechanism for E h(b(n + k@m))jp(n) =T h@ k(b)) (16)

IEEE 802.11 WMNSs. EZ-ow is fully backward compatible ¢ ;
or all T2 S. Then the corresponding Homogeneous Markov
with the IEEE 802.11 standard and works without any forrehain (HMC) isergodic P g g

of message passing. EZ- ow is implemented in a distributed

fashion as a simple program running at each relay node. ItTheorem 5 (Transience [18], p. 31For an irreducible
takes advantage of the broadcast nature of the wirelessumedi_|0I~nogeneous Markov Chain (HMC) to be transient, it suf ces
to passively estimate the buffer occupancy at a successiar. n hat there exist a positive function(f);t 2 Z3, a bounded

The minimum congestiqn Wil’l('jOW parameter is adapted at ee}ﬁﬂeger-valued positive functiok(f);t 2 Z2, and numbers
relay node based on this estimation to ensure a smooth OWe.d > 0, such that, setting. = T : h(f) > cg 8 0, the
speci cally, each relay node adapts its contention window tfollowing conditions hold:
avoid buffer build-up at its successor node. o .

We demonstrated by experiments the attendant bene ts ofl) SUPy, 72 K(T) N k<1 ) ) )
EZ- ow on a testbed composed & standard wireless mesh  2) EIN@y. ki) = h(M] - h(t) ., 8n, for allT 2
routers deployed ovet different buildings. Our measurement Se; . o . o
results show that EZ- ow simultaneously improves throughp  3) for somed > 0, the inequalityh(f)  h(f)j > d implies
and fairness performance. To our knowledge, it is the rst Py =0.
implementation of an algorithm addressing instability ireal
multi-hop network. Moreover, we derived a Lyapunov funatio
with which we analytically prove the stability of an 802.11- ACKNOWLEDGMENT
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