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Abstract 

Previous studies of hyporheic zone focused largely on the net mass transfer of 

solutes between stream and streambed. Solute transport processes within the bed has 

attracted less investigation. In this study, we combined flume experiments and 

numerical simulations to examine solute transport processes in a streambed with 

periodic bedforms. Solute originating from the stream was subjected to advective 

transport driven by pore water circulation due to current-bedform interactions as well as 

hydrodynamic dispersion in the porous bed. The experimental and numerical results 

showed that advection played a dominant role at the early stage of solute transport, 

which took place in the hyporheic zone. Downward solute transfer to the deep ambient 

flow zone was controlled by transverse dispersion at the later stage when the elapsed 

time exceeded the advective transport characteristic time tc (= L/uc with L being the 

bedform length and uc the characteristic pore water velocity). The advection-based 

pumping exchange model was found to predict reasonably well solute transfer between 

the overlying water and streambed at the early stage but its performance deteriorated at 

the later stage. With dispersion neglected, the pumping exchange model underestimated 

the long-term rate and total mass of solute transfer from the overlying water to the bed. 

Therefore both advective and dispersive transport components are essential for 

quantification of hyporheic exchange processes. 

Key words: Solute transport; Bedform; Advection; Dispersion; Hyporheic zone; Mass 

flux 
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1 Introduction 

The hyporheic zone (HZ, Fig. 1a) is broadly defined as a saturated transition zone 

between surface water and groundwater bodies [1]. This transition zone is often an 

important component of the riverine habitat, especially for obligate and facultative 

species [2-5]. As the interface between two quite different water bodies, the hyporheic 

zone exhibits complexities in its physical, chemical and biological characteristics, 

which result from intensive mixing of groundwater and surface water [6-9]. 

The hyporheic zone plays an important role in pollutant and nutrient transport, 

energy/heat transfer, and carbon cycling within a river/stream system [10-15]. It is a 

dynamic zone that experiences active exchange of mass (solute) and energy (heat) with 

the overlying stream water [13, 16]. At the local scale, the exchange is largely affected 

by stream water flows, stream network morphology and bedforms, and sediment 

properties [17-23]. Solute exchange between the hyporheic zone and the stream affects 

significantly the stream water quality and ecology. For example, eggs of salmonids 

deposited in the gravel bed of a stream rely on dissolved oxygen (DO) transferred from 

the overlying water to survive and hatch [3, 24]. On the other hand, if dissolved organic 

carbon is also transferred into the gravel bed and competes for DO, the pore water 

quality in the bed can deteriorate, affecting the salmonids’ reproduction [25]. An 

understanding of the mechanisms that drive hyporheic exchange is required in order to 

better investigate the transport and fate of environmentally important substances such 

as nutrients and toxic contaminants in streams and rivers. 

A key mechanism of hyporheic exchange is provided by hyporheic flows that are 
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induced by streambed roughness features, such as bedforms. Through laboratory flume 

experiments, researchers have previously demonstrated an important transport pathway 

of solute entering the streambed on a bedform’s stoss face, following a semi-circular 

flow path and exiting to the water column on the lee face (Fig. 1; [7, 17, 23]. Cardenas 

and Wilson [19] as well as Salehin [26] elucidated the pore water flow processes in a 

bed with triangular bedforms using numerical simulations. They showed that 

current-bedform interactions induced hydraulic head gradients across the 

sediment-water interface, which in turn generated pore water circulation in the 

streambed (Fig. 1b). Their simulations also showed an underflow in the deeper part of 

the streambed. While the underflow was induced by the hydraulic head difference 

between the lateral boundaries of the simulation domain (Fig. 1c), it might be thought 

to reflect the influence of an ambient shallow groundwater flow that often exists 

underneath the streambed. In reality, the shallow groundwater may even discharge to 

the river, creating an ambient flow condition different to that of underflow [18, 27]. 

Thus the streambed may be divided into two different parts: a hyporheic zone in direct 

exchange with the overlying stream (interfacial exchange zone) and an ambient flow 

zone affected by regional groundwater conditions (Fig. 1c) [19, 28]. The hyporheic 

zone can also be affected by larger scale flows induced by river pools and riffles, bars 

and bends, and regional hydraulic gradient in the shallow aquifer [26, 29-35]. 

Two methods have been used to represent and quantify the exchange between a 

streambed and the overlying water in previous studies. With the first method, the 

exchange is treated as a diffusive [36-39] or a first-order mass transfer process [8, 40]. 
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In most applications, the exchange parameters involved in this method were determined 

empirically by fitting model predictions to exchange rate data obtained either from field 

observations or laboratory experiments. Zaramella et al. [41] showed that the transient 

storage model (TSM) based on the mass transfer approximation was able to replicate 

advective exchange between a river and a shallow bed (with the exchange layer 

restricted by the presence of an impermeable boundary). However, the TSM did not 

predict well the riverine exchange with a relatively deep sediment bed, where flow 

along different advective paths in the bed yielded a wide distribution of exchange times. 

With the second method, the exchange model is based on direct consideration of 

advective transport processes with dispersion neglected [42]. Flows into and out of the 

streambed are controlled by the hydraulic head variation over bedforms at the 

sediment-water interface. The solute fluxes into and out of the bed are related to the 

solute residence time in the bed and calculated within stream tubes. A transfer function 

can then be used to determine the net mass transfer across the bed surface.  

Combined effects of advection and dispersion on hyporheic exchange have been 

examined previously. Dispersion was introduced to the advective model and 

incorporated into the calculation of solute residence time within stream tubes through a 

random walk procedure [16, 43-45]. The dispersive effect, however, was found to be 

negligible for quantifying the mass exchange across the streambed with bedforms [16, 

26, 42, 46-50]. Direct simulations of advective and dispersive transport in the 

streambed have also been carried out [51]. These simulations focused on solute 

residence time distributions and have not yet been validated against experimental data. 
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Many experiments and numerical simulations have been conducted to examine 

the effects of bedforms on the hyporheic exchange. These studies largely concentrated 

on the net mass transfer of solutes, metals and/or colloids between the stream and the 

bed [14, 23, 42, 46-50, 52, 53]. In contrast, solute transport in the streambed has not 

been investigated extensively (Fig. 1d). Although some data exist on the solute 

concentration profile over depth [23, 46], their poor spatial resolution limits their value 

for detailed study of solute transport processes. For example, the depth profiles of 

solute concentration at both the stoss and lee slope have not been measured 

simultaneously. Yet these profiles are thought to be different and important for 

analyzing the solute transport behavior at the entry (stoss) into and exit (lee) from the 

bed. Elliott and Brooks [23] tracked the front of the solute transport using a tracer in a 

laboratory flume experiment. The tracer concentration in the vicinity of the front was 

not reported thus limiting the use of the data for quantitative analysis. In terms of 

methods for quantifying hyporheic exchange, validation of the two different approaches 

based on dispersive and advective models respectively requires more detailed data for 

testing the assumptions made in each model, in particular, the neglect of dispersion in 

the second approach. 

To improve our understanding of bedform-induced hyporheic exchange and 

underlying processes, we conducted laboratory flume experiments that aimed to explore 

the hydrodynamic interactions of a unidirectional stream flow above bedforms with 

pore water flow and solute transport in the underlying sediment. Thibodeaux and Boyle 

[17] as well as Cardenas and Wilson [19] illustrated, using experiments and numerical 
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simulations, solute transport pathways in the streambed from the stoss slope to the lee 

slope of the bedform. To examine the solute transport behavior along such pathways, 

we collected data from two vertical arrays of sampling ports, located at the stoss and lee 

slopes of a bedform. Two-dimensional simulations of coupled flow and solute transport 

were conducted in parallel to the experimental investigation. Through the experiments 

and numerical simulations, we addressed the following questions: (1) What is the 

dominant mechanism underlying hyporheic exchange in a stream bed with bedforms? 

and (2) What are the effects of hydrodynamic dispersion on solute transport in the 

streambed? The results also contribute to growing experimental data on hyporheic 

exchange processes and solute transport in the streambed. 

2 Laboratory experiments 

2.1  Flume setup 

A recirculating, tilting flume consisting of an 11.5-m long, 30-cm wide, 50-cm 

deep rectangular channel (Fig. 2) was used in the experiments. Figure 2 shows ancillary 

experimental equipment. Surface water flow was controlled by a valve and measured 

with an electromagnetic flow meter. 

To reduce flow turbulence generated in the pipes and the diverging section, two 

energy dissipation devices were installed: a perforated PVC cylinder (50-cm height and 

16-cm diameter) and a perforated PVC flat in the inlet section. A curved, sealed box 

(70-cm length and a maximum height of 10 cm) was placed in the inlet area to initiate a 

sand layer (streambed) with bedforms similar to those used in previous flume 
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experiments [23, 46]. At the downstream end, a water-pervious, perforated Perspex 

sheet covered by a fine mesh was used to hold the sand in place. In order to keep the 

same overlying water depth on all bedforms, we installed an adjustable-height 

discharge gate in the outlet section. 

Two vertical arrays of sampling ports, with 1-cm intervals between neighboring 

ports, were installed through the sides of the flume for pore water sampling at the stoss 

and lee slopes of a bedform. 

2.2  Bed sand properties and preparation 

A natural river sand from the Yangtze River, with 
50

d = 0.30 mm, was used. The 

bulk porosity was measured using the water evaporation method [54] as 0.33 and the 

saturated hydraulic conductivity, measured using the constant-head method [54], was 

found to be 8.84 × 10
-4

 m s
-1

. 

Prior to the experiment, the sand was washed (prior to transfer to the 

experimental flume) following a five-step procedure: (1) Washed four times with 

deionized water to remove impurities. Each washing cycle took approximately 45 min. 

(2) Washed in a hydrochloric acid solution (pH = 3.5) for approximately 12 h to remove 

adsorptive metals on sand particles. (3) Washed twice again using deionized water for 

45 min each time. (4) Washed in a solution (pH = 10.5) of sodium hydroxide for 

approximately 12 h to remove clays, dust and organic coatings. (5) Finally washed four 

times with deionized water (45 minutes each time). The sand was then stored in a bin 

with deionized water. 
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After each experiment the sand was removed from the flume and rinsed 

thoroughly with deionized water in a sand-washing apparatus before the next 

experiment, following the same procedure as used in previous experimental designs [23, 

46]. This procedure effectively removed all NaCl from the sand and residual pore water. 

2.3  Experimental conditions and measurements 

The experiments aimed to examine solute transport processes in the streambed 

with stationary bedforms. A key challenge was to create regular and uniform triangular 

bedforms that would remain stationary (i.e., no migration, erosion or sediment 

transport). In previous experiments, artificial stationary bedforms were formed under 

either dry or wet conditions [16, 52]. With the dry method, the flume is filled with dry 

sand to a predetermined height and the bedforms are then built using a template. 

Afterwards the flume is filled with the deionized water. However, the last step tends to 

disturb the bedforms and often leaves considerable residual air in the sand, thus 

affecting hydraulic conductivity of the porous medium. To avoid these complications, 

we adopted the wet method by filling the flume with water and then sand. In making 

the bedform, we improved the previous method by using a perforated template with to 

avoid strong local flows, which would be otherwise generated and affect the bedform 

formation [23, 46]. The next step was to carefully establish the desired flow condition 

whilst avoiding bedform disturbance. Both the flow-control valve and the height of the 

discharge gate were adjusted as the pump was opened slowly. It was also important to 

rectify the flume’s slope to keep the same overlying water depth on all bedforms. The 
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bedforms were found to remain stationary when the overlying water velocity was less 

than 17 cm s
-1

 in the experiments. 

Lissamine, Amino G Acid, LiCl and NaCl have been used as conservative tracers 

in previous experiments [23, 46, 48, 52, 55]. In this study, we chose NaCl for the 

convenience of its measurement through electrical conductivity (EC). The relationship 

between concentration and EC of the NaCl solute at low concentrations is linear. It 

should be noted that the salt concentration increases the solute density, and spatial 

variations in concentration can lead to solute density gradients that are capable of 

driving flows in the sediments. Boano et al. [56] demonstrated that such density-driven 

flows contribute significantly to hyporheic exchange across a flat streambed made of 

sand. However, for a streambed with bedforms, flows driven by hydraulic gradients due 

to current-bedform interactions are likely to dominate the exchange process [26, 47-50]. 

A self-logging water quality meter (using MPTROLL 9500 manufactured by 

In-situ Incorporation) was used to measure electrical conductivity (EC), temperature 

and pH of the stream water at the end of the flume every 3 min. At the beginning of the 

experiment, a measured quantity of NaCl solution was added to the reservoir after the 

flume had run for 20 min (allowing the surface water flow to reach the steady state). To 

quickly achieve a uniform concentration (e.g., 2.22 g l
-1

 for Run 1; Table 1) in the 

surface water, the solute was added over the period of time it took for water to circulate 

around the system. To monitor solute transport processes in the streambed, pore water 

samples were taken over time from the two arrays of sampling ports. A 100-l syringe 

with a fine needle was used for sampling. Samples were taken through silica rubber 
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septa in the flume walls [16]. A volume of 100 l of pore water was extracted for each 

sample. The relatively small sampling volume was unlikely to affect significantly the 

flow field in the vicinity of the sampling port [16]. The time interval of pore water 

sampling was 25 min at the beginning of the experiment to capture the relatively rapid 

concentration change as the solute was transferred into the bed. As the experiment 

continued, the concentration change became gradual after the passage of the local 

solute front. The sampling time interval was increased to hours towards to the end of 

the experiment. The water sample was diluted with 5 ml of deionized water to allow 

sufficient volume for the subsequent EC measurement (using DDSJ-308A 

manufactured by Shanghai Precision and Scientific Instrument Company). As indicated 

above, to avoid disturbance on flow and solute transport in the bed, only one sample of 

a small volume was extracted at each sampling point and time. Due to this constraint, 

duplicate or triplicate samples for direct assessment of possible errors with EC 

measurements were not taken. However, a large number of experiments (two shown in 

the paper) were conducted and showed consistent behavior of tracer movement in the 

bed, giving confidence on the data. 

Flume experiments were conducted with a range of experimental conditions. The 

sediment bed in the flume was 10-m long with depths varying between 12 and 15 cm, 

bedform height between 1.5 and 2.5 cm, and bedform lengths of between 15 and 20 cm. 

The depth of overlying water was between 6 and 10 cm, and the stream velocity ranged 

from 8 to 13 cm s
-1

. The temperature of the flume system was maintained at 20
o
C. Each 

experiment was completed when the NaCl concentration in the overlying stream water, 
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as monitored by the self-logging water quality meter, reached a relatively constant level. 

The results from these experiments are similar as shown in Fig. 4 and thus we focused 

on a typical set of results (Run 1 given in Table 1). 

3 Numerical simulations 

A one-way sequential coupling method was used to simulate the stream water flow, 

and pore water flow and solute transport in the streambed. First, the stream water flow 

was simulated and the associated pressure distribution at the sediment-water interface 

inferred. Then, the pore water flow in the bed, driven by the interfacial pressure 

variations was simulated. Finally, solute transport was simulated based on the pore 

water flow field (Fig. 3). This method largely follows that of Cardenas [13]. 

3.1 Mathematical model and boundary conditions for overlying water 

The FLUENT finite-volume based software [53] was used to simulate 

numerically steady-state, two-dimensional turbulent flow over the bedforms. The 

governing equations for the simulation were the continuity equation and 

Reynolds-Averaged Navier-Stokes (RANS) equations for an incompressible, 

homogeneous fluid. These equations, written in the Cartesian tensor notation, are as 

follows (e.g., [26]): 

 0
i

i

U

x





 (1) 

 
' '

( )
i i

j j i

j i j j

U UP
U u u

x x x x
  

  
   

   
 (2) 

where  and   are water density and dynamic viscosity, respectively; 
i

U
 
(i = 1, 2) 



 13 

is the time-averaged velocity in the 
i

x
 

direction (i = 1, 2 for the horizontal direction 

and vertical directions, respectively, Fig. 1d); P is time-averaged pressure; and ' '

j i
u u  

is the Reynolds stress tensor. Note that the gravitational potential is implicit in the 

pressure term of the above equation since the gravity is not expressed explicitly for a 

fixed boundary problem as simulated here (with the free surface approximated by a 

rigid, slip boundary) [15]. The Reynolds stresses are related to the mean rates of strain 

by the eddy-viscosity relation, i.e., 

 
' ' 2

3

ji

j i t ij

j i

UU
u u v k

x x


 
    

  
 

 (3) 

where 
t

v  is the kinematic eddy viscosity, k is turbulent kinetic energy, and 
ij

  is the 

Kronecker delta. We adopted the k-ω turbulence closure scheme [57] since it has been 

demonstrated to work well for separated flows with adverse pressure gradients, 

including flow over dunes where pronounced eddies exist [26, 28, 58]. The eddy 

viscosity in this closure scheme is given by: 

 /
t

v k   (4) 

where   is the ratio of the turbulence dissipation rate   to k: 

 
k







  (5) 

and 
  is a closure coefficient. The steady-state transport equations for k and   are: 

 ' '
( )

j t i

j i

j j k i j

U k v Uk
v u u k

x x x x
 




     

      
     

 (6) 

 ' ' 2
( )
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j i

j j i j

U v U
v u u

x x x x


  
 

 

      
                 

 (7) 

where v  is the kinematic viscosity of water, and the values of the various model 
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constants are  = 5/9,  = 3/40, * = 9/100 and 
k

 =


 = 1/2 [57]. 

The free surface was approximated as a frictionless and rigid lid, by specifying 

zero shear stresses at the fixed surface elevation (Fig. 3a). It is treated as a symmetric 

boundary in the FLUENT simulation package. Such an approximation of the free 

surface has been commonly used and demonstrated to be sound for conditions with 

small bedforms relative to the overlying water depth; and it enables efficient 

simulations with a fixed model domain [26, 28, 58, 59]. 

The horizontal extent of the model domain included only one bedform. We 

imposed spatially periodic pressure and velocity boundary conditions on the two 

vertical sides of the surface water domain (and the porous bed). A constant flux 

condition was specified in the simulation of the surface water flow. This resulted in a 

pressure drop (dP), i.e., 
2 2

(0, ) ( , ) dP x P L x P  , between the two sides (Fig. 3a). 

Pressure was also specified at the upper right or lower right corner of the RANS 

domain in order to achieve a unique solution [19]. 

The sediment-water interface was treated as a no-slip wall boundary. FLUENT 

uses an enhanced wall treatment for the near-wall region. The treatment is based on a 

near-wall modeling method that combines a two-layer model (including a laminar 

sub-layer and a fully-turbulent outer region) with enhanced wall functions [60]. 

To represent accurately the geometry of the domain, we used AutoCAD to draw 

the bedforms and then exported the data file to FLUENT. The simulation domain was 

then discretized by structured grids with quadrilateral mesh elements. The grid was 

refined near the sediment-water interface. There were 50,000 – 160,000 elements 
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within a single bedform in the simulations with grid sizes ranging between 0.4 mm and 

9 mm. FLUENT uses a time-marching scheme to solve the steady flow problem. The 

iteration proceeds until a steady-state solution is reached with the maximum relative 

difference between computed flow variables (u, v, p, k, ) of two consecutive iteration 

steps dropped below 10
-5

. 

3.2 Mathematical model and boundary conditions for pore water 

COMSOL Multiphysics, a finite element-based software [54], was used to 

numerically simulate flow and solute transport in the bed. The pore water flow is 

governed by the combination of Darcy’s Law and the continuity equation for 

incompressible flow in a non-deformable medium; hence the groundwater flow 

equations are: 

 0
i

i

u

x





 (8) 

 
i

i

K h
u

x


 


 (9) 

where   is the bulk porosity of the sand bed; K is the hydraulic conductivity of the 

bed, =  g/ ( is the intrinsic permeability of sand and g is the magnitude of 

gravitational acceleration); 
i

u (i = 1, 2) is pore water flow velocity component in the 

i
x  (i = 1, 2) direction; and h is hydraulic head, = p/g + x2 with p being the pore water 

pressure. Note that the above governing equations of the pore water flow are based on a 

constant fluid density. In other words, the effect of density variations on the flow is 

assumed to be small compared with that of hydraulic head gradients on the 

sediment-water interface generated by current-bedform interactions. 
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The overlying water flow model provides the pressure distribution at the 

sediment-water interface. Note that the gravity force is inherent in the pressure term in 

the surface water flow equation (2) and hence computed pressure values (P) represent 

the hydraulic heads (h) at the sediment-water interface. This pressure solution is thus 

imposed as a Dirichlet boundary condition at the top boundary of the streambed domain 

(Fig. 3a; [26, 28]). The lateral (vertical) boundaries were also set as periodic velocity 

and pressure boundaries with an imposed pressure/head drop, i.e., 
2 2

(0,  ) ( ,  )
i i

u x u L x  

and h(0,x2) = h(L,x2) + dP/g (where dP is the pressure drop between the two side 

boundaries of the surface water domain). The pressure drop results in what is 

commonly referred to as “underflow” [28]. As discussed in the introduction, in reality 

such underflow may exist due to regional hydraulic gradients in the shallow 

groundwater aquifer below the hyporheic zone. The bottom boundary was set as a no 

flow boundary (Fig. 3a). 

The NaCl solute transport in the pore water is modeled based on the 2D mass 

transport equation (for a nonreactive solute) written as [61] 

 
ij i

i j

C C
D u C

t x x

   
  

   
 

 (10) 

where C is the solute concentration, t is time, 
i

u (i = 1, 2) is pore water flow velocity 

component in the 
i

x  (i = 1, 2) direction, and 
ij

D  is the component of the 2D 

dispersion coefficient tensor: 

 

22

ji

ii L T e

uu
D D

u u
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 ( )
i j

ij ji L T e

u u
D D D

u
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Here, 
L

  is the longitudinal dispersivity, a property of the porous medium describing 

dispersive transport in the flow direction; and 
T

  is the transverse dispersivity, 

describing dispersive transport normal to the flow direction. The absolute value 

2 2

1 2
u u u   is the magnitude of the pore water flow velocity. 

e
D  is the effective 

molecular diffusion coefficient in the porous medium. 

The boundary conditions for the solute transport are set as follows (Fig. 3b): (1) 

on the lateral boundaries (
1

x  = 0, and 
1

x = L) of the domain, the periodic conditions 

C(0,
2

x ,t) = C(L,
2

x ,t) and 
2 2 2 2

(0,  , ) / ( ,  , ) /C x t x C L x t x      were imposed; (2) on 

the bottom of the domain, a no-flux condition applies, giving zero concentration 

gradient 
2

2 0
/ 0

x
C x


    since local vertical flow and hence advective flux is zero at 

this boundary; (3) along the sediment-water interface, the boundary condition was set 

as follows: 

 

                0

0                0

t
C C

C

  



  


n u

n u
n

 (13) 

where n is the unit vector normal to the interface (pointing inward), u is the pore water 

flow velocity vector, and 
t

C  is the concentration of solute in the overlying water. It 

should be noted that the overlying water is relatively well mixed as shown in our 

experiments and hence a uniform concentration was assumed there. To simulate the 

flume experiments, 
t

C , varying with time as a result of the mass exchange between the 

overlying water and the bed, was calculated as follows: 

 
 0 1 2

, ,
s

A

t

s

C V B C x x t dA
C

V





 (14) 

where 
0

C  is the initial solute concentration of the overlying water, 
s

V is the total 
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volume of water in the flume system excluding pore water in the streambed, 

 1 2
, ,C x x t  is the simulated solute concentration of pore water at location  1 2

,x x  at 

time t, B is the width of the flume, and A is the area (on the 
1 2

x x  plane) of the sand 

bed in the flume. The integral term in equation (14) represents the amount of NaCl 

stored in the bed. 

Additional numerical simulations were conducted to examine dispersion effects 

(presented in Section 5.2). For the purpose of simplicity, the solute concentration in the 

overlying water in these simulations was kept constant over the simulation period, i.e., 

Ct = C0. 

4 Experimental and numerical modeling results 

The flume is a closed system in our experiments. As discussed above, the quantity 

and concentration of solute in the overlying water decrease as the solute is transferred 

into the bed. This trend has been featured in the model predictions based on equation 

(14). To better match the experimental data, we adjusted the hydraulic conductivity of 

the sand from the measured value 8.84 × 10
-4

 m s
-1

 to 1.2 × 10
-3

 m s
-1

 and the bulk 

porosity from the measured value 0.33 to 0.39. Although the adjustment was based on 

the fitting of model predictions to data, such small variations in K and  would not be 

unexpected since the sand packing method in the flume experiments was different from 

that used in measuring both parameters. While sand was added to the flume when it was 

full of water, the permeameter was filled with sand to a height of 5 cm and then filled 

slowly with water from the bottom to the top of the sand each time until the height of 
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the sand column reached 30 cm. The longitudinal dispersivity (
L

 ) of the bed was set 

to 1 mm and the ratio of transverse dispersivity to longitudinal dispersivity ( /
T L

  ) 

was assumed to be a constant, 1/10 [39, 62-64]. To determine the effective molecular 

diffusion coefficient, we used the following formula [65, 66], 

 
(1 )

w

e m

D
D




  (15) 

where 
w

D  is the free solution diffusion coefficient in water (1.61 × 10
-9

 m
2
 s

-1
 at 25

o
C 

for sodium chloride in water),   is the porosity, and m equals 2 for 0.7   and 3 for 

0.7  . This gives an effective molecular diffusion coefficient of 5 × 10
-10

 m
2
 s

-1
 for 

the sand bed. 

The results from both the experiments and numerical simulations are described in 

the following sections. The flow simulation results were essential for predictions of 

solute transport and concentration variations in both the stream and bed. Although no 

pore water flow measurements were made to validate the simulation results due to the 

constraints of the apparatus, the performance of the flow model is indicated in the 

comparison between the predicted and measured concentration profiles presented 

below. 

4.1 Temporal variation of solute concentration in the overlying water 

The solute concentration in the overlying water experienced a sharp decrease at 

the beginning of the flume experiment, followed by a gradual decline phase (squares in 

Fig. 4). The sharp decrease corresponds to the initial rapid transfer of solute from the 

overlying water to the shallow streambed area where the pore water flow velocity and 

hence solute transport flux were relatively large. After the solute front passed through 
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this shallow bed area, the solute concentration in the overlying water continued to 

decrease gradually as the solute was transferred slowly to the deep streambed area. In 

the figure, we also plot the simulation results based on measured and adjusted hydraulic 

conductivity K and bulk porosity   for comparison. Overall the model predicted the 

trend observed in the experiment. With the adjusted K and   values, the model 

predictions matched the data well (Fig. 4). The measured K and  values were slightly 

lower than the fitted values, both giving slower solute transfer to the bed and hence a 

more gradual decline of solute concentration in the overlying water. If the experiment 

and simulation continued to run for a sufficiently long time, the solute concentration in 

the pore water would become the same as that in the overlying water, i.e., the system 

reaching a steady state with no net exchange between the overlying water and pore 

water. The asymptotic solute concentration (dash-dotted line in Fig. 4) in both the 

overlying water and pore water can be determined according to 
0

/( )
s s p

C V V V  (
p

V  is 

the total volume of the pore water in the streambed). The asymptotic solute 

concentration calculated using measured   was higher than that based on adjusted   

because measured  , less than adjusted  , gave a smaller 
p

V . 

4.2 Spatial and temporal variations of solute concentrations in the bed 

As mentioned, two vertical arrays of sampling ports were installed to monitor the 

variation of solute concentration in the pore water. Array N1 was located at the stoss 

slope of a bedform where the solute entered the streambed, and array N2 located at the 

lee slope of the bedform where the solute exited the streambed (Fig. 5). The distinction 

between these two sampling areas is thought to be important for studying the solute 
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transport behavior under the influence of circulation induced by current-bedform 

interactions. Previous experiments had not made such a distinction particularly [23, 46]. 

The depth profiles of measured solute concentration at both sampling locations and 

various times are displayed in Fig. 6 in comparison with the model predictions. Results 

from numerical simulations with measured and adjusted K and   values are also 

compared. Overall the model simulated the observations well (with coefficients of 

regression between model prediction and data equal to 0.973, 0.929, 0.981 for the case 

with measured K and , measured K and adjusted , and adjusted K and , respectively). 

These profiles appeared to show a solute front propagating downward at both locations. 

However, these trends did not simply reflect a downward solute movement but resulted 

from both horizontal (e.g., from N1 to N2) and vertical solute transport through pore 

water circulation cells (flow tubes). For example, the concentration at a deep port of N2 

(N2_P9) would not correspond to the concentration in the shallow area (ports above) of 

this sampling location. Instead, it was related to the concentration near a port of N1 

(N1_P10) given that both ports were along the same circulation path (Fig. 5). Such 

transport behavior will be further analyzed in the next section. 

It is interesting to note that the concentration seemed to increase slightly with the 

depth to a maximum value near the solute front prior to a rapid decrease to zero. This 

behavior corresponds to the reduction of the solute concentration in the overlying water 

with time. Larger solute concentrations at deeper ports of N1 and N2 at a particular 

time were linked to higher solute concentrations in the overlying water at earlier times 

since the deeper ports were associated with longer and slower circulation paths. The 
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maximum concentration would be expected to occur at the depth where a solute front 

initiated from the sediment-water interface just arrived at the time. It is also evident that, 

as time went on, the maximum concentration over the depth at both N1 and N2 

decreased, occurring deeper in the array. This was partly due to the dispersion effect as 

analyzed in the next section. 

The trends in the pore water solute concentration are further displayed in Fig. 7 

where the temporal variations of solute concentration at various sampling ports are 

presented. Located “downstream”, N2 lagged N1 in the concentration response to the 

solute transport processes. At both locations, the time series exhibit two phases of 

solute concentration changes at all sampling ports except those near the bottom of the 

streambed: a rapid increase phase followed by a gradual decline. The first phase was 

due to the initial arrival of solute that was transferred from the overlying water to the 

streambed. The second phase reflected adjustment of local pore water solute 

concentration as a result of continuing exchange between the streambed and overlying 

water of decreasing concentration. The local peak solute concentration, separating these 

two phases, corresponds to the maximum concentration shown in the depth profiles at 

the peak time. The peak concentration decreased with the depth, again indicating the 

dispersion effect that was more profound for deep ports associated with long transport 

paths. This behavior is essentially consistent with that in Fig. 6. 

The differences among the simulation results with adjusted K and  , measured K 

and adjusted  , and measured K and   were manifested mainly as different 

propagation speeds of local solute fronts (Fig. 6). With only  adjusted to a slightly 
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higher value, the pore water flow velocity was reduced, resulting in a slower movement 

of the solute front compared with that based on the measured K and . The adjustment 

of both K and  overturned the change to give the fastest movement of the solute front. 

While the fitting of the observed front movement by the numerical model could have 

been based on adjustment of K alone, the overall exchange rate and hence the decrease 

of the solute concentration in the overlying water were also affected by  as shown in 

Fig. 4. The solute concentration of the overlying water in turn affected the solute 

concentration profile above the front. The prediction with the adjusted K and  

produced the lowest concentration in the above-front area compared with the results 

from simulations using measured K and adjusted , and measured K and . This rather 

subtle effect was linked to the behavior of the solute concentration in the overlying 

water (Fig. 4). 

5 Discussion 

As mentioned in the introduction, the exchange between the streambed and 

overlying water is typically quantified either as an advective transport process or 

through a diffusive/dispersive approximation. The purpose of the analyses presented in 

this section is to determine the combined effects of advection and dispersion that 

co-exist in the system. In particular, we are interested in conditions under which 

advection or dispersion may dominate. 

5.1 Advection and pumping exchange models 

Various advective models (collectively called the pumping exchange model, PEM) 
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have been developed previously for quantifying the mass exchange across the 

streambed with bedforms [42, 46, 47]. The essence of these models is an assumption of 

advection alone in transporting solute through flow tubes. A further assumption of 

sinusoidal pressure variations along the sediment-water interface was also made to 

permit analytical solutions [42, 46, 47]. While the second assumption is invalid for our 

experiments, we will test the first assumption of solely advection using flow fields 

predicted by the numerical model. 

A typical flow tube simulated numerically is shown in Fig. 5. The travel time of a 

solute “slug” through this flow tube can be calculated based on the simulated flow 

velocity and used to determine the initial arrival of solute at various points along the 

tube. With both longitudinal and transverse dispersions neglected, the arrival of a solute 

“slug” would lead to a step change of local solute concentration. The concentration (Cs) 

at a sampling port would then be related to the concentration at the entry of its 

associated flow tube (i.e., the concentration of the overlying water, Ct) according to Cs(t) 

= Ct(t - T) for t > T where T is the slug travel time to the port. We computed the 

concentrations at various ports based on this slug (advective) transport model. The 

results show that slug transport did not occur in the experiment or numerical simulation 

(Fig. 8a). Instead the solute concentration started to increase before the arrival time of 

the slug due to dispersion. However, the advective transport model seemed to provide a 

reasonable approximation of the temporal concentration variation at the shallow ports, 

indicating the dominance of advection in the transport processes within the shallow area. 

As the solute transport length and time increased for the deep ports, the effect of the 
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dispersion on the concentration profile became significant (Fig. 8a). 

We analyzed further the dispersion effect based on a 1D transport model for the 

flow tube and assuming a constant solute concentration at the entry (neglecting the 

variations of the solute concentration in the overlying water). Based on this model, half 

of the input concentration is expected to occur at a port at the slug arrival time (details 

in the appendix). Note that while longitudinal dispersion (with the dispersion 

coefficient assumed constant) is considered in the model, transverse dispersion across 

the flow tube has been neglected. Using the experimental results plotted in Fig. 7, we 

determined the time when half the local peak concentration was reached at the sampling 

ports (different depths) of N1 and N2. For each port, we also computed the travel time 

of solute (slug) through the flow tube between the tube’s entry point and the port. The 

half peak-concentration time estimated based on the data was reasonably close to the 

travel time predicted by the model (Fig. 8b). The agreement indicates negligible 

transverse dispersion effects on solute transport in the shallow sand bed. However, as 

demonstrated in the next section, transverse dispersion plays an important role in 

transporting solute deeper into a deep bed where an extensive underflow zone exists. 

To further examine the mode of overall solute transport in the streambed, we 

analyzed the results from the numerical simulation. Based on simulated flow velocities, 

we computed the travel paths of particles initially placed on the stoss slope of the 

bedform over different elapse times and analyzed how these paths related to the 

movement of solute in the bed as given by the predicted solute concentration field (Fig. 

9). The results show that the travel paths tracked well the downward-moving solute 
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front at early time (60 min), when the solute front remained in the shallow area. 

However, as the solute front moved further down to the deep area over a longer time 

(2500 min), it started to deviate from the particle’s travel path. Such a deviation was 

relatively small in the experiments (with a bed of small thickness) compared with the 

results from numerical simulations based on a thicker bed (presented in the next 

section). Nevertheless, the trends were consistent with the finding from the above 

analysis on measured concentration time series: While advection-dominated solute 

transport occurred within the shallow area during the early period, dispersion became 

significant in the deep area over longer periods. Based on the bedform length (L) and 

pore water flow characteristic velocity (uc), an advection characteristic time scale (tc) 

may be defined to separate these two periods: 

 tc = L/uc (16a) 

 uc = (KHm)/(L b 

where Hm is the amplitude of hydraulic head variation along the sediment-water 

interface induced by bedform-stream flow interactions [42]. For the experimental 

conditions, tc was estimated to be 688 min. The location of the advective front given by 

this characteristic time is shown in Fig. 9. 

5.2 Dispersion effects 

To further analyze the effects of dispersion on the solute transport processes, we 

conducted numerical simulations with a deeper streambed (depth = 1 m), where an 

extensive ambient underflow zone co-existed with the hyporheic zone (Fig. 10). For the 

purpose of focusing on the dispersion effects, the simulations were based on a constant 
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solute concentration in the overlying water over the simulation period. Simulations 

were conducted with the longitudinal dispersivity varying from 0.001 m to 0.01 m and 

0.1 m to examine the dispersion effects [39, 51]. The large dispersivity value (0.1 m) 

used represents a highly dispersive condition that may occur in a gravel bed. Other 

model parameter values for these numerical simulations are listed in Table 2. 

We first examined how the solute front was affected by dispersion (Fig. 10). It is 

clear that, as the dispersivity increases, the solute front becomes more smeared and the 

dispersivity affects the distribution of solute in the streambed. For a constant 

concentration boundary at the sediment-water interface, a representative location of the 

solute front may be defined by C/C0 = 0.5 (see the appendix for details). Again the 

solute front was found to be well tracked by particles’ travel paths in the shallow area, 

especially for cases with small dispersivity values. As the solute movement continued 

downward, the front departed from the particle’s travel path. In the deep area, solute 

transport became controlled by (transverse) dispersion, completely decoupled from the 

particle’s travel path, which ended at the divide between the circulation zone (hyporheic 

zone) and ambient underflow zone. 

To better understand the solute transport processes in the streambed, we analyzed 

the advective ( C u ) and dispersive fluxes (
ij

D C  ) separately. Advection fluxes 

exhibit similar spatial distributions for 
L

 = 0.001 m and 0.01 m (Fig. 11a). As 

L
 increased to 0.1 m, different spatial patterns of the advective flux appeared, 

especially in the area near the solute front with a thickened dispersion/mixing zone. 

Overall the spatial patterns of advection flux largely followed those of pore water flow 
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velocity in areas with significant solute concentrations. At the early time (t < tc; for the 

simulated condition, tc = 2.20 × 10
4
 min), no solute was present in the deep area and 

hence no advection of solute occurred despite the local flow. As the downward solute 

transfer continued, significant advective fluxes appeared in the deep area except the 

vicinity of the stagnation point. Despite the hydraulic divide (flow separation) between 

the shallow (HZ) and deep (ambient underflow zone) areas, the solute was transferred 

from the shallow area to the deep area by transverse dispersion. 

Dispersive fluxes were concentrated near the solute front in the hyporheic zone 

prior to solute reaching the hydraulic divide. A greater dispersivity led to a more 

extensive area of active dispersive transport with significant fluxes (Fig. 11b). As the 

solute transport continued downward, dispersive fluxes occurred increasingly below the 

divide, and were responsible for transferring solute from the hyporheic zone to the deep 

ambient flow area. By this stage, the direction of the dispersion fluxes became 

predominantly downward (i.e., transverse to the largely horizontal flow in the ambient 

underflow zone) as shown in Fig. 11b. 

To further examine the relative importance of the two transport processes in 

different areas at different times, we computed the total vertical advective flux (
adv

J ) 

and the total vertical dispersive flux (
dis

J ) integrated over one bedform (from 
1

x = 0 to 

L) at different distances from the bottom of the bed (
2

x ): 

 
2 2 1

0

1
( )

L

adv
J x u Cdx

L
   (17) 

 
2 22 21 1

0
2 1

1
( ) ( )

L

dis

C C
J x D D dx

L x x
 

 
  

 
  (18) 

These two fluxes combine to give the total solute input to the sand volume below 
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2
x over the bedform since periodic boundary conditions were applied to the side 

boundaries and the bottom boundary permitted no flux. The total solute input, J(
2

x ), 

would be in balance with the total solute accumulation in the volume [39]: 

 
2 ' '2

2 1 2 1 2
0

d ( )
( ) ( , , )

d b

x L

d

m x C
J x x x t dx dx

t t





 


   (19) 

where db is the average depth of streambed (Fig. 3). 

The results confirm the mass balance principle, i.e., Jadv + Jdis = d
2

( )m x /dt. At 

early times, advection dominated the solute transport that took place in the hyporheic 

zone (Fig. 12), especially for cases with relatively small dispersivity values. However, 

hydrodynamic dispersion became significant after the solute front reached the hydraulic 

divide between the hyporheic zone and ambient flow zone (Fig. 12). The total 

dispersive flux provided the solute supply for the deep area. Such dispersion effects 

explain why the advective transient storage model cannot represent well exchange 

between a relatively deep sediment bed and the overlying stream [41]. 

The importance of dispersion is further demonstrated in Fig. 13, which plots the 

cumulative solute mass transferred from the overlying water to the bed. The normalized 

total amount of mass transfer across one bedform, m
*
, is calculated as follows: 

 
 1 2

*

0

, ,
bA

b

C x x t dA

m
C A







 (20) 

where Ab is the area of the bed area over one bedform. Again, the results show that 

dispersion played a relatively minor role early in the process when solute transport, 

dominated by advection, took place in the hyporheic zone. Advection determined the 

rate of exchange across the sediment-water interface. The solute accumulation rates in 

the three simulated cases with different dispersivities overlap and are well predicted by 
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the (advective) pumping exchange model. However, the trends diverged as the solute 

transfer extended to the deep area of the bed, especially in the case of a thick bed. The 

time of this divergence corresponded to the advection characteristic time (tc) reasonably 

well. Dispersion became an important factor controlling the solute transfer. Although 

the total cumulative solute mass approached the same amount determined by the pore 

volume in the bed for all cases of different dispersivities, the accumulation rate 

increased with larger dispersivities. It is interesting to note that the pumping exchange 

model predicted a lower asymptotic value of accumulated mass, reflecting a smaller 

pore volume (within the HZ) for advective only solute transport assumed in the model. 

6 Conclusions 

Advection and dispersion are both important factors for solute exchange between 

stream and streambed. However, previous investigations often considered one factor 

and ignored the other. In this study, laboratory experiments and numerical simulations 

were conducted to investigate the processes and mechanisms of nonsorbing solute 

transport in a streambed with regular and uniform bedforms. In the experiments, data 

were collected from two vertical arrays of sampling ports located at the stoss and lee 

slopes of the bedform. We conducted two-dimensional simulations of coupled flow and 

solute transport in parallel to the experimental investigation. A particular focus of the 

study was on the relative importance of advection and dispersion in different areas at 

different stages of solute transport processes. 

The experimental and numerical results showed that advection played a dominant 
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role at the early stage (t < tc) of solute transport, which took place in the hyporheic zone. 

At this stage, the advection-based pumping exchange model was found to predict well 

the solute transfer between the overlying water and streambed. The dispersivity only 

affected the distribution of solute in the streambed, especially near the front. However, 

the performance of the pumping exchange model deteriorated at the later stage as the 

solute transfer extended to the deep ambient underflow area. Downward solute transfer 

to the deep area was controlled by transverse dispersion. With dispersion neglected, the 

classical pumping exchange model underestimated the rate and total mass of solute 

transfer from the overlying water to the bed. 

Although the focus here was on solute originating from the overlying water, the 

findings also have implications for transfer of bed-origin solute to the overlying water. 

The flow system considered here, induced by stream flow-bedform interactions, is a 

common occurrence in natural streams. However, other flows such as those induced by 

pool-and-riffle, bars and bends, and even basin-scale hydro-morphological features 

co-exist in reality. How these flows of different scales combine to influence the 

exchange between the stream and bed remains an important question for future research. 

Density-driven flows, neglected in this study, may also contribute to the hyporheic 

exchange in streambeds with bedforms. The importance of the density effect on the 

flow relative to that of hydraulic head gradients due to bedform-current interactions 

requires further investigations. 
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Notation 

A area (on the 
1 2

x x  plane) of the sand bed in the flume, [L
2
] 

Ab area of the bed area over one bedform, [L
2
] 

B width of the flume, [L] 

C solute concentration, [ML
-3

] 

0
C  initial solute concentration in overlying water, [ML

-3
] 

t
C  solute concentration in overlying water at time t, [ML

-3
] 

b
d  average depth of streambed, [L] 

e
D  effective molecular diffusion coefficient in pore water, [L

2
T

-1
] 

ij
D  components of the 2D dispersion coefficient tensor, [L

2
T

-1
] 

w
D  free solution diffusion coefficient in water, [L

2
T

-1
] 

H average water depth in overlying water, [L] 

Hb bedform height, [L] 

Hm amplitude of hydraulic head variation along sediment-water interface, [L] 

J mass flux, [MT
-1

L
-2

] 

2
( )

adv
J x  average total vertical advection flux, [MT

-1
L

-2
] 

2
( )

dis
J x  average total vertical dispersion flux, [MT

-1
L

-2
] 

K hydraulic conductivity for the streambed sand, [LT
-1

] 

k turbulent kinetic energy, [L
2
T

-2
] 

L length of bedform, [L] 

c
L  stoss length of bedform, [L] 

n  unit vector normal to the bed surface pointing into the bed, [L] 
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P pressure, [ML
-1

T
-2

] 

t time, [T] 

tc advection characteristic time scale, [T] 

u interstitial seepage velocity vector, [LT
-1

] 

uc pore water flow characteristic velocity, [LT
-1

] 

i
U  time-averaged surface water flow velocity along xi, [LT

-1
] 

i
u  pore water flow velocity along xi, [LT

-1
] 

u  magnitude of pore water flow velocity, [LT
-1

] 

s
V  total volume of water in the flume system excluding pore water, [L

3
] 

' '

i j
u u  Reynolds stress tensor, [L

2
T

-2
] 

v kinematic viscosity, [L
2
T

-1
]
 

t
v  eddy viscosity, [L

2
T

-1
] 

  fluid density, [ML
-3

] 

  dynamic viscosity, [ML
-1

T
-1

] 

L
  longitudinal dispersivity, [L] 

T
  transverse dispersivity, [L] 


  turbulent closure coefficient, []

 

 turbulence dissipation rate, [L
2
T

-3
]
 

ij
  Kronecker delta operator, [] 

  bulk porosity of sand bed, [] 

  intrinsic permeability of sand, [L
2
] 

 ratio of turbulence dissipation rate  to k, [T
-1

] 
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Appendix: Determination of the solute front 

We assume that solute transport takes place in a flow tube (Fig. 5) with negligible 

transverse mixing across the tube and thus is governed by the 1D advection dispersion 

equation. Assuming a constant concentration boundary at the sediment-water interface, 

the analytical solution to the advective-dispersive equation (ADE) for a semi-infinite 

domain subject to a first-type condition at x = 0 is: 

  0
, erfc exp erfc

2 2 2

C x ut ux x ut
C x t

DDt Dt

      
      

     

. 

Based on this solution, we can see that when t = x/u, the concentration is 

approximately half C0. Thus C/C0 = 0.5 can be used to defined the solute front. 
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List of tables 

Table 1. Experimental conditions. 

Run 

No. 

Streambed 

depth 

(cm) 

Water 

depth 

(cm) 

Stream 

flow 

velocity 

(cm s
-1

) 

Bedform 

length 

(cm) 

Bedform 

height 

(cm) 

Stoss 

length 

(cm) 

Initial 

concentration 

(g l
-1

) 

pH 

1 11.79 8.22 12.78  15.24  2.01  11.41 2.22 7.2 

2 11.45 8.56 12.56  15.27  1.80  10.15 2.10 7.1 

water density  = 1000 kg m
-3

 and kinematic viscosity  = 10
-6

 m
2
 s

-1
.
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Table 2. Values of model parameters used in the numerical simulations of dispersion 

effects. 

Parameter Value Parameter Value 

Average velocity for 

overlying water (U) 
0.2 m s

-1
 Bulk porosity (θ) 0.3 

Average water depth for 

overlying water (H) 
0.5 m Water density (ρ) 1000 kg m

-3
 

Bedform length (L) 1 m Water dynamic viscosity (μ) 0.001 Pa s  

Bedform height (
b

H ) 5 cm 

Longitudinal dispersivity 

(
L

 ) 
0.001, 0.01, 0.1 m 

Stoss length (
c

L ) 0.9 m Transverse dispersivity (
T

 ) 
0.0001,0.001,0.01 

m 

Streambed depth (
b

d ) 1 m 

Effective diffusion coefficient 

(
e

D ) 
10

-9
 m

2
 s

-1
 

Intrinsic permeability (κ) 10
-10

 m
2
 

Solute concentration in 

overlying water (
0

C C ) 
1 kg m

-3
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List of figures 

Fig. 1 (a) Schematic diagram of hyporheic zone in a river/stream system (after [67]). 

(b) Pore water flows beneath a repeating bedform subject to unidirectional 

flow (after [68]). The pressure distribution (red line) along the sediment-water 

interface, induced by the current-bedform interaction, generates pore-water 

flow in the streambed. (c) Pore water flow in the streambed (after [27]). 

Arrows (with equal lengths) show the direction of pore water flow. The color 

scale represents the natural logarithm (for better visualization) of the pore 

water flow rate, with warm colors for high rates and cool for low rates. 

Streamlines are represented by black lines. The red streamline divides the 

streambed into two parts: the hyporheic zone and the ambient underflow zone. 

(d) Solute transport processes in the streambed are shown by solute fronts 

(50% of the input concentration, dashed line) at a given time and particle 

transport paths (line and arrow). 

Fig. 2 Schematic diagram of the flume and other parts of the experimental apparatus. 

Fig. 3 Schematic of simulation domain and boundaries. (a) For water flow (after 

[19]). L, H, Hb and db are bedform length, average water depth of overlying 

water, bedform height and average depth of streambed, respectively. (b) For 

solute transport. Uniform concentration is assumed in the overlying water. The 

total quantity of solute in the overlying water and the pore water did not vary 

with time in the flume experiment but the concentration in the overlying water 

did. For the purpose of simplicity, the solute concentration in the overlying 
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water was kept constant at 1 kg -3
m  over the simulation period in the 

additional simulations of dispersion effects. 

Fig. 4 Comparison of experimental data and modeled solute concentration in the 

overlying water. Plot (a) is for Run 1 and (b) for Run 2. 

Fig. 5 Two arrays of sampling ports for monitoring solute concentrations in the bed 

during the experiment for Run 1. Solid lines show the flow tube and travel 

times associated with port N1_P10 and port N2_P9, which were computed 

based on simulated flow velocities. 

Fig. 6 Comparison between measured and predicted solute concentrations varying 

with depth for Run 1 ( *

0
/C C C ).  

Fig. 7 Comparison between measured and predicted solute concentrations varying 

with time for Run 1. 

Fig. 8 (a) Comparison of measured and simulated solute concentrations with those 

predicted by the advective transport model for Run 1 (based on Cs(t) = Ct(t - 

T), where T was calculated from the simulated flow field). Note that the data 

and simulation results for the overlying water concentration largely overlap. (b) 

Comparison between time of half peak concentration and solute slug travel 

time for Run 1. 

Fig. 9 Solute concentration distribution (color) and particle travel path (solid line) in 

the streambed for adjusted K and   for the experiment Run 1. The dotted 

line indicates the location of the solute front (50% of the peak concentration). 

The red line indicates the location of the advective solute front at t = tc. 
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Fig. 10 Comparison of solute concentration distribution (color) and particle transport 

path (solid line) for cases with different dispersivities. The simulated flow 

field is shown in the top panel. The green line shows the hydraulic divide 

separating the hyporheic zone and the ambient underflow zone. The dotted 

line indicates the location of the solute front (50% of C0). 

Fig. 11 Solute transport fluxes in the streambed for cases with different dispersivities 

at an early and late time: (a) magnitude (color) and direction (arrow) of 

advection fluxes ( C u ), (b) magnitude (color) and direction (arrow) of 

dispersion flux (
ij

D C  ). Note that the natural logarithm of flux magnitude 

(kg m
-2

 s
-1

) is shown for better visualization. The hydraulic divide is indicated 

by the red line. 

Fig. 12 Total vertical fluxes (integrated from 
1

x  = 0 to L) varying with depth (The 

approximate depth of the divide was 0.687 m between the hyporheic zone and 

ambient flow zone). 

Fig. 13 Cumulative solute mass transferred from the overlying water to bed. The 

vertical dot-dashed line indicates the advection characteristic time scale (tc). 
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