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Abstract

This paper describes the development and the implementation of a 3D dynamic contact angle model into the VOF
method provided by the commercial CFD code FLUENT for simulations of two phase flows with wetted boundaries.
At present, FLUENT only allows user specified fixed values for the contact angle. This is physically quite limiting
and leads to non-realistic interfacial effects for these applications. The contact angle becomes important in problems
where the surface tension forces are more significant than the inertial forces. Problems are also encountered where
dry patches are formed on channel walls, which give rise to a triple point between the wall, the liquid and the gas.
This is often the case for two phase flows inside micro and mini channels. In FLUENT, the contact angle, which the
fluid is assumed to make with the wall, is used to adjust the surface normal vector to the interface in cells near the
wall. This so-called dynamic boundary condition results in the adjustment of the curvature of the interface near the
wall. In our model, the 3D contact angle is computed based on the volume fraction and the contact line velocity, and
is limited by the experimentally available advancing and receding static contact angles. Several 2D and 3D tests are
presented, which demonstrate the accuracy of our model.

Introduction

Two phase flows have been widely studied over the last
years both numerically and experimentally. From the
point of view of numerics, a large amount of work has
been done regarding the so called “one” fluid models,
where a single set of conservation equations is solved
for the whole domain and the interface is then tracked or
captured.

Interface tracking techniques explicitly track the inter-
face with marker particles like in MAC methods (Harlow
& Welch 1965), arbitrary Lagrangian-Eulerian (ALE)
methods (Donea 1983; Hirt et al. 1997; Hughes et
al. 1991), or front tracking methods (Tryggvason et al.
2001; Unverdi & Tryggvason 1992). These interface
tracking methods are very accurate and efficient for flex-
ible moving boundaries with small deformations. How-
ever their main drawback is that they are difficult to use
in cases where the interface breaks up or coalesces with
another interface. Also additional re-meshing is needed
when a large deformation of the interface occurs.

In interface capturing methods, an auxiliary function
is needed. These methods are very robust and have
a wide range of applicability. However, they require
higher mesh resolutions. Examples include volume of
fluid (VOF) (Hirt & Nichols 1981; Youngs 1992; Li
1995; Scardovelly & Zaleski 1999) and level set meth-

ods (Sussman et al. 1994, 1998, 1999; Sussman &
Fatemi 1999).

In VOF methods, the interface is given implicitly by
a color function, which is defined as the volume fraction
of one of the fluids within each cell. From this func-
tion, a reconstruction of the interface is made and the
interface is then propagated implicitly by updating the
color function. VOF methods are conservative and can
deal with topological changes of the interface. However,
VOF methods cannot accurately compute several impor-
tant properties, such as curvature and the normal to the
interface. Moreover, a high order of accuracy is hard to
achieve because of the discontinuities in the color func-
tion.

For two phase flows in microchannels, the surface ten-
sion forces play an important role in determining the dy-
namics of bubbles whereas gravitational forces are gen-
erally less important, if not negligible. Also it is very
important to consider the interaction between the bound-
aries and the fluids by prescribing or computing the cor-
rect contact angle between the interface and the bound-
ary. FLUENT allows one to input either a static value
for the contact angle, or to use User Defined Functions
(UDF) to compute the dynamic contact angle. When the
contact line starts to move, a fix static value of the con-
tact angle would be inappropriate to use. Therefore the
use of a dynamic contact angle model is much more in-
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dicated.
In this paper we propose a 3D dynamic contact angle

model based on volume fraction, interface reconstruc-
tion, and advancing and receding static contact angles
available experimentally. To define the advancing con-
tact angle, one needs to dynamically add volume to the
liquid-phase to determine the maximum volume permit-
ted without increasing the interfacial area between the
liquid and solid phases. For the definition of the reced-
ing contact angle, one needs to remove volume from the
liquid-phase to the minimum volume permitted without
decreasing the interfacial area between the liquid and
solid phases. These two angles refer to the static values.
When the contact line starts to move, the contact angles
will deviate from their equilibrium value to provide the
dynamic advancing and receding contact angles.

The rest of this paper is organized as follows: sec-
tion 2 presents the dynamic contact angle model with all
the geometrical considerations, section 3 briefly outlines
the FLUENT discretization procedure and code devel-
opment, section 4 presents several numerical validation
tests, and conclusions are given in section 5.

Mathematical formulation

If the surface tension is assumed constant between each
pair of the three phases (liquid, gas and solid), see Fig. 1
Young’s equation reads as:

σLGcosθs = σGS − σLS (1)

In Eq. 1, θs is the static contact angle, σLG is the liquid-
gas surface tension, σLS is the solid-liquid surface ten-
sion, and σGS is the gas-solid surface tension. The real
dynamic contact angle can take any value within the in-
terval θR ≤ θ ≤ θA, where θR and θA are the dynamic
receding and the dynamic advancing contact angles. To
compute these values, we used the correlation of Tanner
(Tanner 1979) for the receding angle, see Eq. 2, and the
correlation of Jiang et al. (Jiang et al. 1979) for the
advancing angle, see Eq. 3:

θ3
rec,s − θ3

R = 72Ca (2)

cosθadv,s − cosθA
cosθadv,s + 1

= tanh
(
4.96Ca0.702

)
(3)

In Eq. 2, θR is the dynamic receding contact angle and
θrec,s is the static receding contact angle. In Eq. 3, θA
is the dynamic advancing contact angle and θadv,s is the
static advancing contact angle. In both Eq. 2 and Eq. 3,
Ca is the capillarity number given by:

Ca =
µv

σ
(4)

Figure 1: Equilibrium contact line and contact angle.

where in Eq. 4 µ is the dynamic viscosity of the liquid, v
is the contact line velocity and σ is the liquid-gas surface
tension.

Once the upper and the lower limits of the contact an-
gle are calculated, we evaluated the dynamic contact an-
gle based on the geometrical reconstruction of the inter-
face. We now give some details about the VOF method
used by FLUENT to capture the interface.
The volume of fluid method. The basic idea of the
VOF method is to consider a color function, defined as
the volume fraction of one of the fluids within each cell,
to capture the interface. This function will be unity if
the cell is filled with the gas phase, zero if the cell is
filled with the liquid phase and between zero and one if
the cell contains the interface. VOF belongs to the so
called “one” fluid family of methods, where a single set
of conservation equations is solved for the domain:

∂(ρu)
∂t

+∇·(ρu⊗u) = −∇p+∇·(2µD)+Fst+ρg (5)

∂ρ

∂t
+∇ · (ρu) = 0 (6)

In Eq. 5 and Eq. 6, u is the velocity vector, ρ is the
density, t is the time, µ is the dynamic viscosity, D
is the rate of deformation tensor with the components
Dij = 1

2 (ui,j + uj,i), Fst is the body force due to the
surface tension, and g is the gravity vector.

In VOF, the density and the dynamic viscosity are de-
scribed by the following formulae:

ρ(x, t) = ρl + (ρg − ρf )F

µ(x, t) = µl + (µg − µl)F

where the subscripts l and g denote liquid and gas
phases, respectively.

After solving Eq. 5 and Eq. 6, the color function is
advected with the velocity field by:

∂F

∂t
+ u · ∇F = 0 (7)
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In general, a VOF algorithm solves the problem of up-
dating the volume fraction field F given the fixed grid,
the velocity field u and the field F at the previous step.
In two dimensions, the interface is considered to be a
continuous piecewise smooth line, and the problem of
its reconstruction is that of finding the approximation to
the section of the interface in each cell, by knowing only
the volume fraction F in that cell and in the neighboring
cells. The simplest type of VOF methods are the Simple
Line Interface Calculation (SLIC) (Noh & Woodward
1976) or the SOLA-VOF algorithm (Hirt & Nichols
1981). They are first order accurate in the reconstruction
of the interface. Typically, the reconstructed interface is
made up of a sequence of segments aligned with the grid.
Fig. 2 shows the exact color VOF function for a smooth
circular arc, whilst Fig. (3(a)) shows the interface recon-
struction using SLIC method. More accurate VOF tech-
niques attempt to fit the interface with piecewise linear
segments. These are known as Piecewise Linear Inter-
face Calculation (PLIC) (Li 1995); Fig. 3(b) shows an
interface reconstructed with VOF/PLIC.

Figure 2: The exact VOF color function for a circular
arc over a square grid.

(a) SLIC (b) PLIC

Figure 3: Interface reconstruction schemes.

Because F in Eq. 7 is not a continuous function, the

VOF/PLIC algorithm is divided into two parts: a recon-
struction step and a propagation step. The key part of
the reconstruction step is the determination of the ori-
entation of the segment. This is equivalent to the de-
termination of the unit normal vector n to the segment.
The normal vector n and the volume fraction F then
uniquely determine the straight line. The second step
of the VOF algorithm is the propagation. Usually, the
propagation step is done using a fractional step or an
operator split method, which updates the volume frac-
tion F by advecting the interface along one spatial di-
rection at a time. Intermediate F values are calculated
during this process, and the final F field is obtained only
after advection of the interface along all coordinate di-
rections. Although they are more complicated, unsplit
methods exist as well.

The surface tension term in Eq 5 is approximated us-
ing the Continuum Surface Force model of Brackbill et
al. (Brackbill et al. 1992) given by the following rela-
tion:

Fst =
ρk∇F

1
2 (ρl + ρg)

(8)

where in Eq. 8 ρ is the discontinuous density, k is the
curvature of the interface, and ρl and ρg are the liquid
and , the gas densities respectively.
The contact angle model. A first step in determining
the contact angle between the interface and boundary is
similar to the reconstruction step from the advection al-
gorithm of the volume fraction F . Given the normal vec-
tor to the interface m = [m1,m2,m3], the equation of
the interface, which is a plane in 3D and a line in 2D, is
given by:

m1x+m2y +m3z = α (9)

where in Eq. 9 α is the plane constant (line in 2D). Scar-
dovelli and Zaleski (Scardovelly & Zaleski 1999) pre-
sented analytical relations for determining α. Once the
plane constant α is determined, we used the same re-
lation which connects α with the volume fraction F to
express the contact angle, and the following notations
like as in (Fang et al. 2008) g = m2/m1, h = α/m1,
f = m3/m1. For 3D we get:

F =
1

6gf

"
h
3 −

3X
i=1

H

„
h−

mi∆xi

m1

«„
h−

mi∆xi

m1

«3

+

3X
i=1

H

„
h−∆x1 − g∆x2 − f∆x3 +

mi∆xi

m1

«
„
h−∆x1 − g∆x2 − f∆x3 +

mi∆xi

m1

«3–
(10)

where in Eq. 10 H is the discontinuous Heaviside func-
tion. For 2D Eq. 10 becomes:

F =
1

2g

"
h
2 −

2X
i=1

H

„
h−

mi∆xi

m1

«„
h−

mi∆xi

m1

«2
#

(11)

3



7th International Conference on Multiphase Flow,
ICMF 2010, Tampa, FL, May 30 – June 4, 2010

Now observing that tan(θ) =
√
m2

1 +m2
2/m3, Eq. 10

becomes:

F =
tan θ

6g
p

1 + g2

"
h
3 −

3X
i=1

H

„
h−

mi∆xi

m1

«„
h−

mi∆xi

m1

«3

+

3X
i=1

H

 
h−∆x1 − g∆x2 −

p
1 + g2

tan θ
∆x3 +

mi∆xi

m1

!
 
h−∆x1 − g∆x2 −

p
1 + g2

tan θ
∆x3 +

mi∆xi

m1

!3#
(12)

For the 2D case we have tan(θ) = m1/m2 so Eq. 11
becomes:

F =
tan(θ)

2

"
h
2 −

2X
i=1

H

„
h−

mi∆xi

m1

«„
h−

mi∆xi

m1

«2
#

(13)

Eq. 12 and Eq. 13 are solved iteratively for θ with a New-
ton iterative method. The derivative of Eq. 12 with re-
spect to θ is given by:

∂F

∂θ
= A+B + C (14)

In Eq. 14 A, B and C are given by the following rela-
tions:

A =
1

6g
p

1 + g2 cos2 θ

"
h
3 −

3X
i=1

H

„
h−

mi∆xi

m1

«
„
h−

mi∆xi

m1

«3

+

3X
i=1

H

 
h−∆x1 − g∆x2 −

p
1 + g2

tan θ
∆x3 +

mi∆xi

m1

!
 
h−∆x1 − g∆x2 −

p
1 + g2

tan θ
∆x3 +

mi∆xi

m1

!3#
(15a)

B = −
tan θ

2g sin2 θ

"
H (h− f)

 
h−

p
1 + g2

tan θ

!2#
(15b)

C =
tan θ

2g sin2 θ

"
H (h− g − f)

 
h− g −

p
1 + g2

tan θ

!2

+

H (h− 1− f)

 
h− 1−

p
1 + g2

tan θ

!2#
(15c)

For the 2D caseA,B andC in Eq. 14 have the following
form:

A =
1

2 cos2 θ

"
h
2 −

2X
i=1

H

„
h−

mi∆xi

m1

«„
h−

mi∆xi

m1

«2
#
(16a)

B = −
tan θ

sin2 θ
H (h− g)

„
h−

1

tan θ

«
(16b)

C = 0.0 (16c)

To summarize, the following algorithm was followed:

• for the cell containing the interface, compute the
plane (line) constant α;

• by knowing the position at the current time step and
at the previous time step, a contact line velocity can
be rapidly computed;

• with the contact line velocity known, the dynamic
advancing and dynamic receding contact angles can
be computed using Eq. 3 and Eq. 2 using the input
values of static advancing and static receding con-
tact angles;

• the dynamic contact angle is then computed using
Eq. 12 (or Eq. 13 for the 2D case) and if the value
falls between the receding and advancing angles,
then this value will be returned to the FLUENT
solver, otherwise the advancing or the receding an-
gle is returned to the FLUENT solver;

• move to the next time step.

FLUENT discretization and code development

FLUENT is a finite volume code, so one needs to solve
the integral form of Eq. 7 which in conservative form
reads as: ∫

V

∂ρF

∂t
+
∫
V

∇ · (ρuF ) = 0 (17)

For the unsteady term, FLUENT employs first order Eu-
ler discretization. For the convective term, the Green-
Gauss theorem is applied and the volume integral is
transformed into a surface integral.

FLUENT uses a mid-point rule integration of the sur-
face integral which is second-order accurate. It also
provides five schemes to interpolate the face values
Ff , namely: first order upwind, second order upwind,
power law, QUICK, and MUSCL. Because the MUSCL
(Monotone Upwind Schemes for Conservative Laws)
scheme is less diffusive than the others, it was used in
all our numerical applications to interpolate face val-
ues in Eq. 7 and Eq. 5. In Eq. 5, if the pressure field
is known, one can solve for the velocity field. How-
ever, the pressure field is not known a priori and must
be obtained as part of the solution. FLUENT offers sev-
eral pressure-velocity coupling algorithms like SIMPLE
(Semi-Implicit Pressure Linked Equations), SIMPLEC
(SIMPLE Consistent), and PISO (Pressure Implicit with
Split of Operators). Since FLUENT uses a collocated
grid where pressure and velocity are stored at cell-
centers, an interpolation procedure is needed to interpo-
late the pressure face values from the cell-center values.
For two-phase flow, FLUENT provides two schemes,
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namely body-force-weighted which computes the pres-
sure by assuming that the normal gradient of the differ-
ence between pressure and body forces is constant, and
PRESTO! (PREssure STaggering Option) which uses
the discrete continuity balance for a “staggered” control
volume about the face to compute the face pressure. In
all our simulations the PISO scheme was used for the
velocity-pressure coupling, and the PRESTO! scheme
for the pressure interpolation.

In FLUENT the dynamic contact angle model was im-
plemented using User Defined Functions. The values of
the contact angle and other parameters are stored for the
current and the previous time step, for handling the sit-
uation when the contact line is shifting from one cell
to another. Once the contact angle is computed and re-
turned to the FLUENT solver, the surface normal at the
live cell next to the wall is:

n = nw cos θ + nt sin θ (18)

where in Eq. 18 nw and nt are the unit vectors normal
and tangential to the wall, respectively.

Numerical validations

In this section several 2D and 3D simulations are pre-
sented for air-water and a coated silicon wafer surface.
2D examples. In the present study, a semi-circular
droplet of 2cm diameter is placed on a wall of a rectan-
gular domain of 8x2.5cm at (4.0,0.5) cm with a gravity
vector (0.0,−9.81) m/s2. The fluids used are air and
water, see Table 1 for their physical properties. Fang et

Table 1: Physical properties of the fluids.
Property Density Viscosity Surface Tension

kg/m3 Ns/m2 N/m

liquid 1000 0.001
gas 1.225 0.0000178

0.072

al. (Fang et al. 2008) have measured the contact angle
for air-water on a coated silicon wafer surface and found
that the advancing contact angle is around 105◦ and that
the receding contact angle is around 65◦. Consequently,
in our simulations we used the above mentioned values
as limiters for the dynamic contact angle. A no slip wall
boundary condition was used for all boundaries. Be-
sides this, for the bottom boundary the dynamic con-
tact angle was computed and prescribed. Three differ-
ent grids were used: 80x25, 160x50 and 320x100. Fig 4
shows the bubble contour at different times using a grid
of 80x25. Fig. 5 and Fig. 6 show the bubble contour on
a grid of 160x50 and on a grid of 320x100, respectively.
Similar shapes were found numerically by Manservisi

and Scardovelli (Manservisi & Scardovelli 2008) and
experimentally by Lim et al. (Lim et al. 2008) and
Grundke et al. (Grundke et al. 2008). Grundke et
al. (Grundke et al. 2008) measured a contact angle
between a sessile water drop and a silicone surface be-
tween 70◦ and 120◦. The error Ei1 between succesive
mesh refinements is computed using the Li1 norm, which
is well suited for the interfacial flow problems:

Ei1 =
∫

Ω

|H(Fr)−H(Fc)|dΩ (19)

where H(F ) is the discontinuous Heaviside function,
and Fr and Fc are solutions from, respectively, re-
fined and coarse grids. For the numerical integration of
Eq. 19, a domain of 1000x1000 mesh points was used
and the solution was interpolated from the actual do-
main to the computational one. The results obtained are
shown in Table 2. As can be seen, increasing the resolu-
tion of the grid leads to a decrease in computation error.
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Figure 4: Snapshots of the 2D water drop for a grid of
80x25 and gravity vector (0.0,-9.81).

Table 2: Error between successive mesh refinements for
2D air-water simulations with gravity vector (0,-9.81)
and (-9.81,0).

Grid Case 1, Ei1,
(0,−9.81)

Case 2, Ei1,
(−9.81, 0)

80x25 N.A. N.A.
160x50 1.22e-2 7.049e-3
320x100 3.359e-3 2.829e-3

The second simulated case was similar to the above,
however the gravity vector is (-9.81,0)m/s2. Thus we
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Figure 5: Snapshots of the 2D water drop for a grid of
160x50 and gravity vector (0.0,-9.81).
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Figure 6: Snapshots of the 2D water drop for a grid of
320x100 and gravity vector (0.0,-9.81).

expect now to see different contact angles at the two
droplet extremities, using the same boundary conditions
as in the previous case and three different grids: 80x25,
160x50 and 320x100. Once again the error decreased
with increasing mesh densities. Fig 7 shows the droplet
contour at different times using a grid of 80x25. As can
be seen, the drop moves from right to left under the ac-
tion of gravity. Fig. 8 and Fig. 9 show the bubble con-
tour on grids of 160x50 and on a grid of 320x100, re-
spectively. The error Ei1 between succesive mesh refine-
ments is computed as is explained above, and the results
are shown in Table 2.
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Figure 7: Snapshots of the 2D bubble contour for a grid
of 80x25 and gravity vector (-9.81,0).

X

Y

0 0.02 0.04 0.06 0.08
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(a) t=0s

X

Y

0 0.02 0.04 0.06 0.0
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(b) t=0.02s

X

Y

0 0.02 0.04 0.06 0.08
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(c) t=0.04s

X
Y

0 0.02 0.04 0.06 0.0
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(d) t=0.06s

X

Y

0 0.02 0.04 0.06 0.08
0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

(e) t=0.08s

Figure 8: Snapshots of the 2D bubble contour for a grid
of 160x50 and gravity vector (-9.81,0).

3D examples. In this section we extend the 2D ex-
amples shown above to the 3D case. For the first
case a semi-spherical droplet of 2cm diameter is placed
on a wall of a parallelipipedic domain of 8x2.5x8
cm at (4.0,0.5,4.0) cm. Based on the convergence
study carried out for the 2D case, the grid chosen was
160x50x160. A no slip wall boundary condition was
used for all boundaries. The dynamic contact angle, lim-
ited by 65◦ and 105◦, was computed and prescribed at
the bottom boundary. Fig. 10 shows the bubble contour
in the XY plane for Z=0.04m at different times. Again
good agreement was found when compared with numer-
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Figure 9: Snapshots of the 2D bubble contour for a grid
of 320x100 and gravity vector (-9.81,0).

ical results of Manservisi and Scardovelli (Manservisi &
Scardovelli 2008), and when compared with experimen-
tal data of Lim et al. (Lim et al. 2008) and Grundke et
al. (Grundke et al. 2008). X
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Figure 10: Snapshots of the 3D bubble contour for a
grid of 160x50x160 and gravity vector (0,-9.81,0.0) in
plane z=0.04m.

As for the 2D case, the gravity vector was then
changed from (0.0,-9.81,0.0) to (-9.81,0.0,0.0). A semi-
spherical droplet of 2cm diameter was placed on a
wall of a parallelipipedic domain of 8x2.5x8 cm at
(4.0,0.0,4.0) cm using a grid of 160x50x160. A no slip
wall boundary condition was used for all boundaries.
The dynamic contact angle, limited by 65◦ and 105◦,
was prescribed at the bottom boundary. Again different
contact angles at the droplet extremities were expected.

Fig. 11 shows how the shape and position of the droplet
changed with time.

Y

Z

(a) t=0s

X

Y

Z

(b) t=0.02s

Y

Z

(c) t=0.04s

X

Y

Z

(d) t=0.06s
X

Y

Z

(e) t=0.08s

Figure 11: Snapshots of the 3D bubble contour for a
grid of 160x50x160 and gravity vector (-9.81,0.0,0.0) in
plane z=0.04m.

Conclusions

The commercial CFD code FLUENT allows one to use
a static contact angle between the interface and the wall.
In dynamic conditions (i.e. when the contact line starts
to move), this choice of a static value is not physically
appropriate. Therefore, a dynamic contact angle model
was developed and implemented via UDF into the com-
mercial CFD code FLUENT for two phase flows with
wetted boundaries.

As a first step, the interface is reconstructed based on
the volume fractions. After the interface position is de-
termined, the contact angle is determined based on the
volume fractions and the normal to the interface. The
model has as its lower limit for the contact angle, the re-
ceding contact angle, and as its upper limit, the advanc-
ing contact angle. The advancing and receding contact
angles are available experimentally for several pairs of
fluids/surfaces, or can be estimated using several pub-
lished correlations.

Several 2D and 3D tests were performed for air/water
on a coated silicon wafer surface with different gravity
vectors, which proved the accuracy of our model when
compared to both numerically and experimentally data
available in the literature.
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